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Computationally predicting the performance of
gas sensor arrays for anomaly detection†

Paul Morris * and Cory M. Simon *

In many gas sensing tasks, we simply wish to become aware of gas compositions that deviate from normal,

“business-as-usual” conditions. We provide a methodology, illustrated by example, to computationally

predict the performance of a gas sensor array design for detecting anomalous gas compositions.

Specifically, we consider a sensor array of two zeolitic imidazolate frameworks (ZIFs) as gravimetric sensing

elements for detecting anomalous gas compositions in a fruit ripening room. First, we define the probability

distribution of the concentrations of the key gas species (CO2, C2H4, H2O) we expect to encounter under

normal conditions. Next, we construct a thermodynamic model to predict gas adsorption in the ZIF sensing

elements in response to these gas compositions. Then, we generate a synthetic training data set of sensor

array responses to “normal” gas compositions. Finally, we train a support vector data description to flag

anomalous sensor array responses and test its false alarm and missed-anomaly rates under conceived

anomalies. We find the performance of the anomaly detector diminishes with (i) greater variance in

humidity, which can mask CO2 and C2H4 anomalies or cause false alarms, (ii) higher levels of noise

emanating from the transducers, and (iii) smaller training data sets. Our exploratory study is a step towards

computational design of gas sensor arrays for anomaly detection.

1 Introduction
1.1 Gas sensor arrays

Gas sensors are used in the chemical industry for controlling
processes1,2 and detecting threats to human health and safety
by harmful gases/volatile compounds.3–5 Applications of gas
sensors are emerging and expanding for monitoring crops,6,7

air quality,8,9 food freshness,10 and human health.11 The
development of more sensitive and robust gas sensors—
paired with advanced algorithms to parse their response—
could accelerate and widen the adoption of sensors for these
myriad applications.

A promising route to realizing a robust electronic nose is
via a sensor array, comprised of multiple sensors, each
harboring a distinct, [usually] cross-sensitive recognition
element.12 Mimicking the mammalian olfactory system,13 a
sensor array with diverse recognition elements produces a
high-dimensional response vector containing information to
distinguish many different gas compositions14,15 (the sensor
array response vector stacks features of the response of each
sensor belonging to the array). Typically, a supervised
machine learning model is trained—using labeled data, i.e.,

example gas compositions paired with the sensor response
vectors they produce—to predict the composition of the gas
from the response vector of the sensor array.16,17

1.2 Anomaly detection

In many gas sensing tasks, we simply wish to become aware
of gas compositions that deviate from normal conditions in
the environment.18–23 More, there may be numerous diverse
and unforeseen mechanisms (malfunctions of equipment,
leaking pipes, exogenous introduction of vapors, etc.) that
lead to such deviations. Consequently, collecting the response
of a sensor array to anomalous gas compositions for training
a supervised classifier (normal vs. anomalous) is difficult.

Semi-supervised anomaly detection algorithms24 can learn
a classifier of sensor array response vectors as “normal” or
“anomalous” using only a data set of “normal” responses.
Following the definition in ref. 25, an anomalous sensor
array response deviates so much from the distribution of
observed responses under “normal” conditions that it
arouses a suspicion of some underlying problem (e.g.,
equipment malfunction, a leak in a pipe, etc.)—warranting
further investigation. A high-performing anomaly detector
avoids (i) false alarms, normal conditions mislabeled as
anomalous, and (ii) false negatives, anomalous conditions
mislabeled as normal.

The support vector data description (SVDD). The SVDD26

may serve as a useful semi-supervised anomaly detector for gas
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sensor arrays. The training data for an SVDD is a collection of
sensor array response vectors, all observed under normal
conditions; response vectors to anomalous conditions are not
needed. During training, the SVDD constructs the smallest
possible hypersphere in response space that contains most of
the normal response vectors. The idea is to tightly circumscribe
the support of the underlying distribution that generates the
normal response vectors. During inference, a new response
vector is classified as “normal” if it falls inside the hypersphere
and “anomalous” if it falls outside of it. As the SVDD is a kernel
method, we may leverage a menu of kernel functions to
implicitly map our sensor response vectors into a higher-
dimensional space, where the hypersphere is constructed. This
gives access to more complex decision boundaries than a
hypersphere in the original response space.26

Clustering algorithms could also identify anomalous gas
compositions in an un- or partially-labeled data set of sensor
array responses.27,28

1.3 Design of an electronic nose for anomaly detection

For the design and deployment of a gas sensor array for
anomaly detection in a specific environment, key questions are:

How many and what sensing elements should constitute

the array?
For example, tunable, nanoporous materials such as

metal–organic frameworks (MOFs)29 can serve as sensitive
and selective sensing elements.30 For constructing a MOF-
based sensor array,31,32 we may choose among a large menu
of MOFs with different pore sizes and geometries and
internal surface chemistries.

Generally, the performance of a sensor array tends to
increase with the number of sensing elements, as each
additional sensor provides additional information about the
gas,33,34 albeit with diminishing marginal returns.33 If the
number of sensors is fewer than the number of components
in the gas phase, multiple distinct gas compositions produce
an identical sensor array response and hence are
indistinguishable by the array.34,35 Deciding the number of
sensors to comprise the array likely involves a tradeoff
between performance, cost, and complexity.

A lofty goal is to computationally design a gas sensor
array, i.e., curate the optimal sensing elements, for a specific
gas sensing task. Several methods have been developed to
computationally design gas sensor arrays of nanoporous
materials for quantitative sensing,33,34,36–40 but not anomaly
detection.

Which anomaly detection algorithm should we employ?

Several anomaly detection algorithms are available,24

including the SVDD,26 isolation forests,41 elliptic envelope with
robust statistics,42 and the local outlier factor.43 Each algorithm
makes different assumptions about (i) the defining aspects of an
anomaly, (ii) the underlying distribution of the anomalies, and
(iii) if the training data set (consisting of [labeled] “normal”
vectors) is polluted by [mislabeled] “anomalous” vectors.

How much data is needed to train the anomaly detector?

Typically, the learning curve (performance of an anomaly
detector as a function of the size of the data set used for
training it) increases rapidly at small data sizes, then reaches
diminishing returns and saturates as more data is used for
training. The amount of training data needed to reach
diminishing returns for an anomaly detector for gas sensor
arrays, likely, depends on the sensor array, sensing task, and
distribution of gas compositions encountered.

How robust is the performance of the anomaly detector to

variation in the concentrations of interfering [non-analyte] gas
species in the “background”?

Often, the gas species by definition causing anomalies of
interest do not include water, yet humidity varies dramatically.
Depending on both the variance in the humidity and the
degree to which humidity contributes to the response of the
sensors, the performance of the electronic nose operating in
anomaly detection mode may suffer. Generally, humidity
interference is an imposing problem for gas sensor arrays.44

1.4 Our contribution

Herein, we create a blueprint for computationally predicting
the performance of a given sensor array for anomaly
detection. By computationally screening combinations of
sensing elements for the array, then, we can computationally
design electronic noses for anomaly detection.

We consider a two-sensor array, employing nanoporous
materials (zeolitic imidazolate frameworks, ZIFs) as
gravimetric recognition elements, for detecting anomalous
ternary gas compositions in a fruit ripening room. The chief
analytes in a ripening room (near room temperature) are
carbon dioxide (CO2), released from fruit respiration, and
ethylene (C2H4), the fruit ripening hormone, and humidity
(H2O), to prevent moisture loss in the fruit.

We computationally predict the performance of the sensor
array for anomaly detection in the fruit ripening room by:

Defining the sensing task. We specify the probability

distribution of C2H4, CO2, and H2O concentrations we expect
to encounter in a fruit ripening room under both normal and
anomalous conditions.

Modeling the response of the sensing elements to each gas

composition. We invoke Henry's law of gas adsorption to
predict the equilibrium, gravimetric response of—i.e., the
mass of gas adsorbed in—each ZIF sensing element in
response to any concentration of CO2, C2H4, and H2O in the
gas phase. We identify the Henry coefficients from
experimental adsorption measurements. Importantly, we
model noise in the observed response to account for
imperfect devices/transducers such as a quartz crystal
microbalances45–47 that relay to us, via an electrical signal,
the mass of gas adsorbed in the ZIF sensing elements.

Training an anomaly detector. We train an SVDD on

the simulated sensor array response vectors under normal
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conditions. To gain intuition about the inner-workings of the
SVDD, we visualize its decision boundary in the 2D sensor
response space, used to discriminate between normal and
anomalous response vectors.

Testing the performance of the electronic nose for

detecting anomalies. Next, we test the performance of the
proposed electronic nose design—constituting (i) the choice
of the sensing elements, (ii) the precision with which the
transducer/device measures the response of the sensing
elements, and (iii) the trained anomaly detector—for
detecting anomalous gas compositions in the ripening room.
We quantify the false alarm and false negative rates, broken
down by class of anomaly.

Qualitatively, we highlight three salient factors that

deteriorate the performance of a gas sensor array for anomaly
detection:

■ Imprecision in the transducer used to measure the
response of the sensing elements.

■ Variance in background e.g. humidity levels that
interfere with the response of the sensors to the chief
analytes defining anomalies.

■ Insufficiently large data sets for training the anomaly
detector.

For readers unfamiliar with QCM–ZIFs, fruit ripening
rooms, and the SVDD, we provide optional explanations in
Box 1, Box 2, and Box 3, respectively.

2 Results
2.1 Proposed sensor array design

Suppose the hardware of our proposed electronic nose is
an array of two QCM–ZIF sensors as depicted Fig. 1.

Box 1 explains QCM–ZIF sensors and their working
principle (gravimetry). We chose ZIF-8 and ZIF-71 as the
recognition elements for their hydrophobicity and
stability48,49 and for the availability of their
experimentally-measured C2H4, CO2, and H2O adsorption
isotherms near room temperature. Generally, the
sensitivity and selectivity of each ZIF sensing element to/
for various gases depends on the structure of the ZIF,
including pore shape and size, topology, and internal
surface chemistry. We describe the structures of the ZIFs
below and show a cage of each ZIF in Fig. 1.

ZIF-8. ZIF-8 is composed of Zn2+ ions coordinated to
2-methylimidazole ligands within the SOD topology50 and
exhibits a BET N2 surface area of 1080 m2 g−1.51 From the
crystal structure, we calculated (via PoreBlazer52) the
diameter of the largest hard sphere that can be included in
its pores as 13.06 Å.

ZIF-71. ZIF-71 is composed of Zn2+ ions coordinated to
4,5-dichloroimidazole ligands within RHO topology,50

exhibits a BET N2 surface area of 1015 m2 g−1,53 and has a
largest included sphere of 16.70 Å diameter.

Fig. 1 Sensor array design. Our proposed gas sensor array design is
comprised of two distinct QCM–ZIF sensors, one employing a ZIF-8
sensing film, the other ZIF-71. The sensor array response vector is m =
[mZIF-8, mZIF-71] where mZIF-i is the total mass of gas adsorbed in ZIF-i
film per mass of ZIF, at thermodynamic equilibrium.

Box 1 A QCM–ZIF sensor

A QCM–ZIF sensor48,54 employs a thin film of zeolitic imidazolate
framework (ZIF, the sensing element) attached to a quartz crystal
microbalance (QCM, the transducer).55

ZIFs56,57 are a category of metal–organic frameworks made up of metal
ions [e.g., Zn(II), Co(II), Fe(II), Cu(II)] tetrahedrally-coordinated to
imidazolate-based ligands to form an extended network, giving a crystal
with nano-sized cavities capable of adsorbing gas. ZIFs exhibit zeolite-
like topologies owing to the similarity between their metal–
imidazolate–metal angles and the Si–O–Si angles in zeolites.

ZIFs are sensitive recognition elements due to their high internal
surface areas onto which gases adsorb. More, the topology, pore size,
and internal surface chemistry (e.g., the metal and the functional
groups on the imidazolate ligand) of ZIFs can be tuned to arrive at a
diverse set of structures for a gas sensor array. As a result of different
adsorptive selectivities for various species in the gas phase among the
ZIFs in a sensor array, a QCM–ZIF sensor array will produce a response
that contains much information about the gas composition.56 ZIFs also
tend to be chemically and thermally stable.58

A QCM45 is a quartz crystal between two gold electrodes. Applying an
alternating voltage across the piezoelectric crystal induces vibrations.
When gas ad-/de-sorbs into/out of the thin film of ZIF attached to the
top of the QCM, increasing/decreasing its mass, the frequency of the
vibrations of the QCM decreases/increases. Using the Sauerbrey
equation, we can convert the change in vibration frequency of the QCM
to a change in the mass of the thin film of ZIF due to the ad-/de-
sorption of gas.

The working principle of a QCM–ZIF sensor is gravimetry: when the
composition of the gas phase changes, the amount of gas adsorbed in
the thin film of ZIF changes, which the QCM relays to us via an
electrical signal.48,54,55 Recently, a QCM-MOF array based on UiO-66
has been demonstrated for ethylene sensing for fruit ripening.59
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2.2 Gas compositions encountered in a ripening room

A fruit ripening room experiences variations in the
concentration of three chief gas species that will strongly
adsorb in the ZIF sensing elements: ethylene (C2H4), carbon
dioxide (CO2), and water (H2O). Under normal conditions,
these variations are caused by the introduction of exogenous
C2H4 and H2O, production of C2H4 and CO2 by the fruit's
metabolism during ripening, and periodic ventilation to
control accumulation of CO2. See Box 2. Under anomalous
conditions, we anticipate failures of (i) the ventilation system
and (ii) the equipment that introduces exogenous C2H4 and
H2O, to cause aberrations in the concentrations of C2H4,
CO2, and H2O in the ripening room.

We precisely define “normal” and various “anomalous”
gas compositions we expect to encounter in a ripening room
by modeling the (assumed, independent) probability
distributions of the C2H4, CO2, and H2O concentrations in
the air under each condition. Fig. 2 displays the
distributions, listed below.

Throughout, we assume the ripening room is at constant
[room] temperature.

Normal conditions. Under normal conditions, C2H4 gas,
the hormone responsible for fruit ripening, is ideally
maintained at 150 ppm; humidity is kept 85–95% RH (relative
humidity) to prevent loss of moisture from the fruit; and CO2 is
prevented from surpassing 5000 ppm (a permissible human
exposure limit) by periodic ventilation. Consequently, we model
the C2H4 and H2O concentration with a Gaussian distribution
and the CO2 concentration, to reflect its periodic build-up due
to fruit respiration,60 with a uniform distribution.

Specifically, we model the partial pressures (random
variables) under normal conditions as:

PC2H4
∼ (150 ppm, 400 ppm2) (1)

PCO2
∼ (400 ppm, 5000 ppm) (2)

PH2O∼ 0:90 RH; σ2H2O RH2
� �

(3)

with (μ, σ2) denoting a Gaussian distribution with mean μ

and variance σ2 and (a, b) denoting a uniform distribution
over the interval [a, b]. We do not yet specify the variance of
the water distribution, σ2H2O, because we will vary it and study

its effect on the performance of our anomaly detector.
Anomalous conditions. We define five conceivable

anomalous conditions in a fruit ripening room:
■ CO2↑. CO2 accumulates in the room due to the failure of

the ventilation system—slowing the fruit ripening process60

and posing a human health hazard. To simulate this, we
modify eqn (2) to follow PCO2

∼ (7500 ppm, 2000 ppm).
■ C2H4↑. C2H4 accumulates in the room due to rapid

metabolism of the fruit and/or a malfunction in the process
introducing exogenous C2H4, such as a pipe rupture. To
simulate this, we modify eqn (1) to follow to follow PC2H4

∼
(300 ppm, 2000 ppm).

■ C2H4 off. The exogenous C2H4 source is incidentally
shut off, resulting in a deficit of C2H4 in the air.
However, some C2H4 is still naturally produced by the
fruit ripening, hence some ethylene is still present.60 To
simulate this, we modify eqn (1) to follow PC2H4

∼ (0
ppm, 10 ppm).

■ CO2 & C2H4↑. This anomalous scenario combines the
modifications in the CO2↑ and C2H4↑ scenarios.

■ H2O↓. The system that introduces exogenous humidity
fails, detrimentally causing the fruit to lose moisture.61 To
simulate this, we modify eqn (3) to follow PH2O ∼ (0.5
RH, 0.8 RH).

Box 2 Fruit ripening rooms

Climacteric fruit, such as tomatoes, avocados, apples, pears, and
bananas, can ripen after they are harvested and, during ripening,
increase their rate of respiration and produce ethylene gas.60 More,
ripening in climacteric fruit is triggered by exposure to exogenous
ethylene gas, which acts as a plant hormone.62–65

To allow for longer transport times, reduce the risk of damage during
packing and transport, and enable longer storage in warehouses, many
climacteric fruits are harvested before they begin to ripen. E.g.,
tomatoes, bananas, and pears are typically harvested when they are
mature but unripened—when they are hard and green.66

Fruit ripening is inhibited during transport and storage by
preventing67,68 (a) exposure to biologically active concentrations of
ethylene via e.g. ventilation or ethylene capture by adsorbents or (b)
perception of the ethylene by the fruit via maintaining low
temperatures and/or introducing gaseous, competitive inhibitors, such
as 1-methyl cyclopropene,69 into the storage atmosphere.

To promote ripening before sale, the unripe fruit is placed in an
ethylene ripening room for 2–3 days, wherein the air is typically
controlled by:

Inputting ethylene (C2H4) gas to maintain a concentration of

100–150 ppm (though, ethylene exposure schedule varies by fruit) in
order to induce ripening. The source of ethylene is typically a
compressed gas cylinder or a catalytic converter that produces
ethylene from ethanol on-site.67 Note, excess ethylene levels could
promote spoilage and damage the fruit.70

Inputting water (H2O) vapor to maintain relative humidity

85–95%, preventing the fruit from losing moisture.67

Ventilating the room with outdoor air to prevent, owing to

respiration of the fruit during ripening,60,67 (i) accumulation of carbon

dioxide (CO2) to >10 000 ppm, which (a) inhibits fruit ripening and (b)

poses a human health hazard, and (ii) depletion of oxygen (O2) to

<10%, as O2 is required for ripening.

Maintaining a temperature of 15–25 °C.

Research is devoted to developing ethylene sensors for fruit storage
and ripening.59,71–76
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2.3 Adsorption model governing the response of the sensor
array

Here, we construct a model to predict the [equilibrium]
response of the [QCM–ZIF-8, QCM–ZIF-71] sensor array to
[small] concentrations of C2H4, CO2, and H2O in the gas
phase near room temperature. Fundamentally, the model is
a mixed-gas adsorption model in the ZIF sensing elements.
We will exploit this surrogate model to simulate laboratory
experiments whereby we would expose the sensor array to
a known gas composition and observe its response. i.e., we
will use the model to generate synthetic training and test
data for our anomaly detector (note, in practice, such an
adsorption model is not needed/used for developing an
anomaly detector, as bona fide gas exposure experiments
are used to generate the training and test data).

We assume Henry's law governs the [additive] mass of
each gas species adsorbed in each ZIF at room temperature
and thermodynamic equilibrium. Henry's law maps (a) a gas
composition vector p ∈ 3 [bar], stacking the partial
pressures of C2H4, CO2, and H2O in the gas phase, to (b) the
[equilibrium] sensor array response vector m ∈ 2 [g gas/g
ZIF] stacking the total mass of gas adsorbed in the ZIF-8 and
ZIF-71 sensing films:

m = Hp + εσm, (4)

where H ∈ 2×3 [g gas/(g ZIF·bar)] is a matrix containing the
Henry coefficients of the gases in the ZIFs. The additive,
independent white noise vector εσm ∈ 2 models
measurement noise originating from QCM transducer,
sampled from a zero-mean Gaussian with standard deviation
σm. We write eqn (4) in expanded form:

mZIF‐8

mZIF‐71

� �
¼ HZIF‐8;C2H4 HZIF‐8;CO2 HZIF‐8;H2O

HZIF‐71;C2H4 HZIF‐71;CO2 HZIF‐71;H2O

� � pC2H4

pCO2

pH2O

2
64

3
75

þ εZIF‐8

εZIF‐71

� �
;

(5)

illustrating that Henry's law models the adsorbed mass
constituted by each species as scaling linearly with the partial
pressure of that species in the gas phase—a good
approximation only at dilute conditions (i.e., for small |p|).

Remark on oxygen and nitrogen adsorption. Although N2

and O2 are present in air at greater partial pressures than
C2H4, CO2, and H2O, we assume the mass of adsorbed N2

and O2 (typically, weakly adsorbing species) in the ZIFs is
negligible in comparison to the mass of adsorbed C2H4,
CO2, and H2O.

Identifying the Henry coefficients. We identify each Henry
coefficient HZIF,gas using experimentally-measured, pure-

Fig. 2 Gas compositions we expect to encounter in a fruit ripening room. The probability distributions of the C2H4, CO2, and H2O concentrations
(columns) in the air of a fruit ripening room under normal and various anomalous conditions (rows). RH = relative humidity. σH2O = 0.01 RH.
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component adsorption isotherms of C2H4,
53,77 CO2,

78,79 and
H2O

80,81 in ZIF-8 and ZIF-71 near room temperature, shown
in Fig. 3a and b. The Henry coefficient is the initial slope of
the pure-component adsorption isotherm. We determined
the slope by a linear regression routine, with the intercept
constrained at zero, fitting only to the two lowest-pressure
data points in each adsorption isotherm (solid points in
Fig. 3a and b). The identified Henry coefficients are
presented in Fig. 3b. The resulting Henry's law is depicted by
the lines in Fig. 3a and b.

Fig. 3d shows that ZIF-8 and ZIF-71 exhibit different dilute
binary adsorptive selectivities for C2H4, CO2, and H2O near
room temperature (ratio of Henry coefficients). This suggests
ZIF-8 and ZIF-71 are diverse materials for a sensor array
aiming to discriminate among different compositions p in a
fruit ripening room. Note, both ZIFs are most selective
towards water; ZIF-71 is more selective for C2H4 over CO2

than ZIF-8.

Non-injectivity of the sensor array in the gaseous
environment. The linear transformation in eqn (5), m = Hp,
is non-injective, meaning multiple gas compositions map to
an identical sensor array response vector. Consequently, we
cannot uniquely determine the ternary gas composition
from the response of the two-sensor array.35 Specifically, the
null space of H lies in the direction p* = [−0.13, 0.99, −0.03]
bar. So, Hp = H(p + αp*) for α ∈ . While this non-
injectivity could be resolved by adding an additional sensor,
we elected to consider non-injectivity as a source of
undetected anomalies.

Validity of Henry's law. Over the gas compositions
supported by the probability distributions in Fig. 2, Henry's
law serves as a rough approximation of the amount of gas
that would be adsorbed in our ZIF sensing elements. While
the low C2H4 and CO2 concentrations clearly lie in the Henry
regime for ZIF-8 and ZIF-71, (i) 90% relative humidity is
beyond the linear regime of water adsorption in ZIF-71 (see

Fig. 3 Modeling gas adsorption in the ZIF sensing elements. We use Henry's law as the equilibrium gas adsorption model governing the response
of the [QCM–ZIF-8, QCM–ZIF-71] sensor array to small concentrations of C2H4, CO2, and H2O in the gas phase near room temperature. (a and b)
Experimentally measured, equilibrium, pure-component gas adsorption isotherms (points) of C2H4

53,77 (293 K), CO2 (303 K, 298 K),78,79 and
H2O

80,81 (298 K, 308 K) in (a) ZIF-8 and (b) ZIF-71. Solid/hollow points: used/not used for identifying the Henry coefficient. The Henry model for
adsorption of each gas in ZIF-8 and ZIF-71 (valid only at small partial pressures) is shown with lines. (c) A comparison of the identified Henry
coefficients of each gas in each ZIF. (d) The approximate binary, dilute adsorptive selectivity of each ZIF near 298 K. Horizontal dashed line marks a
selectivity of one.
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Fig. 3b) and (ii) strongly-adsorbing water could saturate and
out-compete C2H4 and CO2 for adsorption sites, negating the
dilute assumption in Henry's law.

Dynamics of the sensor response. In addition to the
equilibrium response of the sensor, the transport
dynamics could convey information about the gas
composition as well.82 The response time of a QCM–ZIF
sensor arises from the time it takes gas to enter and
diffuse deep into the ZIF thin film.83 Here, we wait for
the equilibrium response.

2.4 Training the SVDD anomaly detector

Our objective is to train a support vector data description

(SVDD) anomaly detector that takes, as input, the response
vector m of the sensor array in Fig. 1 and outputs a label,
“normal” or “anomalous”, on the gas composition in the
fruit ripening room.

2.4.1 Gathering the training data. We collect synthetic
training data for the anomaly detector by observing the
simulated response of the gas sensor array in the fruit
ripening room under normal conditions. Precisely, we sample
CO2, C2H4, and H2O partial pressures p from the probability
distribution in Fig. 2 under normal conditions, then use the
adsorption model in eqn (4) to sample an associated
response vector of the sensor array m. Thereby, 100 (mi,
normal) pairs constitute our training data—each pair
representing a snapshot of the equilibrium response of the
sensor array in the ripening room during normal operating
conditions.

An instance of a training data set for σm = 10−5 g gas/g ZIF
and σH2O = 0.01 RH is shown in Fig. 4, as sensor array
response vectors scattered in response space. Note the

responses of the two QCM–ZIF sensors are strongly
correlated, largely owing to their high selectivity to water.

2.4.2 Training the SVDD. Given the “normal” training
examples, we next train and tune the hyperparameters for an
SVDD anomaly detector. Box 3 explains the SVDD and the
procedure to train it.

The decision boundary of the trained and
hyperparameter-tuned SVDD in sensor array response space
is shown as the closed, black curve in Fig. 4—on top of the
instance of data used to train it. Response vectors falling
inside the boundary are classified by the SVDD as normal;
those falling outside are classified as anomalous. Of the 100
normal data used to train the SVDD, four are located outside
the boundary and thus misclassified as anomalies.

2.5 Testing the electronic nose for detecting anomalies

We now wish to evaluate the performance of our

hypothetical electronic nose—the sensor array in Fig. 1
paired with the trained anomaly detector whose decision
boundary is displayed in Fig. 4—to assess its performance for
detecting anomalous gas compositions in the ripening room
and avoiding false alarms.

2.5.1 Collecting test data. For the testing phase, we
generate a synthetic data set of sensor response vectors under
both normal and anomalous conditions. The test data set
constitutes 150 (mi, ℓi) pairs (100 normal, 10× each
anomalous condition‡), where mi is the response vector of
the sensor array to a gas composition under a condition ℓi ∈
{normal, CO2↑, C2H4↑, C2H4 off, CO2 & C2H4↑, H2O↓} in the
fruit ripening room. Each data point represents a snapshot of
the equilibrium response of the sensor array inside the room
at one point in time during testing. Again, we sample a gas
composition from the probability distribution in Fig. 2
according to the label, then invoke the adsorption model in
eqn (4) to sample the associated response vector of the
sensor array with sensor noise standard deviation σm = 10−5 g
gas/g ZIF and relative humidity standard deviation σH2O =
0.01 [RH].

Fig. 5a shows a realization of a test data set, as sensor
response vectors scattered in sensor response space and
colored according to the true condition in the fruit ripening
room (normal or various anomalies) that produced the
response. Compare the test response vectors with the SVDD
decision boundary in Fig. 5a. Many responses to anomalous
conditions lie outside of the SVDD decision boundary, thus
are correctly recalled as anomalies. But, some responses to
anomalous conditions (particularly, responses to C2H4 off
anomalies) lie inside the decision boundary and go
undetected. Further, we observe some false alarms—

Fig. 4 Training an SVDD anomaly detector. A synthetic data set {(mi,
normal)} of sensor array response vectors collected under normal
conditions in the ripening room and the decision boundary of the
SVDD trained on it (optimal ν = 0.012, γ = 0.540).

‡ We elect to use only ten test cases for each anomaly to (i) reflect the, in reality,
typically-high cost of collecting anomalous data and (ii) give un-crowded
visualizations of our sensor response vectors for our illustration/demonstration
herein; in reality, the number of anomalous conditions to test must strike a
trade-off between cost and confidence in the performance statistics.
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Box 3 The support vector data description (SVDD)

The support vector data description (SVDD)26 is a versatile anomaly detection algorithm. During training, the SVDD employs an optimization algorithm to
draw the smallest sphere in a mapped feature space that contains most of the normal response vectors within it. The intention is to tightly circumscribe the
bulk of the support of the underlying distribution that generated the normal sensor response vectors. During inference, given a new response vector of the
sensor array to an unknown gas composition, the SVDD anomaly detector acts as a binary classifier for which the sphere serves as a decision boundary: if
the new response, when mapped to the feature space, falls within the sphere, it is labeled as “normal” (negative); if it falls outside the sphere, it is labeled as
“anomalous” (positive). The SVDD is a sparse kernel method; thus, (i) via a menu of kernel functions, we can create flexibly-shaped decision boundaries, not
just spheres, in the original response space and (ii) it is memory- and computation-efficient.

The feature map and associated kernel function. First, we employ kernel functions to implicitly map our original response vectors into a high-dimensional
space, wherein the SVDD operates, enabling us to draw complicated decision boundaries in the original response space with a simple sphere in the
mapped feature space.26

Let ϕγ: 2 →  be the feature map that maps a sensor array response vector m to a new vector ϕγ(m) in the feature space  (a Hilbert space, to include an
infinite-dimensional vector space). The hyperparameter γ denotes a hyperparameter of this mapping.

A kernel function kγ: 2 × 2 →  is a symmetric, positive semi-definite function that takes two sensor array response vectors as input and returns a scalar
equal to the dot product of these vectors after mapped to the feature space:

kγ(m, m′) = ϕγ(m) · ϕγ(m′). (6)

Known as the “kernel trick”, explicitly evaluating kγ(m, m′) implicitly (i) maps the two sensor response vectors to the Hilbert space  via the feature map ϕγ,
then (ii) takes the dot product of these two vectors in this Hilbert space. Loosely, we may interpret the kernel as a similarity metric between two response
vectors.

For our problem, we employ the radial basis function (RBF) kernel:84

kγ(m, m′) := e−‖m−m′‖2/(2γ2) (7)

where γ is a length-scale and corresponds with the feature map

ϕγ mð Þ ¼ e− mk k2= 2γ2ð Þ 1ffiffiffiffiffiffiffiffiffiffiffiffi
k1!k2!

p 1
γ j
mk1

ZIF‐8m
k2
ZIF‐71

� �
j¼0;…;∞;k1þk2¼j;k1;k2≥0

(8)

that brings the sensor response vectors into an infinite dimensional Hilbert space (impossible to do explicitly).

The decision boundary. Ultimately, the decision boundary of an SVDD is a sphere in the mapped feature space  with radius R ∈ ≥0 and center c ∈ .
Suppose we observe a new sensor array response vector m ∈ 2, and we wish to know if the gas composition that produced it belongs to the normal or
anomalous category. The SVDD labels the gas as anomalous if it falls outside the sphere, and normal if inside. I.e., the anomaly detection rule is an
indicator function I(·):

I ϕγ mð Þ − c		 		 > R
� �

:¼ 1 anomalyð Þ; ϕγ mð Þ − c		 		 > R

0 normalð Þ; ϕγ mð Þ − c		 		 � R
:

(
(9)

Training. Training the SVDD constitutes finding the center c and radius R of the sphere from the n training data {(mi, normal)}ni=1 e.g. in Fig. 4. To do so,
we pose and solve the optimization problem:

min
R∈≥0

ξ∈n

c∈

R2 þ 1
νn

Xn
i¼1

ξ i

 !
(10)

s.t. ‖ϕγ(mi) − c‖2 ≤ R2 + ξi for i ∈ {1, …, n} (11)

ξi ≥ 0 for i ∈ {1, …, n} (12)

The objective in eqn (10) is to minimize, by tuning c, R, and slack variables in ξ, the squared radius of the sphere R2 plus the mean of the slack variables
weighted by hyperparameter ν−1 > 0. The former term seeks a minimum-size sphere; the latter term penalizes constraint violations. Each response vector
mi is associated with a non-negative (imposed by constraint in eqn (12)) slack variable ξi ≥ 0. eqn (11) expresses a soft constraint that each response vector
mi falls inside the hypersphere; a nonzero slack variable ξi > 0 allows mi to fall outside the hypersphere, but this is penalized by the second term in the
objective function. The hyperparameter ν controls how much to penalize such nonzero slack variables. In words, the optimization problem is to find the
smallest sphere that contains most of the response vectors.

If ϕγ maps vectors into an infinite-dimensional space, the optimization problem 10–12 is computationally infeasible. Consequentially, we (well, scikit-
learn85) computationally solve the dual optimization problem, formulated by using the method of Lagrange multipliers and setting partial derivatives with
respect to R, c, and ξ to zero. The dual is an optimization problem over the n Lagrange multipliers α involving only the dot product ϕγ(m)·ϕγ(m′) between
mapped feature vectors, which we replace with the kernel kγ(m, m′) that we can compute:

(11)

(12)

(7)

(6)
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responses to normal conditions falling [slightly] outside the
SVDD decision boundary.

2.5.2 Evaluation of the SVDD. We evaluate the
performance of the SVDD based on its ability to correctly
classify new (i.e., test, not seen during training) sensor
response vectors as due to normal or anomalous gas
compositions. Specifically, we input to our trained SVDD
each sensor array response vector mi from the test set,
which classifies each as “normal” or “anomalous”. Then,
we compare these predictions by the SVDD to the true,
known, held-out category of gas—“normal” or
“anomalous”—that produced each response vector. We
summarize the performance of the SVDD on the test set
by the confusion matrix in Fig. 5b and performance
metrics of precision, recall, and F1 score, computed to be
0.84, 0.76, and 0.80, respectively, from the formulas in
sec. 4.1.3. False alarms harm precision, while false
negatives harm recall; the F1 score is the harmonic mean
of precision and recall. Note, the number of false alarms,
false negatives, and true anomalies can be inferred from
the confusion matrix in Fig. 5b.

The SVDD appears to be good at detecting some
categories of anomalies and poor at detecting others. For
example, the SVDD correctly labels all all responses to CO2

build-up (CO2↑) as anomalous; all fall outside of the

decision boundary. On the other hand, the SVDD detects
none of the anomalies where the C2H4 supply is shut off
(C2H4 off); all fall inside the decision boundary, with the
majority of the normal responses. Noteworthy is the
humidity anomaly. The high water Henry coefficient in the
ZIFs makes the QCM–ZIF sensors sensitive to humidity.
Consequently, the responses to water anomalies are far
outside the decision boundary and thus easy to detect (see
inset in Fig. 5a).

2.6 Factors that deteriorate performance of the anomaly
detection

We hypothesize that we can attribute errors and the failure to
detect some classes of anomalies in our case study to three
principal factors:

■ The limited-size training data set, as, generally,
machine learning models tend to improve with more
experience.

■ The level of measurement noise, emanating from the
transducer device, dictated by σm, that contaminates the
sensor array response vectors. Measurement noise can “push”
the true sensor response, on the correct side of the decision
boundary, across the boundary, causing it to be mis-
classified.

min
α∈n

Xn
i¼1

αikγ mi;mið Þ −
Xn
i¼1

Xn
j¼1

αiαjkγ mi;mj

 �

(13)

s:t:0 � αi � 1
νn

for i∈ 1; … ;nf g (14)

Xn
i¼1

αi ¼ 1: (15)

Given the optimizer α* for the dual problem, the resulting sphere (and decision rule) can be expressed in terms of only the support vectors—those training
response vectors with αi > 0. The support vectors lie either on the sphere (0 < αi < C) or outside of it (αi = C). The decision rule in eqn (9) in terms of α*
and the kernel of the test response vector m with the support vectors is:

I kγ m;mð Þ − 2
Xn
i¼1

α*i kγ m;mið Þ > kγ mk ;mkð Þ − 2
Xn
i¼1

α*i kγ mk ;mið Þ
 !

; (16)

where mk is any support vector that lies on the sphere.

Hyperparameters. Our SVDD has two hyperparameters: ν and γ. The hyperparameter ν in the objective controls the penalty for slack granted to the
constraints and makes a trade-off between the minimization of the radius of the hypersphere and the number of training errors ([normal] training vectors
outside the hypersphere) allowed.26 A larger ν will allow more training errors and give a smaller hypersphere. A smaller ν forces more of the training vectors
to lie inside the hypersphere but results in a larger hypersphere. The hyperparameter γ belongs to the kernel function. For the RBF kernel in eqn (7), γ is a
length-scale. A large γ yields an optimal hypersphere in kernel space that translates to a smooth decision boundary in original sensor response space while
a small γ produces a more wiggly decision boundary. A larger γ and larger ν may help prevent overfitting to the training data. See Fig. S2.†

Making predictions with the SVDD. Given a new sensor array response vector m, a trained and hyperparameter-tuned SVDD uses the decision rule in eqn
(16) to categorically label it as an anomalous or normal response. While we do not use it here, the continuous anomaly score ‖ϕγ(m) − c‖2 − R2 loosely
quantifies uncertainty (e.g., if large and positive, the observed vector m is far outside the hypersphere and thus highly likely to be anomalous). Application
of a non-zero threshold to this anomaly score adjusts the classification rule to balance false positives and false negatives.

For more details on the SVDD, see ref. 26 and 86.

Box 3
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■ The non-injectivity of the sensor array operating in this
gaseous environment. Fundamentally, it is impossible to
distinguish between certain sets of ternary gas compositions
from the response of a two-sensor array. Treating C2H6 and
CO2 as the chief analytes and focusing on the non-humidity
anomalies, we measure the effect of non-injectivity through
the variance in the background humidity concentration, σH2O,
which interferes with the response to changes in C2H6 and
CO2 we wish to detect.

We investigate each of these factors next. Here, we omit
the humidity anomalies and focus on anomalies with respect
to C2H4 and CO2 because (i) humidity anomalies are easy for
the SVDD to reliably detect owing to the sensitivity of the
QCM–ZIF sensors to water and (ii) we wish to view humidity
as a “background” interferent that varies in concentration as
in many gas sensing tasks.

Given the small size of our synthetic data sets, the
performance of the anomaly detector will vary from sample-
to-sample. To address this, we generate 100 synthetic data
sets and report median performance.

2.6.1 Anomaly detector performance over different-sized
training data sets. We first examine the impact of the size of

the training data set on the performance of the SVDD. We
generated different-sized training data sets—100 instances of

Fig. 5 Testing the SVDD anomaly detector. (a) To judge the performance of the SVDD, the test data {(mi, ℓi)} are shown, along with the decision
boundary of the trained SVDD (closed, black curve). The inset zooms out. (b) The confusion matrix benchmarks the performance of the trained SVDD for
discriminating normal from anomalous conditions, based on the test data. Green squares represent correctly predictions, red squares mis-classifications.

Fig. 6 The learning curve. The average test-set F1 score of SVDDs
trained using different-sized training data sets. The error bars show
standard error. The variance in the mean F1-score comes from (i)
measurement noise added to the response of the sensors and (ii)
variance in the gas compositions drawn from the probability
distributions in Fig. 2.
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10, 20, 50, 100, 150, 200, 300, 500 (mi, normal) pairs (still,
σH2O = 0.01 [RH] and σm = 10−5 [g gas/g ZIF]). For each
training set, we train an SVDD, optimize its hyperparameters
ν and γ, and evaluate it on a generated test data set of 100
sensor response vectors to normal conditions and ten to each
anomalous condition. Fig. 6 shows the mean and standard
error of the F1 score on the test set under different training
set sizes. Increasing the size of the training data set improves
the performance of the SVDD, with diminishing returns past
a size of ∼200.

2.6.2 Anomaly detector performance over different levels
of background humidity variance and device measurement
noise. Next, we assess the performance of the SVDD under

varying levels of measurement noise and background
humidity. We elect to explore a log–log scale of σm and σH2O

values that qualitatively showcase a range of settings, from
where the sensor array paired with an SVDD achieves
excellent performance, to when performance breaks down.
Specifically, we wish to highlight limitations of anomaly
detection via gas sensor arrays when (a) measurement noise
is large and/or (b) variance in the concentration of a
background interferent like humidity is large. For each
pairing of the standard deviation of (a) measurement noise
contaminating the sensor response σm and (b) background
concentrations of humidity σH2O, we 100 times (i) generated a
training set {(mi, normal)}100i=1 , (ii) trained and

Fig. 7 SVDD performance over different levels of humidity variance σH2O and measurement noise σm. The heat map shows the average F1-score
performance metric on test data over 100 instances of SVDDs trained and tested on different realizations of synthetic data. The 3 × 3 grid below
displays a typical (giving median F1 score) instance of the SVDD decision boundary, test data set, and confusion matrix under a particular pairing of
measurement noise and humidity variance. For perspective, the dashed bounding box depicts the same region in all nine plots.
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hyperparameter-tuned an SVDD with this data, then (iii)
evaluated the performance of the SVDD on generated test
data. The heatmap in Fig. 7 shows the average F1 score for
anomaly detection on the test data. The performance of the
SVDD deteriorates as the variance of the measurement noise
and/or background humidity increase. The reasons are: (i)
noise can push response vectors, that would otherwise be
correctly classified, across the decision boundary onto the
wrong side and (ii) variance in the background humidity
levels contribute changes in the sensor response vectors that
can (a) be mis-attributed to changes in C2H4 and CO2

concentrations, causing false positives, or (b) mask (counter-
act) changes due to C2H4 and CO2 concentrations, causing
false negatives.

For nine parings of variances in the measurement noise
and humidity, Fig. 7 also shows a typical instance (the one
giving the median F1 score among the 100 instances) of the
SVDD decision boundary, test data, and confusion matrix.
The pseudo-elliptical regions over which the sensor response
vectors are scattered (i) elongate as σH2O increases, as water
adsorbs strongly and variance in its concentration tends to
dominate the variance in the responses, and (ii) spread
isotropically as σm increases. At the largest values of σH2O and
σm, many responses to normal conditions fall outside of the
decision boundary (false positives), and many responses to
anomalous conditions fall inside of the decision boundary
(false negatives).

Dangers of distribution shift. Fig. 7 also highlights the
dangers of distribution shift:87,88 if an SVDD is trained and
evaluated in a fruit ripening room, then deployed for
inference in a different fruit ripening room that
experiences, say, a larger variance in the humidity σ2H2O, the

performance of the SVDD will diminish. The SVDD may
need to be retrained when transferring it to new
environments.

2.6.3 Choice of anomaly detection algorithm. Finally, we
benchmark the performance of the SVDD against a simpler
anomaly detection algorithm, the elliptic envelope (EE). The
EE assumes: (1) the underlying distribution of the normal
response vectors is Gaussian, with an unknown mean vector
m̄ and covariance matrix

P
and (2) the [unlabeled] training

data are mostly normal response vectors but perhaps
contaminated with some anomalous vectors. From the
training data, EE estimates m̄ and

P
in a way that is robust

to the presence of anomalous vectors contaminating the
training data.89 During the inference phase, the trained EE
classifies a new sensor response vector m as anomalous if its
Mahalanobis distance from the distribution of normal
response vectors

(17)

exceeds a threshold and normal otherwise. Geometrically,
then, the EE (1) during training, finds the smallest ellipse
containing most of the training data then (2) during

inference, declares new sensor response vectors as anomalous
if they fall outside the ellipse and normal if they fall inside.

We use the EE implementation EllipticEnvelope in scikit-
learn85 and tune the contamination hyperparameter using
the same procedure we use to tune γ and ν for our SVDD (see
Section 4.1.2).

We find that the EE outperforms the SVDD in both
computational cost and F1-score for anomaly detection on
test data (average [over σH2O and σm values and runs] F1-score
improvement of 0.04; see Fig. S3†). This result is unsurprising
because our normal sensor response vectors closely resemble
a Gaussian distribution, owing to the underlying Gaussian
and uniform distributions of gas compositions and linear gas
adsorption model. In practice, the Gaussian assumption
limits the practical application of EE for anomaly detection
in favor of the more flexible SVDD that is capable of drawing
non-elliptical decision boundaries that may even enclose
disjoint regions.

3 Discussion and conclusions

By example, we laid out a methodology to computationally
predict the performance of an electronic nose for anomaly
detection. The example constituted (i, hardware) a two-sensor
array using nanoporous materials ZIF-8 and ZIF-71 as
gravimetric recognition elements paired with a (ii, software)
the SVDD algorithm for detecting anomalous concentrations
of C2H4 and CO2 in a fruit ripening room with varying
humidity. Our methodology is: (1) specify the probability
distribution of normal and anomalous gas compositions, (2)
construct a model governing the response of each sensing
element to any of these gas compositions, (3) use the model
to generate synthetic training and testing data sets, (4) train
an anomaly detector and evaluate its ability to detect
anomalies in the test data set. Looping over proposed sensor
array designs and anomaly detection algorithms, we may
cheaply apply this methodology to rank electronic nose
designs—especially if the response model of the sensing
elements comes from molecular simulation.33,36,40

We found trends likely to generalize to other sensing
tasks: (i) some categories of anomalies are better detected
than others, and (ii) the performance of the anomaly detector
diminishes when (a) the size of the training data set
decreases, (b) the precision of the transducer decreases, and
(c) the variance of concentrations of interfering gas species
(e.g., humidity) increases.

For didactic purposes, we considered a two-sensor array—
particularly, to visualize the scatter of the response vectors and
the decision boundary of the anomaly detector on the page.
Instead of using a [fancy] SVDD, we could have manually
constructed a good anomaly detector by hand-drawing a tight
decision boundary containing most of the normal response
vectors in Fig. 4—a luxury of a 2D response space. However,
drawing a manual decision boundary is infeasible for a sensor
array with >3 sensors. By contrast, the SVDD is capable of
drawing a good decision boundary in such a higher-dimensional
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response space. Generally, we expect our methodology to be
useful and necessary for computationally screening size-n > 3
combinations of sensing elements for anomaly detection of
complex gas mixtures containing many species.

Weaknesses of our methodology for computational
prediction of sensor array performance for anomaly
detection are that it relies on (i) an accurate model
governing the response of the sensor array to any gas
composition, which generally is difficult to obtain without
manufacturing the array and conducting gas exposure
experiments, and (ii) explicit stipulation of the anomalous
gas compositions expected to be encountered, despite that
anomalies are typically difficult to conceive of and ill-
defined.

Note, an anomaly detector can also detect drift and
malfunctions in gas sensors constituting an electronic nose.90,91

Future work to extend our exploratory study includes: (i)
search for optimal combinations of sensing elements
constituting a sensor array for anomaly detection, (ii) account
for variance in temperature, which can affect the response of
the sensor, and (iii) test the SVDD for anomaly detection using
data from a bona fide sensor array in a real environment.

4 Methods
4.1 Training and evaluating the anomaly detector

4.1.1 Software. We use the implementation of the SVDD in
scikit-learn,85 through the OneClassSVM function.

4.1.2 Hyperparameter tuning. We now discuss how we
determine the optimal settings for the SVDD
hyperparameters ν and γ. A challenge is that we assume we
only possess sensor response vectors to normal conditions.
Consequently, we cannot directly evaluate the ability of
SVDDs trained with different hyperparameters to detect
anomalies within a cross-validation routine.

Following ref. 92, we define an objective function ∧(ν, γ)
that expresses the quality of the hyperparameters ν and γ

using only normal response vectors. This objective function
expresses two qualities we wish the SVDD to have:

1. A decision boundary in response space that
encapsulates a small region, hugging our training data as
tightly as possible, to avoid anomalies going undetected.

2. A small number of support vectors, some of which are
mis-classifications as they fall outside of the SVDD
hypersphere, to avoid false alarms.

These two wishes are competing; the first (second) seeks a
decision boundary that encapsulates a small (large) region.

To measure the region contained in the decision
boundary, we employ a Monte Carlo (MC) procedure, where
we (1) generate 5000 uniform-randomly distributed response
vectors within a sphere centered at the center of the training
data and with radius extending to the outermost training
vector then (2) count the fraction of these responses that fall
inside the decision boundary (and, hence, are classified as
normal). A smaller fraction indicates the area within the
decision boundary is small. Fig. S1† illustrates.

Our objective function ∧(ν, γ) is then:

∧ ν; γð Þ ¼ 1
2

# of support vectors
# normalð Þ training vectors

þ 1
2

#MC vectors inside the SVDD decision boundary
#MC vectors

:

(18)

We wish to find (νopt, γopt), the ν and γ pair that minimizes ∧(ν,
γ) over the training data. Each time we evaluate ∧(ν, γ), we must
train an SVDD with a given (ν, γ) and employ the MC procedure
to estimate the area inside the decision boundary. Thus, using a
simple minimization method such as grid search93 is
inefficient. Instead, we use Bayesian optimization (BO)94 to find
a near-optimal (ν, γ) using the fewest evaluations of ∧(ν, γ). BO
is a sequential search that builds a Gaussian process surrogate
model of the objective function at each iteration, then
automatically selects the next (ν, γ) at which to evaluate ∧(ν, γ)
based on the greatest expected improvement in the (negative)
objective function. The mean of the surrogate model is our
prediction for ∧(ν, γ), and its variance is a measure of the
uncertainty. BO uses the surrogate model and the expected
improvement acquisition function to balance exploration and
exploitation in its decision-making. Importantly, each time BO
queries ∧, the surrogate model is updated.

Fig. S1† shows the sequence of hyperparameter pairs (νi,
γi) queried by BO as the search for the optimal pair (νopt, γopt)
proceeds, colored by the evaluated objective ∧(νi, γi). As
designed, BO automatically concentrates its samples of (ν, γ)
in the region of hyperparameter space where the objective
∧(ν, γ) is the smallest.

4.1.3 Evaluation metrics. We define a true positive as a
sensor response vector to an anomalous gas composition that
is correctly labeled by the anomaly detector as anomalous. A
false positive, or false alarm, is a normal sensor response
vector that is incorrectly labeled by the anomaly detector as
anomalous. Precision, which diminishes as the false alarms
increase, is the fraction of sensor responses labeled as
anomalous that are truly due to anomalous gas compositions:

precision ¼ true positives
true positivesþ false positives

:

A false negative is a sensor response vector to an anomalous
gas composition that is incorrectly labeled by the anomaly
detector as normal. Recall, which diminishes as the undetected
anomalies decrease, is the fraction of sensor responses due to
anomalous conditions that are correctly labeled as anomalous:

recall ¼ true positives
true positivesþ false positives

:

The F1-score is the harmonic mean of precision and recall:

F1 score ¼ 2 ×
precision × recall
precisionþ recall

:

Notice the number of true negatives has no impact on the F1-
score; thus, the F1 score of performance focuses on the truly
anomalous response vectors.

(19)

(20)

(21)
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Data availability

All data and Julia code to reproduce our results is available
on Github, at https://github.com/SimonEnsemble/anomaly_
detection_gas_sensor_arrays.
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