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The identification of targets for candidate molecules is a pivotal stride in the drug development journey,
encompassing lead discovery, drug repurposing, and the scrutiny of potential off-target or side effects.
Consequently, enhancing the precision of target prediction has significant implications. Moreover,
current target prediction methods primarily rely on the principle of ligand-based chemical similarity,
lacking the capture of novel compound-target relationships based on ligand high-level characterization
similarity. Therefore, in this context, we introduce a pioneering algorithm known as the Fused Multiple
Biological Signatures (FMBS) strategy. This approach leverages a Bayesian framework to amalgamate 25
predictable biological space characterizations of molecules to predict novel targets through scaffold
hopping, thereby improving target prediction accuracy and providing a versatile tool for a wide range of
small-molecule target prediction. When juxtaposed with alternative target prediction methods, FMBS
showcases notable efficacy, outperforming traditional descriptors. Through an analysis of scaffold
hopping cases, we elucidate how FMBS attains heightened accuracy by assimilating comprehensive and
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Introduction

Identifying the targets of candidate molecules is a pivotal step
in drug development. It can help confirm targets for natural or
synthetic compounds with potential biological activities* to
prevent unexpected off-target effects due to incomplete mech-
anistic studies® and even uncover new knowledge for existing
drugs.* However, traditional experimental methods for target
identification are limited by their resource-intensive and time-
consuming characteristics,” posing significant challenges to
the swift progression of drug discovery efforts.

To address these limitations, computational target predic-
tion methods have emerged as a valuable adjunct to experi-
mental techniques. They bridge the gaps in target identification
by simulating and forecasting potential interactions between
compounds and biological targets during the pre-clinical stages
of drug development. Among these methods, structure-based
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target prediction methods are limited by the need for protein
crystal structure data and high computational power, with
representative methods including reverse molecular docking®
and reverse pharmacophore matching.” In parallel, ligand-
based target prediction strategies have been developed.®
Among them, ligand search methods are favored for their
computational efficiency. The theoretical basis of this approach
is that small molecules with similar chemical structures or
physicochemical properties may interact with the same targets.
By comparing the chemical structures or physicochemical
properties of query molecules with those of known active target
molecules, we can predict other potential targets of the query
molecules.

Previous studies have typically conducted similarity searches
based on a single level, such as chemical structure or bioactivity
characterization. For example, methods, such as the SEA
(similarity ensemble approach) server are based on 2D struc-
tural similarity® and SwissTargetPrediction utilizes 2D and 3D
descriptors for compound profiling.' However, structure-based
prediction methods are limited in handling scaffold hopping.
These methods primarily focus on the intrinsic properties of
small molecules and do not account for their interactions with
other entities (such as cellular detection), and thus, they are
ineffective in driving target prediction guided by biological
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functions.'* Therefore, to predict novel small molecule-target
interactions beyond chemical similarity, some studies incor-
porate information on advanced biological features into their
similarity searches."”” For example, Campillos et al. inferred
shared targets between drugs based on side effect similarities of
746 marketed drugs. They validated 13 implicit drug-target
relationships through experiments and suggested phenotype
information to be a potential indicator for novel molecular
interactions.”® Subsequently, Iorio et al. constructed a “drug
network” of 1302 nodes (drugs) by computing the similarity of
the transcriptional responses containing 6100 genome-wide
expression profiles. They also verified an unexpected simi-
larity between cyclin-dependent kinase 2 inhibitors and topo-
isomerase inhibitors.™

However, relying solely on single-level information for target
prediction hinders the comprehensive understanding of
compound-target interactions." Therefore, an increasing number
of studies are incorporating a wider range of phenotype data,
which may be complementary to bridging the gap between
molecular properties and biological functions, thus providing
a more comprehensive understanding of the compound behavior
and facilitating the identification of the biological activities of
specific targets."*® Some studies utilize supervised (such as
CMLDR"®) and unsupervised machine learning (ML) methods
(such as MSSP proposed by Cao et al. based on collaborative
filtering recommendation systems® and RWHNDR proposed by
Luo et al.*') to link biological and chemical spaces to improve
target prediction. Additionally, researchers from Weill Cornell
Medical College combine the structural similarity of molecules
with four types of biological activity (including growth inhibition,
side effects, bioassays, and gene expression) using Bayesian
methods, demonstrating strong target prediction performance.*
These findings suggest that the accuracy of target prediction
improves with the emergence of new types of phenotype data.
However, these data types focus on several structural or pheno-
typic information levels that are widely applicable for target
prediction. Therefore, there is an urgent need to develop target
prediction methods that can capture multidimensional infor-
mation to identify the interaction between novel small molecules
and targets as comprehensively as possible.

Additionally, phenotypic data is obtained through costly
biological experiments that result in molecules with multiple
types of phenotype data typically representing only a small
fraction of chemical space.*®** Most phenotype-based methods
currently cannot predict targets for molecules without pheno-
typic data, while many types of phenotypic data are comple-
mentary.” Therefore, for many small molecules with
incomplete biological activity profiles, the effective utilization
of high-level biological information to enhance target predic-
tion is a missing link. It is noteworthy that a method utilizing
a Siamese neural network was proposed to predict high-level
biological signatures of molecules, which encompassed 25
biological facets covering the entirety of drug development,
thus enabling the acquisition of biological signatures for any
small molecules.”®

In this study, we propose an approach to address the limi-
tations discussed above: using a Bayesian method with strong
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interpretability and flexible framework, the similarities of 25
characterizations were combined to predict drug targets more
accurately. These 25 characterizations cover various dimensions
of the drug discovery process, including molecular targets and
biological networks to cellular responses and clinical applica-
tions. Subsequently, we validated the predictive performance of
this method, including leave-one-out cross-validation and
external dataset validation. Compared with other target
prediction methods, our model demonstrates equivalent or
even better predictive ability in top-k predictions. Finally,
through case studies of scaffold hopping, we confirmed that
biological signatures reveal drug-target relationships that are
difficult to discover solely at the chemical level.

Materials and methods
Data collection and curation

The original dataset of target prediction was downloaded from
the DrugBank (version 5.1.10) database. Proteins were first
grouped by protein type (target, enzyme, or transporter) and
then subcategorized based on their pharmacological activity. To
enhance the accuracy of target prediction, we specifically chose
targets marked as pharmacologically active. A series of prepa-
rations were applied: (1) targets associated with the human
species were retained. (2) Targets that are solely bound to
biotech drugs were removed. (3) For each target, small-molecule
drugs were retained and biotech drugs, e.g. monoclonal anti-
bodies, were removed. Finally, we obtained the resulting drug-
target network containing 688 targets, 1150 drugs, and 3199
associations (Additional file 17).

Twenty-five bioactivity descriptors as compound signatures

The 25 biological descriptors representing different biological
spaces are divided into five main aspects (molecule, target,
pathway, cell, or clinic), and each was further subdivided into
five sub-aspects as follows:

(A) At the molecular level, there are five fingerprints, A1-A5:
A1 provides 2D structural information of molecules, constructed
using a 2048 bit Morgan fingerprint with a bond radius of 2,
capturing atom types, bond lengths, and relative positions; A2
utilizes E3FP fingerprints, representing the binary hash of the
three best-conformational minima after energy minimization; A3
provides Murcko scaffold information; A4 employs MACCS
fingerprints, encoding 166 predefined substructures known to
effectively encode molecular structures; A5 offers physicochem-
ical parameters, such as molecular weight, log P, refractivity,
hydrogen bond donors and acceptors, and alert structures.

(B) The target-related information level comprises five
fingerprints, B1-B5: B1 provides information on the pharma-
cological mechanism of molecules; B2 offers metabolic gene
information; B3 provides protein structure information; B4
contains binding affinity information from the ChEMBL33 and
binding DB; and B5 includes high-throughput screening infor-
mation from the PubChem database.

(C) The biological network level includes five fingerprints,
C1-C5: C1 provides ontology terms associated with small
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molecules with recognized biological activity; C2 offers meta-
bolic pathway information, mainly focusing on endogenous
metabolites; C3 provides information on biological pathways
affected by molecular-target interactions; C4 represents bio-
logical process information from protein-annotated gene
ontology annotations; C5 includes representative protein-
protein interaction network information.

(D) The cellular level consists of five fingerprints, D1-D5: D1
provides transcription information of small molecules in
different cell lines; D2 contains GI50 data from 60 cancer cell
lines; D3 includes screening results of small molecules against
approximately 300 yeast mutants, reflecting chemical genetic
information; D4 contains data on changes in the cellular
morphology induced by small molecules; D5 encompasses cell-
based assay data, ie., primarily growth and proliferation
measurements, of small molecules reported in ChEMBL33.

(E) The clinical level includes five fingerprints, E1-E5: E1
includes ATC classification information of drugs; E2 contains
drug indication information; E3 provides information on
adverse effects of small-molecule drugs; E4 offers disease
phenotype information of small-molecule drugs; and E5
includes drug-drug interaction information.

The biological characteristics of 25 dimensions were pre-
dicted and completed through Siamese neural networks, which
can be applied to any molecule, with each dimension being 128-
dimensional. These descriptors were calculated using
signatures.”®

Integration of molecular signatures using the Bayesian
framework

Calculating similarity scores. Initially, we computed 25
characterizations for 1150 drugs. The drug pairs were then
generated by pairwise combinations of the 1150 drugs and
divided into two groups: pairs targeting at least one common
target (ST pairs) and pairs without any shared targets (non-ST
pairs). Subsequently, for each characterization, the similarity
scores between all drug pairs were calculated using the Pearson
correlation coefficient.

Calculating the total likelihood ratio. We defined a likeli-
hood ratio (LR)** as the ratio of the number of ST pairs to the
number of non-ST pairs at a given similarity score (s;):

Si
LR(s;) = L}T) 1)

For each biological characterization, the similarity scores
were grouped into 20 equally spaced intervals, and LR (s;) was
computed for each interval. Following this, the exponential
functions were independently fitted to the 25 biological levels
using Python's ‘predict’ and ‘exp’ functions, which were then
utilized to calculate the likelihood values for new pairs of
compounds. Ultimately, we chose the Bayesian framework to
integrate a variety of information on biological signatures,
owing to its high interpretability and the flexibility to accom-
modate new data types. Consequently, the total likelihood ratio
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(TLR) ** was determined as the product of the individual LRs. It
was directly proportional to the likelihood of two compounds
sharing a target within a given biological characterization:

TLRs,.s50 = [ [ Lisy (2)
n

Voting strategy for target prediction

Each query molecule formed compound pairs with all 1150
molecules in the library, and the TLR for each pair was calcu-
lated. Compounds with TLR exceeding a given threshold were
predicted to share the same target. Each predicted molecule
corresponded to one or multiple known targets, and these
targets were associated with their corresponding TLR. Subse-
quently, all known targets of these predicted molecules were
compiled to form the predicted target set of the query molecule.
Each target molecule in the target set had a corresponding final
TLR value. If a protein was targeted by multiple compounds, it
had multiple TLRs from different sources. The average TLR was
used as the final TLR for that target. Finally, a list of target
predictions was obtained by ranking the final TLR values of the
targets.

Performance evaluation

Our approach involved weighting the predicted target sets for
voting to ensure that the Bayesian integration framework
effectively distinguishes between the shared and non-shared
drug pairs. Therefore, to guarantee the accuracy of the target
prediction approach, we initially evaluated the performance of
the Bayesian fusion signature framework and then assessed the
effectiveness of the target voting strategy.

Performance evaluation of the Bayesian framework. The
ability of the Bayesian framework to separate shared drug pairs
from all pairs was assessed through a five-fold cross-validation
strategy. A total of 1150 drugs formed 660675 drug pairs,
comprising 11740 ST pairs and 648935 non-ST pairs. To main-
tain consistent ratios with the total set, the ST pairs and non-ST
pairs were divided into training and test sets using an 8 : 2 split.
Specifically, each fold of the training set consisted of 528540
drug pairs that were further divided into 9392 ST pairs and
519148 non-ST pairs. Each test set comprised 152135 drug
pairs, consisting of 2,348 ST pairs and 129787 non-ST pairs. The
probabilities obtained from the training dataset were utilized to
calculate the TLR for each drug pair in the test set. Finally, the
results from the five test folds were combined to construct an
ROC curve and determine the average AUC value.

Exploration for optimal TLR thresholds. Based on our voting
principle, the precision increased with the TLR. However, if the
TLR exceeded a certain threshold, the number of eligible drug
pairs decreased, leading to a reduction in the number of
proteins that were focused upon within the target set and,
consequently, a decline in target accuracy. We aimed to find the
TLR with the highest voting accuracy. Here, the accuracy of the
target prediction voting strategy was defined as the ratio of
correctly predicted compounds. A prediction was correct if the
compound's predicted targets matched its known targets.
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Accuracy was calculated by leave-one-out cross-validation under
each TLR, using the top 10 predictions to find the optimal TLR
(ESI Fig. 17).

Performance evaluation of the voting strategy. After obtain-
ing the optimal TLR threshold, we proceeded to evaluate the
target voting strategy. The leave-one-out cross-validation was
used on our dataset. Each drug was calculated through our
FMBS strategy to obtain the top-k (k = 1, 3, 5, 7, 10) predicted
targets, corresponding to the optimal TLR and calculate the
respective accuracies. For each individual characterization,
LR thresholds and voting accuracies were calculated in the
same way.
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Results and discussion

FMBS: a fused multiple biological signatures strategy for
predicting targets

We designed a strategy called fused multiple biological signa-
tures (FMBS) to predict compound targets. This strategy is
based on the Bayesian framework and utilizes multiple high-
level biological characterization resources. The underlying
concept of the method is that similar compounds share similar
targets, where the degree of similarity was determined here by
integrating 25 biological characterizations within a Bayesian
framework. Specifically, when given a set of compounds with

25 Similarity
Scores
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Fig. 1 Concept and workflow of the FMBS method. The figure illustrates the principal steps of integrating biological signatures and target
prediction voting in our approach. (A) Firstly, molecular queries are paired with 1150 molecules from the database to form compound pairs. (B)
Subsequently, the similarity of each pair is computed across 25 dimensions, where (B) depicts the biological significance of these 25 fingerprints.
(C) Following this, similarity scores are transformed into overall likelihood values based on prior probabilities using the Bayesian framework. (D)
Then, the drug pairs with overall likelihood values exceeding a given threshold are retained. (E) Finally, the corresponding target sets generated
from the qualifying drug pairs undergo voting to obtain the target prediction results.
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known targets, we computed pairwise similarity scores of
compounds for each level (total of 25 levels) and used the
proportion of pairs with at least one shared target (ST pairs),
among all pairs as the prior probability. The likelihood scores
were derived using the prior probability, enabling the inference
of the likelihood that new compound pairs are shared. Ulti-
mately, we calculated a total likelihood ratio, which was directly
proportional to the likelihood of compound pairs being shared
by integrating the distinct likelihood ratio across 25 dimensions
within the Bayesian framework. Subsequently, a voting strategy
was used to rank the sets of shared compound targets, thereby
enriching potential correct targets (Fig. 1).

Analysis of compound-target data and 25 bioactivity
signatures

We retrieved 3199 drug-target interactions (DTIs) for FMBS
from the DrugBank (version 5.1.10) database to estimate accu-
rate and high-quality compound-target relations. The extracted
interactions involved a total of 1150 drugs and 688 targets.
Among the 1150 drugs, the number of associated targets ranged
from 1 to 30, with a mean of 2.78. Among the 688 targets, the
number of associated drugs ranged from 1 to 51, with a mean of
4.65. The 1150 drugs generated a total of 660 675 drug pairs,
including 11 740 ST pairs and 648 935 non-ST pairs.

We employed newly proposed biological signatures for
compound representation. The biological signatures are cate-
gorized into five levels according to the increasing complexity of
the drug discovery pr. These levels span from the interaction
between a small molecule (A, chemistry) and its associated
protein receptors (B, targets) to the activated biological path-
ways (C, networks) and the resulting observable phenotypic
changes (D, cells), ultimately extending to the clinical levels (E,
clinics). Following this, each level (A-E) was further divided into
five sublevels (1-5), revealing finer characteristics of molecules
in the biological space (see the Materials and methods for
details of 25 biological signatures). It is noteworthy that since
these 25 characterizations can be predicted, they can be applied
to all molecules.

In order to explore the correlation among the 25 character-
izations, we initially computed the similarity scores of 660 675
drug pairs for each of the 25 levels, separately. Subsequently,
the Pearson correlation coefficient was utilized as a standard to
assess the correlation between the similarities across the 25
levels. The results (Fig. 2A) indicated that the overall correlation
among the 25 levels was relatively low. It is well-established that
descriptors with more similar information exhibit higher
correlation, and vice versa. Therefore, it is not difficult to
understand that the correlation between the A levels and the C
levels (mainly C3, C4, and C5) is relatively high, as they are
closely and directly related to structure and biological pathway
information, respectively. Additionally, the B4 level compiles
information on targets with explicit mechanisms, while the C3,
C4, and C5 levels assemble biological signals triggered by
compounds, which also reflect part of the mechanistic infor-
mation. Therefore, the relatively higher correlation between B4
and C3, C4, and C5 is reasonable. Even so, the correlation
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coefficients of most of the levels are below 0.5, and the simi-
larity of the highly correlated levels mentioned above does not
exceed 0.7 (Fig. 2B). Therefore, it can be considered that each
level provides new information related to compounds to varying
degrees, suggesting that integrating these complementary,
high-dimensional signatures can provide more comprehensive
information.

Then, the Kolmogorov-Smirnov test was conducted on simi-
larity scores of the ST pairs and non-ST pairs based on 25 levels to
evaluate the discriminative capability of the 25 characterizations.
The relevant D statistic served as the evaluation metric. In
Fig. 2C, it was observed that all characterizations could signifi-
cantly differentiate between the ST and non-ST pairs (P-value <
2 x 107 '°). As anticipated, the information conveyed by levels, B1
and B4, was the most relevant in separating ST pairs from all
pairs, thus exhibiting the highest discriminative ability among
all evaluated characterizations (D = 0.61). Following closely were
the C-related levels, especially level C4 (D = 0.57), which revolved
around biological processes in gene ontology annotations and
have previously been demonstrated to facilitate the discovery of
new drug-target relationships or mechanisms.”” Subsequently,
levels E1, E2, and E4 contain higher-level biological features
related to clinical information, with D values of approximately
0.56. This result supports the principle that drug targets are
directly linked to clinical phenotypes, such as indications and
side effects. Surprisingly, characterizations commonly used in
target prediction, such as structure similarity (A levels) and gene
expression profile similarity (D levels), did not achieve the ex-
pected discriminative effects, with corresponding D values
around 0.4 and 0.36, respectively. For structural similarity, the
phenomenon of activity cliffs in compounds is difficult to
address through structural similarity alone. Moreover, the bio-
logical activity of many compounds depends not only on their
structure but also on their dynamic behavior, metabolic
processes, and other factors. Additionally, the signatures at level
A were obtained through further dimensionality reduction of
chemical fingerprints, which may have resulted in some loss of
information. These factors could contribute to the low discrim-
inative power of structural similarity. Therefore, integrating
these high-level biological layers to complement each other and
capture more information about the interactions between drug
targets may improve the discriminative ability. For gene expres-
sion profile similarity, the complexity of gene expression profiles
within biological systems (with high noise levels and variability
among individuals) and the inherent redundancy of gene data
may contribute to achieving the expected discriminative effect.

Overall, through the above exploration, we found that each
characterization may describe different aspects of drugs and
possess potential for target prediction. Therefore, we opted to
keep all levels and proposed a hypothesis: combining these 25
characterizations can enhance target prediction ability.

FMBS increases the accuracy of distinguishing ST and non-ST
pairs

To confirm the hypothesis, we adopted a Bayesian framework to
integrate 25 biological characterizations and evaluated its
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Fig. 2 (A) Correlation heatmap of similarity scores among the 25 Levels. Pearson correlation coefficients were computed between all pairs of
drugs based on the 25 levels, resulting in a 25 x 25 correlation matrix for the similarity scores among the 25 levels. (B) Box plots of Pearson
correlation coefficients among 25 levels. (C) The distribution of similarity scores between the two sets: one comprising drug pairs associated with
shared targets (ST) and the other with no shared targets (non-ST pairs), was examined across 25 levels. P-values and D statistics, obtained
through the Kolmogorov—-Smirnov test, were utilized to evaluate disparities within these distributions.
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Fig. 3 (A) Area under the receiver-operating curve for 25 different individual biological levels and a combined total incorporating all 25 levels. (B)

The area under the receiver-operating curve for five main levels (A, B, C, D, E), where each was composed of five sub-levels. For example, A
includes Al, A2, A3, A4, and A5, and similar levels exist for B, C, D, and E.

performance in distinguishing ST pairs from all drug pairs
using 5-fold cross-validation. The total likelihood ratio (TLR) for
each testing drug pair with known targets was calculated by
multiplying its individual likelihood ratio (LR) at each level. As
depicted in Fig. 34, integrating all characterizations within the
framework resulted in superior performance compared to any
single characterization, achieving an average area under the
curve (AUC) of up to 0.92. Moreover, it is noteworthy that, for
each main level (A, B, C, D, E), the discriminative capability
surpassed that of the corresponding 5 sub-levels (see Fig. 3).
Additionally, the AUC for the discriminative capability of the
method, which integrated 25 characterizations, was moderately
higher than that of any individual main level. This suggests that
the discriminative capability increases with the incorporation of
additional dimensional information. Spontaneously, this
preliminary evidence supported our hypothesis that the inte-
gration of multiple types of information may improve target
prediction performance by enhancing accuracy in distinguish-
ing between ST and non-ST pairs.

We observed the ability of each level to distinguish between
the ST and non-ST pairs to further investigate their respective
contributions to the Bayesian prediction framework. The results
indicated that each level exhibited a discriminatory ability, with
the AUC ranging from 0.72 to 0.87, as illustrated in Fig. 3A. The
performance of each characterization was ranked from high to
low as follows (the top 8 characterizations): B4 > B1 > C3 > C5 >
C4 > E2 > E4 > C1. Meanwhile, Fig. 3B demonstrated that the
discriminatory ability that was achieved by integrating the
results of five different levels using the Bayesian framework was
highly consistent with the results of the K-S distribution test.
Therefore, both individual levels and the five main levels
demonstrated that the prediction accuracies of the B, C, and E
levels (B: 0.91; C: 0.90; E: 0.90), representing target, network,
and clinical information, were higher. In contrast, the
discriminatory abilities of the A and D levels (A: 0.79; D: 0.81),
representing chemical structure and cellular information, were

© 2024 The Author(s). Published by the Royal Society of Chemistry

relatively lower. This suggested to researchers that when
computational or data constraints prevented the simultaneous
use of information from all levels, priority could be given to
information closely related to the B, C, and E levels to ensure the
accuracy of target prediction.

Evaluation of the target prediction performance after
finishing target voting

To obtain the target prediction list, we conducted target voting
on the predicted ST drug pairs. The best prediction accuracy
was obtained after implementing the voting strategy using the
leave-one-out method under different TLRs (refer to “Materials
and methods”); the corresponding TLR of the best prediction
accuracy was utilized as the default threshold for subsequent
experiments, such as external validation set evaluation. As
anticipated, the voting results aligned with the outcomes of
distinguishing between shared and non-shared drug pairs,
indicating that as the number of integrated information levels
increased, the predictive capability for target identification
progressively improved (see ESI Fig. 2t1). The fusion of 25
information levels exhibited superior target prediction accuracy
compared to that of the five levels, which, in turn, surpassed
that of a single level. Meanwhile, Fig. 4A illustrates that the
target prediction accuracy significantly increased after inte-
grating 25 levels compared to individual levels. These findings
emphasized that each level may capture varying degrees of
information regarding new drug-target interactions. Interest-
ingly, when distinguishing between shared and non-shared
drug pairs, level ‘B’ demonstrated the highest performance.
However, the voting results suggested that information from
level ‘E’ contributed to more accurate final target predictions,
which approached the outcomes obtained from the fusion of all
levels. This implied that clinical information held greater rele-
vance for target prediction, which is consistent with the
understanding that targets are closely associated with clinical
aspects (Fig. 4B).
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The method generated 1150 TLRs between the drug pairs for
each compound to be predicted. Subsequently, a voting process
was employed to calculate the average likelihood value for each
protein, resulting in a ranked list of target predictions arranged
from highest to lowest likelihood values. Undoubtedly,
increasing the number of selected targets would also enhance
the accuracy. However, considering the actual experimental
costs, we calculated the accuracy for the top-k targets (k = 1-10)
and used them to assess the accuracy of the target predictions.
As anticipated, the integration of information from 25 levels led
to a substantial enhancement in target prediction accuracy,
with the actual target recall rate of our method gradually
increasing as k ranged from 1 to 10. Following fusion, the
prediction accuracy of the top 10, represented by a single
feature, rose from around 50% to over 70% (Fig. 4A). In
comparison to the accuracy of the top 1, which was represented
by a single feature and did not exceed 30%, the accuracy of the
top 1 represented by fusion was approximately 50%. This
implied that by employing our method for target prediction,
roughly half of the drugs could achieve accurate target predic-
tions at the top 1, which narrowed the scope of targets for
subsequent testing and decreased experimental expenses. Of
note, the target prediction accuracy exhibited a substantial
increase from the top 1 to the top 3, reaching up to 20%.
However, the growth rate slowed notably beyond the top 5-10.
Therefore, this suggested that in practical usage of the model,
opting for the top 5 struck a relative balance between cost and
accuracy.

In conclusion, this study validated our hypothesis that with
the increase in the variety of integrated characterization types,
the accuracy of target prediction also improved. Specifically,
augmenting conventional chemical structure models with
additional advanced characterization information significantly

14478 | Chem. Sci, 2024, 15, 14471-14484

enhanced the prediction of molecular-protein binding interac-
tions. Therefore, our target prediction method was highly
competitive.

Comparison with alternative approaches

To further validate the excellent target prediction capability of
FMBS, we compared it with other methods. Firstly, to ensure the
fairness and reliability of model evaluation, we randomly
selected 791 compounds from ChEMBL33 with Ki/IC50 values
less than 10 uM in 2022 and 2021 as an external validation set.
To avoid potential bias, these compounds did not appear in our
modeling dataset. After preprocessing, our external validation
dataset ultimately comprised 791 compounds and 181 proteins,
representing 934 compound-target interactions. The accuracy
defined in this study was then used to compare our FMBS with
other methods, and the comparative results are presented in
Table 1. Detailed information on validation data can be found
in Additional file 1.}

Table 1 Comparison results (%) with alternative target prediction
methods

Method Top1l Top3 Top5 Top7 Top 10

PPB2 DNN 15.78 30.05 36.36 40.03 44.57
NN(ECFP4) 19.82 37.75 47.22 51.14 54.92
NN(MQN)_NB(ECFP4) 15.03 31.57 38.89 43.94 49.12
NN(XFP) 11.24 24.62 30.43 35.48 39.39
NN(XFP)_NB(ECFP4) 16.16 34.72 41.67 46.47 51.01
NN_NB(ECFP4) 09.22  25.13 35.48 42.17 48.86
NB(ECFP4) 10.46 23.54 29.08 34.92 40.92
NN_MQN 10.48 20.08 23.11 26.52 30.81
SEA 20.57 34.41 42.56 46.44 50.97
FMBS 32.45 52.27 62.25 70.08 78.41

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 (A) The molecules from the test and validation sets were subjected to t-SNE (t-distributed stochastic neighbor embedding) for two-
dimensional projection. This projection displays 1941 molecules, each of which is characterized by 25 biological features. A cool-warm color
scale is employed to represent chemical diversity, with red indicating structural dissimilarity in the neighborhood (i.e., Tanimoto MFP similarity
between the molecule in question and their 5 nearest neighbors). In essence, this analysis aims to visually represent the structural similarity of
molecules through color and their distribution in the two-dimensional biological space of t-SNE. Some representative clusters are annotated
with enriched binding activities. (B) Example of a cluster enriched in glucocorticoid receptor inhibitors (NR3C1). Within this cluster, certain
representative molecules are highlighted, which are chemically related neighbors within this cluster. For instance, compounds 3-6 in the cluster
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The comparison results demonstrate that FMBS out-
performed other methods in terms of recall rate for top-k
predictions, including the popular PPB2 method NN(XFP)
_NB(ECFP4) (top 10 Recall: 51.01% vs. 78.41%). Additionally,
when compared with SEA, it was found that among 773 mole-
cules, 50.97% of the molecules had at least one known target
predicted within the top 10 predictions of SEA (with an addi-
tional 19 molecules not yielding prediction results). Among the
791 molecules, 78.41% of the molecules had at least one known
target predicted within the top 10 predictions of our method. Of
particular note is that our method correctly predicted 32.45% of
ligands for the top 1 prediction, whereas SEA achieved only
20.57%. Since SEA is acknowledged for its high target predic-
tion recall rate,* it is particularly encouraging that our method
surpasses SEA in the recall rate. Overall, these remarkable
results highlight the effectiveness of our method as a robust
tool to predict potential targets that may strongly interact with
compounds. As previously mentioned, we attributed the
performance of FMBS to inferring relationships between new
drug targets using novel types of information, thereby
enhancing target prediction accuracy through the integration of
diverse information types. In subsequent experiments, we
further investigated this by conducting a case study on scaffold-

hopping.

Analysis of target prediction caused by scaffold-hopping

To demonstrate that the biological fingerprints employed in
this study contained high-level biological information beyond
chemical structures, and thus, possessed scaffold-hopping
capabilities to enhance target prediction accuracy, we further
analyzed the biological and chemical similarities of active
molecules for specific targets to investigate the practical effec-
tiveness of 25 biological descriptors in target prediction.
Specifically, we explored the clustering distribution of all
molecules in the test set and validation set at the biological level
(all 25 biological signatures) to observe the biological similarity
between molecules. We color-coded the molecules based on
their chemical similarity while highlighting molecules corre-
sponding to specific proteins. From the results in Fig. 54, it was
observed that according to biological fingerprint clustering,
most ligands of the same target were clustered in the same
region, indicating that biological fingerprints could indeed
reflect the biological functions of compounds, further demon-
strating the rationality of using biological fingerprints for target
prediction. Additionally, it was observed that some molecules,
such as the red cluster in Fig. 5A (ligands of proteins, such as
AGTR1, PTGS1, CA1, CA2, JAK2, etc.), were more similar at the
biological level, but they had lower chemical similarity, indi-
cating that these molecules could improve the ability of target
prediction through our method by overcoming the scaffold-
hopping phenomenon. Similarly, in the blue cluster in
Fig. 5A, ligands of proteins, such as CACNA1C, AR, CHRM1,

View Article Online

Edge Article

CHRM3, NR3C1, etc., included molecules that were similar at
both the biological and chemical levels, which meant that it was
difficult for these proteins to achieve scaffold-hopping when
searching for ligands. Next, specific case analyses were con-
ducted for different situations.

Some clustering attempts group molecules with similar
chemical structures together, indicating their proximity in both
biological and chemical spaces. In such cases, a more
comprehensive target space can be predicted through searches
based on either chemical structure similarity or biological
descriptor similarity. For example, targeting NR3C1, 25 bio-
logical descriptors cause ligands of NR3C1 to cluster (see
Fig. 5B). These molecules all share cyclopentane as their core
structure, exhibiting high chemical similarity. Specifically,
there is a Morgan fingerprint similarity of 0.76 between
compounds 3 and 4 and a similarity of 0.5 between compounds
4 and 6.

Of note, there are also some clusters corresponding to sets of
diverse compounds, meaning that they are close in biological
space but exhibit significant differences in chemical structure.
Therefore, relying solely on chemical structure similarity for
target prediction is limited, often leading to blind spots attrib-
uted to scaffold-hopping. However, biological fingerprints can
fill this gap. For example, regarding the PDE4D target (see
Fig. 5C), its ligand compounds are clustered in the same bio-
logical space, but they have significantly different core struc-
tures. For instance, compounds 1 and 2 have a Morgan
fingerprint Tanimoto similarity of only 0.1. These novel poten-
tial active molecules with unique scaffolds are often overlooked
by methods relying on chemical structure similarity searches.
Therefore, this is also a key reason why our approach, inte-
grating multiple high-level descriptors, can uncover newer
compound-target associations, thereby enhancing target
prediction accuracy.

The majority of clusters contain mixed components,
comprising both chemically relevant and dissimilar subgroups.
For instance, in Fig. 5D for the OPRK1 target, ligands include
compounds 7 and 8 with a similarity of 0.75, as well as
compounds 9 and 10 with a similarity of 0.086. Our strategy can
improve target prediction accuracy for these molecules as well.

Application of FMBS and case study

To further validate the predictive capability of FMBS to identify
novel compound-target pairs through scaffold-hopping, we
applied our FMBS method and SEA websites to predict targets
for some molecules from ChEMBL33 (which were not included
in our modeling dataset). We found that some new compound-
target interactions could be predicted through our method, but
they were difficult to identify through methods based on
chemical similarity. The query molecule in Fig. 6A is a typical
molecule selected for in-depth exploration. Both the FMBS
method and SEA predicted the target FLT1 for this query

share the same or similar core structures. (C) A cluster enriched in ligands for PDE4D. Representative molecules are highlighted, and they are
chemically distinct neighbors within the cluster, such as compounds 1 and 2. (D) A cluster enriched in OPRK1 ligands, including subsets with
chemical diversity (e.g., 7, 8 in blue) and diverse core structures (e.g., 9, 10 in red).
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Fig. 6 MTS refers to the Tanimoto similarity of the Morgan fingerprints of compound pairs. (A) Through our method, the query molecule was
predicted to target FLT1 and CSF1R by forming compound pairs with compounds A and B, respectively. It is worth noting that the FLT1 target was
also predicted by SEA. (B) Febuxostat formed a compound pair with compound C through the FMBS method, whereby it targets XDH. In addition,
it forms compound pairs with compounds from compound set A to target COX2.

molecule as a case study. Our method formed compound pairs
that target this query molecule by pairing it with compound B
(with a high Morgan fingerprint Tanimoto similarity of up to
0.608), indicating that this query molecule could be predicted
through chemical similarity. Additionally, our method also
worked via compound B-targeted CSF1R* (has been validated)
with a chemical similarity of only 0.091 between the query
molecule and compound B. This target was not predicted by
SEA, suggesting that it might have been predicted through
biological information similarity. This result is consistent with

© 2024 The Author(s). Published by the Royal Society of Chemistry

the conclusions drawn from the case analysis of scaffold-
hopping. Further elucidation demonstrates that our method
is capable of capturing targets with ligands of high chemical
similarity, as well as those of low chemical similarity through
high-level biological information, thus integrating more
comprehensive information to enhance target prediction
accuracy.

Additionally, we conducted predictions on several drugs by
listing their corresponding drug targets explicitly documented
in DrugBank,*® along with the targets predicted by our method
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Table 2 Cases of FMBS predictions that have been validated
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Drug ID Drug name Target in DrugBank Our predicted targets (have been validated)
DB04854 Febuxostat XDH COX2 (ref. 32 and 33)

DB01076 Atorvastatin HMGCR ABCBI (ref. 34)

DB13873 Fenofibric acid PPARA PPARD, PPARG**"°

DB01203 Nadolol ADRB1 ADRB?2 (ref. 37 and 38)

DB00682 Warfarin VKORC1 ABCC2, PDE10A™

and supported by literature validation in Table 2. Febuxostat
(DB04854), a notable example, was initially annotated in
DrugBank® as targeting xanthine dehydrogenase/oxidase for
the treatment of chronic hyperuricemia and gout.** However,
subsequent research demonstrated that Febuxostat could
mitigate paraquat-induced pulmonary toxicity by upregulating
COX2 expression, thereby elucidating a novel mechanism for its
ameliorative effects.*> Moreover, earlier experiments also re-
ported similar inhibitory effects of Febuxostat on COX2 activity
in a diabetic renal injury model.>® Remarkably, FMBS success-
fully predicted its target as COX2. Interestingly, XDH ranks in
the top1l in the prediction results of FMBS, while COX2 ranks
top2. From Fig. 6B, it can be observed that FMBS targets XDH
through compound C, and it targets COX2 through molecules in
a compound set A. The structures of these compounds differ
significantly from Febuxostat itself, with a Morgan fingerprint
Tanimoto similarity of less than 0.08, indicating that this target
prediction is achieved by capturing biological-level information.
This further exemplifies how FMBS can effectively facilitate the
prediction of potential new drug targets, thereby offering valu-
able insights for drug repurposing and adverse effect discovery
in pharmaceutical research.

Overall, these cases validate the improved predictive capa-
bility of our method through scaffold-hopping, which is
accomplished by integrating diverse biological signatures.
Furthermore, they demonstrate our method's potential to
forecast new targets, expedite drug repurposing, and investigate
potential mechanisms of drug side effects.

Conclusion

In summary, this study introduces a novel target prediction
approach that integrates 25 informative, high-dimensional, and
universal molecular characterizations. These characterizations
encompass comprehensive information on molecules, such as
their structural characteristics and pathways to clinical drug
stages. In contrast to conventional general descriptors, such as
chemical descriptors, which often lead to blind spots in target
prediction due to the challenges in capturing scaffold transi-
tions, our method integrates multiple high-dimensional
descriptors to improve performance by capturing more
compound-target relationships. Additionally, commonly used
biological characterizations can only characterize a small frac-
tion of molecules, resulting in the weak generalization ability of
multi-level target prediction models. However, the character-
izations adopted in our approach are predictable, thus enabling
the prediction of targets for any given molecule. Nevertheless, it

14482 | Chem. Sci, 2024, 15, 14471-14484

is important to acknowledge the limitations of this study.
Although our method can theoretically be applied to all mole-
cules, the accuracy may vary due to factors, such as the reli-
ability of the prediction of molecular characterization. At the
same time, different characterizations contribute differently to
the task and selecting strongly correlated characterizations
according to the task can save computational resources. These
findings provide valuable guidance for future research, sug-
gesting the exploration of using other multimodal computa-
tional methods to enhance target prediction performance and
adopting other methods beyond similarity searching to improve
model accuracy. Furthermore, when the modeling dataset is
based on compounds rather than drugs, the applicability of the
model is broadened, and its accuracy is improved. Overall, this
study provides valuable insights into efficiently identifying new
targets and drug repurposing in the entire field using the
Bayesian framework and new high-dimensional characteriza-
tions. Improving the accuracy of target prediction is of signifi-
cant practical importance to save drug development costs and
uncover drug mechanisms.
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