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on and hydroxide ion transfer
dynamics at the water/CeO2 interface in the
nanosecond regime: reactive molecular dynamics
simulations and kinetic analysis†

Taro Kobayashi, Tatsushi Ikeda * and Akira Nakayama *

The structural properties, dynamical behaviors, and ion transport phenomena at the interface between

water and cerium oxide are investigated by reactive molecular dynamics (MD) simulations employing

neural network potentials (NNPs). The NNPs are trained to reproduce density functional theory (DFT)

results, and DFT-based MD (DFT-MD) simulations with enhanced sampling techniques and refinement

schemes are employed to efficiently and systematically acquire training data that include diverse

hydrogen-bonding configurations caused by proton hopping events. The water interfaces with two low-

index surfaces of (111) and (110) are explored with these NNPs, and the structure and long-range proton

and hydroxide ion transfer dynamics are examined with unprecedented system sizes and long simulation

times. Various types of proton hopping events at the interface are categorized and analyzed in detail.

Furthermore, in order to decipher the proton and hydroxide ion transport phenomena along the surface,

a counting analysis based on the semi-Markov process is formulated and applied to the MD trajectories

to obtain reaction rates by considering the transport as stochastic jump processes. Through this model,

the coupling between hopping events, vibrational motions, and hydrogen bond networks at the interface

are quantitatively examined, and the high activity and ion transport phenomena at the water/CeO2

interface are unequivocally revealed in the nanosecond regime.
1. Introduction

A comprehensive understanding of the interface between water
and metal oxides is fundamental due to its signicance in
a wide range of physicochemical phenomena and technological
applications, such as catalysis, polishing, biomineral forma-
tion, colloid chemistry, and corrosion (refer to ref. 1 and 2 for
examples). The behavior of molecules at the water/metal oxide
interface is generally complex, and probing the microscopic
ring, The University of Tokyo, Tokyo
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nature of the interface remains a formidable challenge in
experiments. Molecular dynamics (MD) simulations provide
a bottom-up picture of water/metal oxide interfaces and have
proven to be invaluable tools for microscopic understanding of
the structural properties and dynamical behaviors of water
molecules at the interface. While MD simulations have been
successfully applied to various types of water/metal oxide
interfaces, their reliability is contingent on the potential used in
the simulation. In particular, metal oxide surfaces are generally
reactive, and solvent molecules dissociatively adsorb through
the acid–base sites on the surface; therefore, it is not straight-
forward to apply empirical force elds to the interfaces. In this
respect, the development of empirical force elds that can
describe bond breaking/formation and chemical reactions is in
high demand. The reactive force eld (ReaxFF) is one of the
most successful reactive force elds3,4 and has been applied to
various types of interfaces, including water/cerium oxide (CeO2)
interfaces,5 allowing for large-scale and long-time simulations.
Its accuracy is, however, limited by the complex functional form
of the force eld.

DFT-based molecular dynamics (DFT-MD) simulations, also
referred to as rst-principles MD or ab initio MD, have been
widely used to investigate liquid/metal oxide interfaces owing to
rapid advances in computational power.6 DFT calculations are
© 2024 The Author(s). Published by the Royal Society of Chemistry
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performed at each timestep of the MD simulations, making this
method applicable to complex systems that involve chemical
bond breaking/formation with a high degree of accuracy. DFT-
MD simulations have been successfully applied to various
liquid/metal oxide interfaces, and in particular, for water
interfaces, simulations for TiO2,7–11 CeO2,12–15 Al2O3,16–20 ZnO,21,22

ZrO2,23 etc. have been reported, and the interface structures and
hydrogen bond networks, including the proton hopping
mechanism, have been scrutinized in these studies.

Currently, DFT-MD simulations can be executed for systems
containing several hundred atoms over simulation times of
several hundred picoseconds. At liquid/metal oxide interfaces,
proton hopping is generally active, and these events typically
occur several times or less in a picosecond per site. It is,
therefore, sometimes difficult to obtain statistically converged
results with respect to proton hopping and dissociation equi-
librium within the timescale allowed by DFT-MD simulations.
Thus, it is highly desirable to establish simulation methods that
can treat bond breaking/formation at the liquid/metal oxide
interface with reliable accuracy for large-scale and long-time
simulations. DFTB (tight-binding),24 the divide-and-conquer
method,25 and the fragment molecular orbital method26 are
those of such successful applications, where in the latter two
cases, the reliability of these methods depends on the sensible
partitioning of the system.

In recent years, neural network potentials (NNPs)27–29 have
attracted considerable attention for providing a reliable
description of interatomic interactions for various types of
bonding with high delity. NNPs possess functional forms to
predict potential energies and forces at given congurations
and usually use training data obtained by electronic structure
calculations such as DFT. NNPs include higher-order many-
body effects and can treat bond breaking/formation and, thus,
chemical reactions. In principle, a properly trained NNP guar-
antees the accuracy of the underlying data, and the computa-
tional costs are signicantly lower than those in direct DFT-MD
simulations, making it possible to perform large-scale and long-
time simulations. Several successful applications using NNPs
have been reported at the interface of water/metal oxide; they
include simulations of interfaces with ZnO,30–32 TiO2,33–35 and
Fe2O3.36

This study aims to construct NNPs for investigating the
interface of water and CeO2 with the two low-index surfaces of
(111) and (110) and to gain insight into the structural properties
and dynamical behaviors of water molecules at interfaces by
long-time and large-scale simulations that are inaccessible by
direct DFT-MD simulations. CeO2 has received considerable
attention due to its immense scientic and technological
importance in the elds such as catalysis, glass polishing,
biomedical technology, and sensors (see ref. 37–42 for recent
reviews). Several DFT-MD simulations have been performed for
the water/CeO2 interface,12–14 and high activity involving proton
hopping has been reported. The high activity, however, makes it
difficult to construct robust NNPs since the training datasets
should properly include data on various proton hopping
patterns with diverse congurations of surface adsorbates and
hydrogen-bond networks. Here, to accumulate training data, we
© 2024 The Author(s). Published by the Royal Society of Chemistry
use the DFT-MD method in conjunction with enhanced
sampling methods and a renement scheme to cover low-
probability structural congurations, which is essential for
running stable and reliable NNP-based MD simulations (NNP-
MD). Aer successfully training NNPs, we run NNP-MD simu-
lations on the nanosecond timescale and investigate the intri-
cate dynamics of water dissociation and the proton hopping
mechanism at the water/CeO2 interface. Furthermore, we
formulate and perform a kinetic analysis based on a semi-
Markov process to extract the reaction rates of proton/
hydroxide ion transfers at the interfaces from the NNP-MD
trajectories. The coupling between hopping events, vibrational
motions, and hydrogen bonding lifetimes is quantitatively dis-
cussed by the time-dependent analysis of the reaction rates.

2. Computational details
2.1 DFT calculations for a slab model of CeO2 surfaces

All DFT calculations in this study were conducted using peri-
odic boundary conditions, employing the mixed Gaussian and
plane waves (GPW) approach, as implemented in the CP2K
program package.43 The short range variants of the double-z
valence plus polarization (DZVP) basis sets of the MOLOPT
type44 were employed for H, C, N, and O atoms to represent the
valence electrons, and the norm-conserving Goedecker–Teter–
Hutter pseudopotentials45,46 were used to describe the interac-
tions between the valence and core electrons. For Ce atoms, we
employed the basis sets and pseudopotential generated by
Wang and coworkers.47 The energy cutoff of 800 Ry was used for
the auxiliary plane wave expansion of the density. The
generalized-gradient approximation (GGA) with Perdew–Burke–
Ernzerhof (PBE) functional models48 was employed as the
exchange and correlation potential, and the DFT+U approach
was taken in order to represent the nature of 4f orbitals of Ce
atoms correctly.49,50 The U value was set to 7.0 eV following
previous work.47 The DFT-D3 (zero damping) method was used
to incorporate dispersion forces.51 The Brillouin zone integra-
tion was performed with a reciprocal space mesh consisting of
only the G-point in the GPW approach. The convergence criteria
for the energy in the SCF calculation were set to 1 × 10−6

hartree.
CeO2 has a uorite structure in the low-temperature regime.

The lattice parameters of bulk CeO2 were determined by cell
optimization of the 3 × 3 × 3 supercell of the conventional
structure, and the optimized lattice constant of 5.427 Å was in
good agreement with the experimental value of 5.411 Å,52,53

where the deviation from the experimental value was less than
1%. The low-index facets of (111) and (110) were considered in
this study. It has been determined theoretically54 and experi-
mentally55 that the (111) surface is the most stable low-index
surface among the single crystal terminations of CeO2 and
represents the majority of the surface area of CeO2 nano-
particles. The surface energy is in the order of (111) < (110) <
(100),13,50,56 where the surface energies were reported to be 0.81,
1.26, and 1.51 J m−2, respectively.13

The CeO2(111) surface was modeled as a periodic p(4 × 4)
hexagonal slab of 64 CeO2 units with four O–Ce–O tri-layers (see
Chem. Sci., 2024, 15, 6816–6832 | 6817
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Fig. 1 Top and side views of the (a) CeO2(111) and (b) CeO2(110) slabs.
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Fig. 1). The dimensions of the simulation cell were set to a= b=
15.35, c ∼ 56 Å, a = b = 90°, and g = 60°, and this slab was
separated by a vacuum space of ∼38 Å in the direction
perpendicular to the surface. The CeO2(110) surface was
modeled with a p(4 × 4) slab with four atomic layers, and the
size of the simulation cell was set to a = 21.71, b = 15.35, c ∼ 51
Å and a = b = g = 90°, and the slab has a vacuum space of ∼38
Å. In both models, the bottom O–Ce–O tri-layers were xed at
the bulk positions during the geometry optimization and MD
simulations. The structure visualization in the gure was
carried out using OVITO.57
2.2 DFT-based molecular dynamics (DFT-MD) simulations

The quality and applicability of NNPs strongly depend on the
training data, and it is natural to use the energies and forces
from the DFT-MD trajectory as the training data. However,
when the standard canonical ensemble (NVT) DFT-MD method
is used, it is likely that the congurations close to the bond
breaking/formation events are not sufficiently included. Biased
sampling or enhanced sampling simulations are preferable to
efficiently include these congurations. Some of the recent
studies employed enhanced sampling methods such as meta-
dynamics for exploring the conguration space to accumulate
the training data.58–61

For the simulation of the water/CeO2 interface, simulation cells
were prepared with 191 and 331 water molecules placed on the
(111) and (110) surfaces, respectively. The vacuum space was
placed between the water layer and the repeated slab above, which
had a height of approximately 15 Å. The mass of hydrogen was
replaced by that of deuterium, allowing for a larger timestep of 1.0
fs. For each simulation cell, the systemwas rst equilibrated at 360
6818 | Chem. Sci., 2024, 15, 6816–6832
K under NVT conditions with Nosé–Hoover thermostats. Previous
studies have shown that increasing effective simulation tempera-
ture is a good compromise for describing the structural dynamics
of actual ambient liquid water due to the strong water–water
interactions in PBE and its derived functionals.62–64 For each
interface, a total of 25 ps simulation was performed, and trajec-
tories in the last 20 ps were used as NNP training data.

In order to increase the diversity in the conguration in the
dataset, a total of 20 ps simulations were performed with
enhanced sampling techniques to accelerate the reactive events
more frequently by using biased MD (BMD) and temperature-
accelerated MD (TAMD)65,66 and these trajectory data were
added into the training dataset. In short, proton hopping
between water molecules and the surface oxygen atoms was
enhanced by BMD, in which the bias potential to atten the
energy barrier of the proton hopping was added to the system
potential. TAMD was introduced to promote proton hopping of
water molecules or hydroxide ions coordinated to surface Ce
atoms. The PLUMED program67,68 was employed to perform the
enhanced sampling simulations. In order to retrieve pure DFT
forces without articial forces originating from enhanced
sampling techniques and those imposed by slab constraints, in-
house modications were applied to the CPK2 program. The
simulation details of BMD and TAMD are given in the ESI.†
2.3 Neural network potential (NNP) based molecular
dynamics (NNP-MD) simulations

In this work, the DeepPot-SE descriptor model69 was adopted,
and the NNPs were constructed using the DeePMD-kit.70–72 In
this model, the potential energy of an entire system is repre-
sented as the sum of all atomic energies. The potential energy of
the system is then represented as

Etot ¼
XN
i¼1

Ei ¼
XNs

a¼1

XNa

j¼1

Ej
a (1)

where N is the total number of atoms in the system, Ns repre-
sents the number of atomic species, and Na is the number of
atoms belonging to atomic species a. The local energy Ej

a of
each atomic species depends on the positions of the
surrounding atomic species within a cutoff radius RC through
the so-called symmetric functions, which are expressed using
deep neural networks (DNNs) in the DeepPot-SE descriptor
model. This functional form possesses symmetry with respect
to translation, rotation, and exchange of the positions of atoms
belonging to the same atomic species. Because the potential
energy of the entire system is represented as a sum of the local
energies, the NNP can be used for systems with different
numbers of atoms or sizes of simulation cells from which the
training data are generated.

In this study, the DNNs were trained by the iterative proce-
dure with random initialization of the parameters. For each of
the CeO2(111) and CeO2(110) surfaces, the DFT energies and
forces of 4001 congurations with a 5 fs interval were taken
from the standard NVT DFT-MD simulations of 20 ps, along
with the 4001 congurations with the same interval of DFT-MD
simulations with the enhanced sampling scheme where both
© 2024 The Author(s). Published by the Royal Society of Chemistry
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TAMD and BMD were simultaneously applied. The cutoff radius
RC and smooth cutoff parameters RSC were set to RC = 7.5 Å and
RSC = 1.0 Å, respectively. Using these congurations as the
training datasets, “preliminary” NNPs were trained.

The renement of “preliminary”NNPs was carried out by using
an idea similar to that implemented in the DP-GEN package.73

Four different NNPswere constructed using the same training data
with different random initializations of the NN parameters, and
then four independent NVT MD simulations with NNPs (referred
to as NNP-MD hereaer) at 360 K were performed for 1 ns, each
using a different NNP. LAMMPS74 was used for running NNP-MD
simulations. The variances in the atomic forces predicted by the
four NNPs were computed at intervals of 100 fs along each NNP-
MD trajectory. The variance was used as a measure of the reli-
ability of the NNPs, and a total of 250 congurations were selected
from each trajectory, starting from the one with the largest value of
the maximum variance of atomic forces. A total of 1000 congu-
rations were then collected and single-point DFT calculations were
performed on these congurations. The resulting energy and
forces were added to the training data. Here, the congurations for
which the single-point DFT calculations did not converge were
excluded. The main difference between this procedure and DP-
GEN is the simulation time of NNP-MD simulations per rene-
ment step. We performed the NNP-MD simulations for 1 ns to
efficiently collect slowly changing congurations that involve the
rearrangement of the hydrogen bond network. Note that it was
essential to include the congurations with the enhanced
sampling scheme in the initial “preliminary” training dataset to
initiate this renement procedure because the NNP-MD using the
NNP trained only with standard NVT DFT-MD failed in a short
time in our system.

By repeating this renement three times, more than 99% of the
congurations in the last NNP-MD run were within 0.2 eV Å−1 for
the maximum value of variances of atomic force components,
which was considered to be converged. The details are given in the
ESI,† where the density proles using the four NNP models and
the maximum values of variances of atomic forces are provided. A
total of 10 986 and 10 993 congurations were used to construct
NNPs for the water/CeO2(111) and water/CeO2(110) interfaces,
respectively. The root mean square errors (RMSEs) of the force
components were evaluated using random 200 congurations
from the last NNP-MD run that were not used in training. The
atomic force RMSEs were estimated as 71.9 and 66.5 meV Å−1 for
the water/CeO2(111) and (110) interfaces, respectively. Compared
with the atomic force RMSEs reported in previous studies for
water/solid oxide interfaces, 143.4 meV Å−1 for water/ZnO,31 149.8
meV Å−1 for water/hematite,36 and 102.3 meV Å−1 for water/TiO2,11

the constructed NNPs are considered to achieve sufficient
accuracy.

3. Results and discussion
3.1 Adsorption of a water molecule on the CeO2 surface
determined by DFT calculations

In this subsection, the results of DFT calculations on the adsorp-
tion structure and energy of a single water molecule on the CeO2

surface are provided for reference in the discussion given later. The
© 2024 The Author(s). Published by the Royal Society of Chemistry
CeO2 surface has a strong Lewis base and a relatively weak Lewis
acid site, and it has been experimentally known that water mole-
cules are partially dissociated on the CeO2 surface.75–77 The
adsorption structure of a water molecule has also been well-
studied theoretically, and a water molecule can be molecularly or
dissociatively adsorbed on the surface. It is generally accepted that
the dissociative state is more stable than the molecular one on the
two low-index surfaces of (111) and (110). The adsorption energies
of a water molecule on the (111) and (110) surfaces were calculated
in our simulation setup, and the details are given in the ESI.† On
the CeO2(111) surface, the adsorption energy of the dissociative
state is−0.75 eV, and it is slightly higher than that of themolecular
state (−0.74 eV). These values are in good agreement with previous
theoretical studies, where the adsorption energies range from−0.3
to −0.8 eV depending on the DFT functionals, slab sizes, surface
coverage of water layers, etc. Theoretical studies on the adsorption
of watermolecules on CeO2(111) have been compiled in ref. 78. On
the CeO2(110) surface, the adsorption energies of the molecular
and dissociative states were calculated to be −1.06 and −1.24 eV,
respectively, which are also in good agreement with other theo-
retical studies (see the ESI†).
3.2 Density proles of oxygen and hydrogen atoms at the
interface from NNP-MD simulations

Large-scale and long-time MD simulations were performed
using NNPs to analyze the static and dynamic properties of the
water/CeO2 interface. In order to obtain good statistics, the
surface areas were increased from the DFT-MD simulation
setup. The surface areas of p(8 × 8), i.e., doubled in both x- and
y-directions, were employed for both the CeO2(111) and (110)
surfaces, while the slab thickness was the same as that in the
DFT-MD simulations. The numbers of water molecules were
717 and 1153 for the CeO2(111) and (110) interfaces, respec-
tively, which provide a water layer thickness of ∼20 Å. In
running NNP-MD simulations, the hydrogen mass was restored
to its original value, and the timestep was set to 0.5 fs. The
Nosé–Hoover thermostats were attached to the system, and the
temperature was controlled at 360 K. The NNP-MD simulations
were performed for 5 ns, and the time course of the numbers of
various surface species is shown in the ESI,† where the disso-
ciation equilibrium is checked. Aer equilibrium was reached,
the structures sampled every 5 fs from the last 4 ns were used for
analysis. Snapshots of the two systems are given in ESI S.V.†

Fig. 2 shows the density proles of oxygen and hydrogen
atoms along the z-axis, which is perpendicular to the surface,
along with the decomposed proles, where z = 0 is set to the
average of z-coordinates of the outermost surface Ce atoms.
Comparisons of the proles with those of the conventional DFT-
MD simulations are also shown, where two independent DFT-
MD simulations were performed for 10 ps starting from
different initial conditions. The apparent discrepancy between
the two DFT-MD simulations indicates that the 10 ps of the
DFT-MD simulation is insufficient and that simulations with
a longer time are required.

In the following, OS represents the surface O atoms, and
hydrogen atoms are considered to be covalently bonded to their
Chem. Sci., 2024, 15, 6816–6832 | 6819
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Fig. 2 Density profiles of oxygen and hydrogen atoms at the (a) water/CeO2(111) and (b) water/CeO2(110) interfaces. The upper and lower panels
show total and decomposed profiles, respectively. For comparison, the results from two independent 10 ps equilibrium trajectories of the NVT
DFT-MD simulations are also included. Note that the mass of hydrogen was replaced by that of deuterium in the DFT-MD simulations. The
density of bulk water is also shown in the upper panels.
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nearest O atom, which is also used in the proton hopping
analysis below (hereaer referred to as the nearest-neighbor
bonding (NNB) assignment). The dissociation of a water mole-
cule on the surface leads to a surface hydroxy group (Ce–OSH

+)
and solvated hydroxide ion (Ce–O*H−) that resides on the
surface Ce atom, and if only one H atom is assigned to a surface/
water O atom by the NNB assignment, it is regarded as a surface
hydroxy group or hydroxide ion. The O atoms of adsorbed water
or hydroxide ions are designated with an asterisk, such as O*H2

or O*H−, indicating that the distance between the surface Ce
and O atoms is less than 3.5 Å and 3.1 Å for the water/CeO2(111)
and water/CeO2(110) interfaces, respectively. The appropriate-
ness of these values was conrmed by the radial distribution
functions of Ce–O (see ESI S.VI†).

Fig. 2(a) shows the density proles at the water/CeO2(111)
interface, and the prominent peak of O density at ∼0.7 Å
represents the surface OS atoms that are not surface hydroxy
groups (OSH

+), and a small peak at∼1.0 Å represents the oxygen
atoms of surface hydroxy groups. The integration of the OSH

+

component yields an equilibrium fraction of surface hydroxy
groups, showing that 29.8% of surface O atoms are hydroxylated
(degree of hydroxylation). This is in good agreement with the
previous work of DFT-MD simulations without dispersion
correction, where 20–33% of the surface O sites are
hydroxylated.12,13

The pronounced peak of O density at ∼2.6 Å represents the
strong adsorption of water molecules (O*H2) or hydroxide ions
(O*H−) to the surface Ce atoms, and it is seen that most of the
surface Ce atoms are coordinated to water molecules or
hydroxide ions, indicating highly structured coordination of
water molecules or hydroxide ions. Integrations of the O
densities of O*H2 and O*H− show that 70.5% and 26.1% of the
6820 | Chem. Sci., 2024, 15, 6816–6832
Ce sites are coordinated by water molecules and hydroxide ions,
respectively, which means that 27.0% of adlayer water mole-
cules are dissociated at the interface. These numbers also
correspond to a water coverage of 7.57 H2O nm−2, including the
hydroxide ions, and it is in good agreement with 7.33 H2O nm−2

in previous work.13 As indicated by the peak locations, O*H−

ions are more strongly bound to the Ce atom than O*H2 due to
the strong electrostatic interactions. The integration of the
peaks of OSH

+ and O*H− yields very similar values, the latter
being slightly smaller.

For the density proles of the H atoms on the CeO2(111)
surface, a small peak at ∼1.9 Å corresponds to H atoms that are
bound to surface O atoms as surface hydroxy groups. The broad
peak from z = 2.2 Å to 4.0 Å represents the H atoms derived
from O*H2, O*H−, and water molecules that are hydrogen-
bonded to the surface OS atoms without coordinating to the
surface Ce atoms (see Fig. S7(c)–(i)† for detailed decomposed
density proles). The O*H2 component has a similar shape to
the overall peak and determines the shape of the peak, where
one of the OH bonds is parallel to the surface, and the other OH
bond is oriented perpendicular to the surface. The density
prole of the H atoms of water molecules that are not coordi-
nated to the Ce atom exhibits two peaks, where the rst peak
corresponds to the H atoms forming a hydrogen bond to the
surface O atom.

Fig. 2(b) shows the density proles at the water/CeO2(110)
interface, where two prominent peaks of O density at∼0.0 Å and
∼2.2 Å are observed. The rst peak corresponds to the surface
OS atoms, and the second peak represents the strong adsorption
of O*H2 or O*H−. For the rst peak, a small peak at ∼0.25 Å
represents the oxygen atoms of the surface hydroxy groups
(OSH

+). The integration of OSH
+ density shows that 33.9% of
© 2024 The Author(s). Published by the Royal Society of Chemistry
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surface O atoms are hydroxylated, and the value is slightly
higher than that on the CeO2(111) surface. It should be noted
that the CeO2(110) surface possesses twice the number of
surface oxygen atoms as the CeO2(111) surface per primitive
surface unit cell.

Two types of O*H2 adsorption structures are seen, and
a small shoulder found at ∼1.6 Å represents the structure that
involves a hydrogen bond with the surface OS atom (see Fig.
S7(a-ii)†). The other adsorption structure corresponding to the
peak at ∼2.5 Å does not form a hydrogen bond with the surface
OS atom. The presence of two H2O* adsorption structures
reects the mobility of adsorbed water due to the low coordi-
nation number of the surface Ce atom. The density prole of
O*H− is higher than that of O*H2, and integrations of the O*H2

and O*H− densities show that 38.0% and 67.2% of the Ce sites
are coordinated by water molecules and hydroxide ions,
respectively, and 63.9% of the water molecules are dissociated
at the interface (it is noted that a single Ce site can be coordi-
nated by multiple water molecules). This fraction is much
higher than that on the CeO2(111) surface, which is consistent
with the fact that the dissociative adsorption of a water mole-
cule is much stronger than molecular adsorption on CeO2(110)
compared to CeO2(111) (see Table S2†). The integration of the O
densities of O*H2 and O*H− yields a water coverage of 5.05 H2O
nm−2, which is much lower than that in the previous work of
DFT-MD simulations (7.52 H2O nm−2).13 One of the reasons
could be the effects of dispersion correction, which is included
in our simulation. The inclusion of dispersion correction
results in a higher fraction of O*H− ions at the interface, and
these ions strongly adsorb on the surface Ce sites and electro-
statically repel each other, leading to the reduced surface
coverage of water molecules.

Three peaks are observed for H atoms, and the rst peak at
∼1.0 Å corresponds to the surface hydroxy groups, and the
second small peak at ∼1.5 Å indicates the H atoms of water
molecules that are hydrogen bonded to the surface OS atoms
without coordinating to the surface Ce atoms (see Fig. S7(c-ii)†).
The third prominent peak at ∼2.8 Å indicates the H atoms of
O*H2, O*H

−, or water molecules without coordination to the
surface Ce atoms.

Some of the other decomposed density proles, including
OH− and H3O

+ ions that are not coordinated to Ce atoms, are
given in ESI S.VII.†
3.3 Proton hopping and hydroxide ion transfer mechanisms

Proton hopping is quite active on the surface, and fast proton
shuffling between the adsorbed water molecule and hydroxide
ion was already reported in previous studies for the water/
CeO2(111) interface.12,13 This unique property of the water/CeO2

interface could promote proton-assisted catalytic reactions in
water. Based on the previous studies of other water/metal oxide
interfaces, such as ZnO,30,32 we modify and extend the classi-
cation of mechanisms as follows (schematics are shown in
Fig. 3).

In the following analysis, the proton hopping mechanisms
that alter the surface protonation states and/or coordination
© 2024 The Author(s). Published by the Royal Society of Chemistry
states of the adlayer hydroxide ions are divided into four
distinct classes. First, a proton hopping process between
surface O atoms and an adsorbed water molecule O*H2 is
referred to as surface proton formation (SPF; surface proton-
ation, Fig. 3(a)), and its reverse process is called surface proton
recombination (SPR, surface deprotonation). Next, a hopping
process between an adsorbed water molecule O*H2 and
a hydroxide ion O*H− is called adlayer proton transfer (APT;
Fig. 3(b)). Finally, a hopping process between a surface hydroxy
group, OSH

+, and a free OS is termed surface proton transfer
(SPT, Fig. 3(c)). Each class is further divided into two mecha-
nisms: direct hopping (Type I, Fig. 3(a-i), (b-i), and (c-i)) and
solvent-assisted hopping (Type II, Fig. 3(a-ii), (b-ii), and (c-ii)),
wherein the latter mechanism an adjacent hydrogen-bonded
water molecule participates in the hopping event. Further-
more, as shown in Fig. 3(a-ii), (b-ii), and (c-ii), each solvent-
assisted hopping mechanism can be divided into three
scenarios: proton relay with transient hydroxide ions (OH−

stepwise), concerted proton transfers (concerted), and proton
relay with transient hydroniums ions (H3O

+ stepwise). While the
H3O

+ stepwise in Fig. 3(b-ii-3) and OH− stepwise in Fig. 3(c-ii-3)
cases might be viewed as sequential self-ionization and
recombination steps, we consider them as single processes in
our analysis because they can be unied by introducing
hopping timing, ta and tb, as denoted in Fig. 3. We dene
transient ion lifetimes as DtPT = tb – ta, and thus positive and
negative lifetimes indicate that of transient OH− and H3O

+ ions,
respectively, in the case of SPF/SPR/APT-II, and vice versa in the
case of SPT-II. Moreover, in the solvent-assisted proton transfer
mechanism, a proton may return to the original surface oxygen
or adlayer hydroxide ion before reaching another surface oxygen
or adlayer hydroxide ion. These are considered as failures and
are categorized as (Fig. 3(a-iii)) SPF Failed, (Fig. 3(b-iii)) APT
Failed, (Fig. 3(c-iii)) SPT Failed, and (d) self-ionization recom-
bination (SIR). Lastly, the rare occurrence of direct migration of
an adlayer hydroxide ion to another Ce site is identied as
adlayer hydroxide transfer (AHT, Fig. 3(e)), representing a case
of the vehicle mechanism on the surface.

To proceed with the analysis of MD trajectories based on the
above mechanisms, we identify links in the relayed transport of
excess protonation states (OSH

+ or H3O
+) and proton holes

(OH−) by tracking the exchange of protons between chemical
species dened by the NNB assignment. For O atoms derived
from water molecules, if only one hydrogen atom is assigned,
this O atom is considered to possess a proton hole, and if three
hydrogen atoms are assigned, this O atom is considered to be in
an excess protonation state, H3O

+. For O atoms of the CeO2

surface, if one hydrogen atom is assigned as a surface hydroxy
group, this surface O atom is labeled as having an excess
proton. By tracking the proton exchange and the change of the
coordination states of the adlayer hydroxide ions, the hopping
events occurring simultaneously on the surfaces and the relayed
transport of the excess protonation states/proton holes can be
identied. Here, when an O atom has multiple surface Ce atoms
within the coordination threshold, the O atom is assigned to the
nearest Ce atom. Note that even if a hydroxide ion desorbs/
adsorbs from a Ce site before/aer the hopping, such as
Chem. Sci., 2024, 15, 6816–6832 | 6821
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Fig. 3 Schematicmechanisms of the proton/hydroxide ion transfers at surfaces. Species shown in orange have excess protons, and those shown
in blue indicate hydroxide ions.
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depicted in ESI S.VIII,† we disregard the desorption event and
categorize this occurrence as a proton hopping event to/from
the adlayer hydroxide ion. Also, if a hydroxide ion migrates
from interface regions, which are dened as heights of 6.5 Å and
6.0 Å from surface Ce atoms for CeO2(111) and (110), respec-
tively, the relayed transport is omitted from our analysis. The
heights have been determined by the peaks of oxygen density
proles that are hydrogen-bonded to the adlayer water mole-
cules (see ESI S.VII†). The numbers of the hole trajectories that
include such migrations are only 0.36 and 0.04 per ns per
primitive surface unit cell for the water/CeO2(111) and (110)
interfaces, respectively.

Fig. 4(a) shows the proton hole trajectories during the 1 ns
simulation that are connected by the proton hopping/hydroxide
ion transfer events. In these gures, the trajectory lines corre-
sponding to “failed” transfers are excluded. Movies of repre-
sentative trajectories of the NNP-MD simulations are provided
in the ESI.† Fig. 4(b) depicts the denitions of the surface site
pairs at which proton hopping/hydroxide ion transfer events are
6822 | Chem. Sci., 2024, 15, 6816–6832
classied and counted separately on CeO2(111) and (110). Table
1 presents the frequencies of each transfer event per nano-
second per primitive surface unit cell.

On the CeO2(111) surface, proton hopping is quite active,
occurring at about tens of picoseconds per primitive surface
unit cell. APT-II occurs most frequently except for “failed”
transfers and is accompanied by the migration of hydroxide
ions between the Ce sites. On the CeO2(111) surface, molecular
and dissociative adsorption on the CeO2(111) surface have
similar adsorption energies as described above, and therefore,
proton hopping occurs easily, which is reected in the activity of
APT. In addition, the water molecules adsorbed at the interface
are found to have a characteristic tetrahedral conguration
connected by hydrogen bonds to a solvent water molecule (see
Fig. 4(c-i)). This structure promotes active proton hopping
assisted by the solvent molecule. This quite active solvent-
assisted proton transfer (APT-II) is one of the characteristics
of the water/CeO2 interface; at a water/ZnO interface, solvent-
assisted proton transfer events were reported only
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 (a) Proton hole trajectories over the courses of 1 ns NNP-MD simulations. In the case of SPF/SPR, the lines connecting the corresponding
OS atom are also shown. The motions of hydroxide ions coordinated to surface Ce atoms are depicted as gray lines in the background. The
dashed lines represent the simulation cells, and each trajectory is unwrapped relative to the simulation cell to illustrate the diffusion process of
the proton hole. (b) Definitions of site pairs at which proton/hydroxide ion transfer events are classified. Here, “nn” and “nnn” mean the nearest
neighbor and next nearest neighbor, respectively. (c) Snapshots showing characteristic adsorption structures on the (i) CeO2(111) and (ii)
CeO2(110) surfaces. The blue lines in (c-i) are drawn to emphasize a typical tetrahedral structure near the surface.
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approximately 0.01 times per ns per primitive surface unit cell
(41 times during 44 ns simulation with a double-sided
symmetric p(6 × 8) slab model).32

On the CeO2(110) surface, the frequency of APT-II is much
lower than that on the CeO2(111) surface. Since dissociative
adsorption is more stable than molecular adsorption on
CeO2(110), most of the surface Ce sites are covered by hydroxide
ions. APT events require adlayer water molecules, and this high
coverage of hydroxide ions reduces the transfer frequencies.
There are basically two types of APT on the CeO2(110) surface,
one along the x-axis and the other along the y-axis. The Ce–Ce
distance is shorter along the y-axis, and APT-II along the y-axis is
the most frequent on CeO2(110), where O*H2 and O*H− species
adsorbed on neighboring Ce atoms transfer protons through
adjacent water molecules. In the case of APT-I, transfers along
© 2024 The Author(s). Published by the Royal Society of Chemistry
the x-axis are more common than those along the y-axis. This is
because water molecules can adsorb on bridge-like sites along
the x-axis, as shown in Fig. 4(c-ii), leading to a facile formation
of hydrogen bonds with hydroxide ions. For SPF/SPR on
CeO2(110), because the distance between the adjacent surface
OS atoms along the x-axis is short, the surface hydroxy group
(OSH

+) can be stabilized by forming a hydrogen bond with
neighboring surface OS atom, resulting in much lower activity
than that on the CeO2(111) surface. We also found that the
unique proton hopping mechanism occurs between the surface
OS atoms (SPT) on CeO2(110) and that AHT events occur only
along the x-axis.

It is noted that the number of proton hopping events highly
depends on the choice of the hydrogen assignment procedure.
For comparison, the results of the analysis using the
Chem. Sci., 2024, 15, 6816–6832 | 6823
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Table 1 Event frequencies calculated from 4 ns NNP-MD trajectories. The label “self” denotes proton transfers between oxygens coordinated to
the same Ce site (see ESI S.VIII), and the label “other” represents proton/hydroxide ion transfers between pair sites that are not defined in Fig. 4.
Here, event classes occurring with a frequency of less than 0.01 ns−1 per primitive surface unit cell (approximately twice during 4 ns simulations
of p(8 × 8) surfaces) are omitted

CeO2(111) ns−1 primitive surface−1 CeO2(110) ns−1 primitive surface−1

Reaction Type Pair Frequency Reaction Type Pair Frequency

SPF I nn 25.93 SPF I nn 1.17
II nn 1.03 nnn 1.81

Other 0.05 II nn 0.35
Failed 4.92 nnn 1.51

SPR I nn 25.99 Failed 18.06
II nn 0.99 SPR I nn 1.14

Other 0.03 nnn 1.80

APT I nn 60.90 II nn 0.38
Self 1.41 nnn 1.52

II nn 128.27 APT I x 4.34
Self 0.11 y 1.40
Other 0.13 Self 0.44

Failed 517.43 II x 0.85

SIR 3.54 y 5.67
AHT nn 0.04 xy 0.38

Self 0.03
Failed 60.21
SPT I x 2.48

II x 0.22
Failed 0.38

SIR 7.92
AHT x 0.03
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assignment based on the stable state picture (SSP)79 are given in
ESI S.IX.† While the SSP can exclude rapid recrossing around
the transition states of hopping from the count, we used the
NNB assignment since we are interested in dynamics near
transition states in the subsequent analysis.

Fig. 5 shows the histograms of the lifetime of transient OH−

species in APT-II (see ESI S.X† for SPF/SPR/SPT-II). It is clear that
there are at least two dominant components, peaks around 10 fs
and 30 fs in each case, which is consistent with the concerted
and stepwise mechanisms in a previous study.12 In the stepwise
mechanism, the transient OH− species derived from an assist-
ing water molecule remains for a certain time before receiving
a proton from another O*H2 species, whereas in the concerted
process, a proton is transferred immediately aer the formation
of OH−. As discussed later in Section 3.5, however, these can be
interpreted as coupling between the proton hopping and
vibrational motion of water molecules rather than the presence
of two distinct mechanisms.
3.4 Reaction rates and long-range proton/hydroxide ion
transport determined using a semi-Markov model

In the previous subsection, the mechanisms and frequencies of
proton hopping were analyzed in detail, but we did not provide
the corresponding reaction rates and information on whether
concatenated proton hopping events contribute to long-range
6824 | Chem. Sci., 2024, 15, 6816–6832
transport along the surface via the Grotthuss-like diffusion
mechanism. Multiple proton hopping events can occur between
the same pair of a water molecule and a hydroxide ion, or
a surface OS atom, i.e., “rattling” between the same donor and
acceptor. In such cases, the probability of long-range transport
is signicantly reduced compared to what would be expected
based on the frequencies of proton hopping events alone. To
analyze the reaction rates of formation/transfer/recombination
processes of protons/hydroxide ions, we develop a counting
analysis to estimate the reaction rates from MD trajectories by
assuming a stochastic process.

In this analysis, trajectories are regarded as realizations of
a stochastic process where the state transitions are determined
by a sequence of independent random jumps. First, we assume
the elementary processes that occur in our system, e.g., SPF/SPR
on pair sites in Fig. 4(b). Then we count the pair states that have
opportunities for the reactions, e.g., adjacent site pairs that have
an excess proton and a proton hole in the case of SPR, and we
also count the number of reactions that actually occurred in the
NNP-MD simulations. Because we have assumed that the tran-
sitions are independently determined, we can estimate the
transition probabilities as the number of reactions per oppor-
tunity. The transition rates are calculated as the transition
probabilities per unit time under the rst-order approximation
of the sampling interval, Dt, and the condence intervals of the
rates within the stochastic process model can also be estimated
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Histograms of DtPT = tb – ta representing the transient lifetimes
of OH−/H3O

+ species during APT-II processes between (a) “nn” pairs
on the CeO2(111) surface and between (b) “x”/”y” pairs on the
CeO2(110) surfaces. ta and tb are defined in Fig. 3. By definition,
negative values indicate the lifetimes of H3O

+. In the case of APT-II
with relays of multiple solvent water molecules, the summations of the
lifetimes are used for counting. Note that APT-II with a single solvent
water molecule is dominant: 98.5%, 93.5%, and 98.8% for the cases (a),
(b-i), and (b-ii), respectively. The bin width of the histogram is 5 fs.
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by using statistics based on the binomial distribution. In this
work, we use the Clopper–Pearson interval.80,81 In addition, by
counting the situations of the surrounding site states around
the pairs separately, we can incorporate the environmental
dependence of the reaction rates (the so-called adsorbate–
adsorbate lateral interaction effects in the case of on-lattice
surface reaction models82). It is noteworthy that this counting
approach can be regarded as an inverse analysis of the kinetic
Monte Carlo (KMC) method,82 and by performing KMC simu-
lations with the estimated reaction rates, we can reproduce
stochastic trajectories. To keep the analysis within the rst
order of Dt and to count only predened reactions, if multiple
reactions or undened reactions occur in adjacent time frames,
we ignore the reaction and omit the number of reaction
opportunities that are calculated from the earlier time frame in
the count. This prescription is valid as long as the occurrence of
© 2024 The Author(s). Published by the Royal Society of Chemistry
the events is stochastically independent and multiple reactions
or undened reactions do not cause the same result as one of
the elementary reactions.

This counting analysis can be understood as a variant of the
Markov state model (MSM) approach,83 extended to handle
elementary reactions that occur simultaneously. However, there
are several differences from the MSM approach. First, the MSM
is usually applied to estimate the transition rates of the total
state of the system, such as the conformational change of
a protein and bimolecular reaction. Thus, the conventional
MSM approach measures the duration of each state, while our
approach counts the opportunities of each elementary reaction.
Second, in the conventional MSM approach, the sampling time
interval, the so-called lag time, is adjusted to coarse-grain the
dynamics of the system to guarantee a Markovian process. In
the case of our analysis, Dt is upper bounded by the timescale of
the elementary reactions, and we cannot ensure the validity of
the stochastic process assumption by a time coarse-grained
picture. As an alternative, we can check the reproducibility of
the model (elementary reactions, environment dependence,
etc.) by performing KMC simulations. Finally, in our analysis,
the reaction rates can be time-dependent, and the corre-
sponding stochastic process is no longer Markovian but rather
semi-Markovian.84 This feature is useful for analyzing “rattling”
dynamics in detail by considering the time interval dependence
on the rates since the last event. However, if we consider the
situation where the transition rate of an event depends on the
time duration from the last events on the relevant sites, the
entire process is not purely semi-Markovian because the normal
semi-Markov process depends only on the time duration from
the last event of the entire system. Hereaer, we refer to the
class of this stochastic process as a “coupled” semi-Markov
process.

In order to apply the counting analysis to the liquid/CeO2

interface, we perform a sort of coarse-graining to map the MD
trajectories onto a series of lattice states of acid/base sites as
follows. Here, the acid and base sites are the surface Ce atoms
and OS atoms, respectively. First, each trajectory of excess
proton states and proton holes is assigned to the time series of
transitions through proton hopping/hydroxide ion transfer
events. Since “self” and “failed” transitions do not change the
lattice states, these transitions are not counted. In addition, to
count transitions, we need to decide the timing of the transition
events because solvent-assisted proton hopping events have
nite transition durations. Here, we employ the earlier timing
of ta and tb shown in Fig. 3. Since this procedure assigns not
only adlayer O*H− but also solvent OH− to surface acid sites,
some sites may be doubly/triply occupied. These multiply
occupied states are treated as such because they can be
considered as a measure of the density of hydroxide ions
around each site, and the number of assigned proton holes is
referred to as the “number of hole occupations”.

Here, we discuss the results of the reaction rate analysis
based on two different stochastic process models. In the rst
model, we do not distinguish between “rattling” events, where
the corresponding excess protons/proton holes return to the
previously occupied sites, and events where they move to
Chem. Sci., 2024, 15, 6816–6832 | 6825
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another sites, and all reaction rates are time-independent
constants. In the second model, we distinguish the “rattling”
events from other events, and the reaction rates of the “rattling”
events depend on the time interval from the corresponding last
transition events. Hereaer, we refer to the rst and second
models as the coupled Markov state model (cMSM) and coupled
semi-Markov state model (csMSM), respectively, because the
rst model can be regarded as a variant of the MSM on the acid/
base lattice spaces, and the second model can be regarded as
reecting the non-Markovian nature of “rattling” transitions
due to the kinetic motion of protons and the duration of
hydrogen bond networks; for example, once a strong hydrogen
bond is formed between an O atom pair, proton hopping
between the pair could occur more frequently until the corre-
sponding hydrogen bond is broken. In both models, we assume
that the reaction rates of SPF/SPR/SPT depend on the number of
protonated base sites around the corresponding OS sites and
that the reaction rates of SPF/SPR/APT/AHT depend on the
“number of hole occupations” of the corresponding acid sites.
For details on these models, see ESI XI.†

In order to check the validity of the above-mentioned two
stochastic models, we compare the average hydroxylated
surface O ratios, the survival functions and the mean square
displacements (MSDs) of the proton holes, calculated from the
NNP-MD trajectories and the KMC simulations based on the
two models. Here, the proton holes instantaneously present
during “failed” hopping events in the MD trajectories are
excluded from the calculations. The conventional denition of
the MSD for “immortal” particles is inappropriate for our cases
since the number of “living” proton holes decays as a function
of their lifetime. Here, we modify the denition to take the
average only within the “living” proton holes, as
Fig. 6 (a) Survival functions of proton holes relayed by proton hopping ev
on the reaction rates of cMSM and csMSM. The hollow circle on each das
of the proton holes. Each curve is plotted thinner as the corresponding
extrapolations calculated from the slopes at the average lifetimes.

6826 | Chem. Sci., 2024, 15, 6816–6832
MSDðtÞh 1

NlivingðtÞ
X

i˛GlivingðtÞ
riðtÞ2 (2)

where Gliving(t) represents the set of proton holes “living” at
lifetime t, and Nliving(t) is the number of them. Note that the
accuracy of the MSD decays as a function of lifetime because the
number of samples decays. We use the slopes at the average
lifetimes to evaluate the diffusion constants.

Fig. 6(a) and (b) show the survival functions and MSDs of
proton holes relayed by proton hopping events, calculated from
the 4 ns NNP-MD trajectories and from 4 ns KMC simulations
based on the reaction rates of cMSM and csMSM. Here, the xed
timestep method82 is employed for the KMC simulations with
a timestep of 5 fs. The lattice sizes are p(8 × 8), and the lattice
site positions calculated from the averages of the NNP-MD
simulations are employed to calculate the displacements of
the proton holes. Three independent KMC simulations are
performed for each model, varying the reaction rates within the
95% condence intervals (see ESI S.XII†). The calculations of
the survival functions include the lifetimes of the proton holes
whose observations are truncated on the le and/or right by the
simulation time. Note that, while the simulation time of 4 ns
may not be sufficient to accurately evaluate the survival func-
tions for CeO2(110) as proton holes have lifetimes in the
nanosecond regime, it can be considered sufficient to compare
NNP-MD and KMC results.

The KMC simulations, based on the reaction rates of cMSM
and csMSM, yield hydroxylated surface O ratios of 29.0% and
29.1% for the CeO2(111) surface and 32.9% and 32.5% for the
CeO2(110) surface, respectively, which show good agreement
with the values obtained from the NNP-MD simulations of
29.8% and 33.8%. In addition, both models reproduce the
ents, calculated fromNNP-MD simulations and KMC simulations based
hed line represents the average lifetime. (b) Mean square displacement
survival function becomes less than 5%. The dashed lines are linear

© 2024 The Author(s). Published by the Royal Society of Chemistry
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average lifetime of the proton holes of the NNP-MD results as
shown in Fig. 6(a), where the lifetime are estimated as 11.2 (132)
and 12.1 (128) ps for cMSM and csMSM, respectively, while that
of NNP-MD is 11.0 (135) ps for the CeO2(111) (CeO2(110))
surface. As seen, cMSM tends to underestimate the long tails of
the proton hole lifetimes and to overestimate the diffusion
constants of the proton holes. In contrast, csMSM reproduces
the NNP-MD results of the survival functions well and show
better agreement with the diffusion behavior of the NNP-MD
results. Due to the “rattling” of the SPF/SPR processes, the
survival functions exhibit a rapid decay around time zero. While
the csMSM models still tend to overestimate the diffusion
constants, the deviation can be considered close to the esti-
mation range of the csMSM analysis as shown in Fig. 6(b). The
lower diffusion constant of csMSM compared to that of cMSM
reects the importance of considering “rattling” transitions due
to the nite lifetimes of hydrogen bond networks, which
increase the possibilities of proton hopping reversions and
provide “memory effects” to the interface reactions. Also,
a comparison of the diffusion constants of CeO2(111) and (110)
clearly demonstrates the long-range proton hole (hydroxide ion)
transport ability of CeO2(111).

Fig. 7(a) and (b) illustrate the average reaction rates of the
non “rattling” reactions, i.e., the reaction rates for the reaction
on new site pairs, estimated by using csMSM (see ESI S.XIII† for
the values depending on the surrounding state). These can be
considered as the fundamental quantities describing the long-
time and diffusive behavior of the proton hole transfer. As
shown in Fig. 7(a), APT-II is still more active than APT-I even
when the “rattling” contributions are eliminated, and it is the
dominant mechanism for long-range proton hole transfer on
CeO2(111). While the summation of the APT reaction rates on
the y-axis is larger than that on the x-axis on the CeO2(110)
Fig. 7 Reaction rates of non “rattling” components calculated by the csM
time behavior of the “rattling” APT reaction rates for the CeO2(111) surface
the values are averaged every 100 fs.

© 2024 The Author(s). Published by the Royal Society of Chemistry
surface, as shown in Fig. 7(b), the difference of the diffusion
behavior in the directions is small, as shown in Fig. 6(b-ii). This
would be explained by the difference in lattice sizes in the
direction along the x/y axes and by the difference in “rattling”
reaction rates.

The reaction rates obtained by the csMSM approach can be
regarded as a result of the two-step coarse-graining strategy
from the DFT calculations. The rst step is the coarse-graining
of the electronic structures by using the NNP construction
through the enhanced sampling of atomic congurations, and
the second step is the coarse-graining of the atomic congura-
tions into lattice states using the NNP-MD simulation and
counting analysis based on csMSM. Note that while we did not
explicitly count the molecular adsorption/desorption processes
of water, the reaction rates include the effective timescale of
these processes. In other words, themolecular adsorption states
were coarse-grained in our models. While this may be one of the
reasons why the proton hole diffusion is overestimated in our
csMSM models, effective reaction constants are helpful to
understand the proton–proton hole pair formation/diffusion/
recombination processes in a simple way.

To close this subsection, we discuss the short- and long-time
behavior of the time-dependent reaction rates of the “rattling”
APT reactions. Fig. 7(c) and (d) show the average results of the
short-time and long-time behavior for the water/CeO2(111)
interface. The values for other elementary reactions and those
for the water/CeO2(110) interface are given in ESI S.XIV.†
Clearly, oscillatory behavior, with time periods of approximately
24 fs and 18 fs for APT-I and APT-II reactions, respectively, and
picosecond scale decaying behavior are shown. These can be
interpreted as couplings to the vibrations of the adlayer/solvent
water molecules and the timescales of the destruction of the
local hydrogen bond network. In the next subsection, we
SM analysis for the (a) CeO2(111) and (b) CeO2(110) surfaces. (c) Short
. (d) Long time behavior of the “rattling” APT reaction rates in (c), where
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discuss such vibrational motions and hydrogen bond lifetimes,
which were coarse-grained in our stochastic model analysis, for
comparison.
Fig. 8 The continuous hydrogen bond lifetime correlation functions,
CHB(t), of adlayer water molecules and bulk water molecules. The
sampling resolution is 5 fs. Lifetimes are shown as hollow circles.
3.5 Dynamics coupled to proton hopping

The hydrogen bond lifetime is examined to investigate
hydrogen bond dynamics at the interface. We consider the
existence of a hydrogen bond if the distance between OD and OA

(OD is a donor and OA is an acceptor of a proton H) is less than
3.5 Å and the angle :OAODH is less than 30°, following
previous work.85 To evaluate the lifetime of the hydrogen bonds,
we calculate the following correlation function,

CHBðtÞ ¼

P
i˛HB pair

hhið0ÞhiðtÞi
P

i˛HB pair

D
hið0Þ2

E (3)

where h(t)= 1 if a hydrogen bond exists continuously up to time
t; otherwise, h(t) = 0, and the sum runs over hydrogen bond
pairs that exist at t = 0.86,87 This is the so-called “continuous”
hydrogen bond lifetime correlation function. In order to
distinguish between contributions due to changes in the
hydrogen bond network and those due to proton hopping, we
introduce two different types of hydrogen bond pair counting.
In the rst type, the atomic combination of the hydrogen and
hydrogen bond donor/acceptor is strictly distinguished in the
count. In the second type, only hydrogen-bonded oxygen pairs
are counted without distinguishing the donor/acceptor rela-
tionship. We refer to these correlation functions based on the
rst and second types of counting as CStrict

HB (t) and
CO pair
HB (t), respectively. In the former, if a proton hopping event

occurs and the donor and acceptor relationship is swapped, the
hydrogen bond is considered broken, while in the latter, the
bond is maintained. Note that because we have adopted the
NNB assignment, the hydrogen is always considered to be
bonded to one of the O atoms, and the “hydrogen-bonded O
pair” count is not interrupted during a hopping event. In the
case of bulk water, both correlation functions give the same
result.

To examine the hydrogen bond network of water molecules
near the interface, we count only hydrogen bonds in which
donor and/or acceptor oxygen atoms are coordinated to surface
Ce atoms at t = 0. For comparison, we conducted a 1 ns bulk
water NNP-MD simulation with 800 water molecules aer
equilibration at a temperature of 360 K and a density of 1.00 g
cm−3 by using one of our NNPs. The average lifetime of the
bonds is calculated as the time integration of CHB(t). Note that
the value of the lifetime is strongly dependent on the denitions
of the hydrogen bond and lifetime correlation function, the
lifetime estimation method, and the simulation conditions,
e.g., temperature.

Fig. 8 shows the hydrogen bond lifetime correlation func-
tions at the water/CeO2(111) and water/CeO2(110) interfaces and
in bulk water. While the lifetimes of the adlayer water molecules
are longer than that of the bulk water due to their restraint on
the surfaces, the “strict” correlation function of the water/
CeO2(111) interface system decays faster than that of the water/
6828 | Chem. Sci., 2024, 15, 6816–6832
CeO2(110) system. This reects the fact that proton hopping is
more active at the water/CeO2(111) interface, and thus, the local
hydrogen bond networks are destroyed by the hopping. This is
conrmed by comparing the “O pair” correlation functions,
where the water/CeO2(111) and water/CeO2(110) interfaces
exhibit similar decay proles. We note that the decay prole of
the “rattling” reaction rates has a similar decay timescale (see
Fig. 7(d)) to that of the hydrogen bond correlation at the inter-
faces. This means that the “rattling” behavior, as expected, is
closely related to the local hydrogen bond networks.

Fig. 9 shows two coordinates during the “rattling” APT-I
processes when an oxygen atom OA* receives a proton and
pushes it back to the oxygen atom that originally had the proton,
OD*. Here, in order to verify that the origin of the peaks in the
reaction rates shown in Fig. 7(c) is a vibrational behavior rather
than two or more distinct mechanisms, we include in the sample
only processes that have a “rattling” interval of 25–100 fs; if the
peak around 15 fs in the top panel of Fig. 7(c) had a different
mechanism than other peaks, results calculated from 25–100 fs
data would not have a vibrational peak around 15 fs.

As illustrated in Fig. 9(a), the difference between the length of
OA*–H and that of H–OD* shows a clear correlation with the
“rattling” proton hopping and has a peak around 15 fs. This
indicates the transient presence of vibrational motions coupled to
the proton hopping in the APT-I processes, with an average
vibrational time period of ∼24 fs, much slower than the normal
OH stretching of∼10 fs (see ESI XVI†). While we also examined the
coupling between water bendingmotion and hopping processes in
Fig. 9(b), as the period of bending is close to the period that
appears in reaction rates, no clear correlation is seen.

Although it is not a straightforward task to nd the transient
modes corresponding to the APT-II processes because they consist
of relays between three or more water molecules, the result of the
csMSM analysis indicates that such modes exist in the processes.
It is noteworthy that we have already encountered similar time
periods in the transient OH− lifetime histograms of the APT-II
processes, as shown in Fig. 5. This can also be explained as
follows. When the timing of the modes coupled to the surface
proton hopping and the actual hopping coincide, they cause
nearly concerted processes. If the hopping reaction is delayed by
one or more periods, the reactions become stepwise processes.
Thus, the time-dependence analysis based on the csMSM
approach clearly shows the detailed dynamics of proton hopping
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 9 (a) Difference between the length of OA*–H and that of H–OD*

and (b) HOA*H bending angle as a function of time since the last
hopping events during “rattling” APT-I processes. Lines of different
colors represent different samples, and the cross mark on each line
indicates that the “rattling” proton hopping is occurring at that time.
Here, the events with a “rattling” interval of 25–100 fs are included, and
the averaging calculations are performed as in eqn (2).
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quantitatively. Note that csMSM is helpful not only for discussing
time-dependent reaction rates but also for extracting the constant
(Markovian) part apart from the time-dependent part. Also, while
the number of proton hopping events is very sensitive to the
proton-assignment procedure, the Markovian part of reaction
rates calculated from the csMSM approach is less sensitive to it
(see ESI S.XVI†). Therefore, the reaction rate constants we ob-
tained can be considered intrinsic regardless of the details of the
counting method, such as the threshold for bonding.

4. Conclusions

In this work, DFT-based NNP-MD simulations were performed
to gain insight into the structural properties, dynamic behavior,
and proton and hydroxide ion transport phenomena of the
water/CeO2 interface. Unprecedented reactive MD simulations
at the interface were performed by employing NNPs with
a nanosecond timescale, extending the size and timescale of
DFT-MD simulations. The construction of reliable NNPs is the
key to running stable NNP-MD simulations, and the DFT-MD
simulations with properly designed enhanced sampling
methods and renement schemes were effective in accumu-
lating training data. In particular, the inclusion of congura-
tions with complex proton hopping events is crucial for the
construction of reliable NNPs to obtain statistically converged
results with respect to proton hopping events.

Large-scale and long-time NNP-MD simulations provided
more detailed information on the structure and the proton
© 2024 The Author(s). Published by the Royal Society of Chemistry
hoppingmechanisms at the interface. The intricate dynamics of
water dissociation and proton hopping events were analyzed in
detail, and then the corresponding reaction rates were extracted
under the assumption of a stochastic process, csMSM. To esti-
mate the reaction rates with sufficient condence, the NNP-MD
simulations with large system sizes and nanosecond timescales
were essential. We found that the CeO2(111) surface is a quite
active facet for the transport of protons and hydroxide ions,
leading to shorter lifetimes and larger diffusion constants of the
proton holes before recombination with the hydroxylated
surface oxygen atoms. The coupling between hopping events,
vibrational motions, and hydrogen bonding lifetimes in the
water/CeO2 systems was quantitatively demonstrated by the
time-dependent analysis of the reaction rates.

The role of oxygen vacancies at the water/CeO2 interface
and the interface with other solvents, such as alcohols, are also
important topics to be investigated in the future. It is also
interesting to investigate the effect of pH since the proton or
hydroxide ion transfer will be signicantly affected by pH. The
nuclear quantum effects of hydrogen can be signicant for
proton hopping events, especially in “rattling” reactions,
which is currently outside the scope of this work. Structural
properties that account for nuclear quantum effects can be
obtained by exploiting the imaginary time path integral
formulations, although some approximate treatment would be
required to gain insight into the dynamical properties.
Extensions of the cMSM/csMSM analysis, e.g., including
nuclear quantum effects, dealing with solvents other than
water, the molecular adsorption states, second hydration
layers, and reactions in bulk region, employing data mining
approaches for environment dependence analysis, are also
interesting topics. Finally, more accurate DFT or wavefunction
based simulations should be conducted in the future to obtain
more reliable results.

Liquid/metal oxide interfaces are relevant in a variety of
research disciplines, and NNP-MD simulations capable of
running large-scale and long-time simulations will become
a powerful tool to explore the microscopic structures, dynamics,
and chemical reactions at the liquid/solid interface. The infor-
mation obtained this way will be invaluable for the design of
new materials in a wide range of technological applications.
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M. Taillefumier, A. S. Jakobovits, A. Lazzaro, H. Pabst,
T. Müller, R. Schade, M. Guidon, S. Andermatt,
N. Holmberg, G. K. Schenter, A. Hehn, A. Bussy,
F. Belleamme, G. Tabacchi, A. Glöß, M. Lass, I. Bethune,
C. J. Mundy, C. Plessl, M. Watkins, J. VandeVondele,
M. Krack and J. Hutter, CP2K: An Electronic Structure and
Molecular Dynamics Soware Package - Quickstep:
Efficient and Accurate Electronic Structure Calculations, J.
Chem. Phys., 2020, 152, 194103.

44 J. VandeVondele and J. Hutter, Gaussian Basis Sets for
Accurate Calculations on Molecular Systems in Gas and
Condensed Phases, J. Chem. Phys., 2007, 127, 114105.

45 S. Goedecker, M. Teter and J. Hutter, Separable Dual-Space
Gaussian Pseudopotentials, Phys. Rev. B, 1996, 54, 1703–
1710.

46 C. Hartwigsen, S. Goedecker and J. Hutter, Relativistic
Separable Dual-Space Gaussian Pseudopotentials from H
to Rn, Phys. Rev. B, 1998, 58, 3641–3662.

47 Y.-G. Wang, D. Mei, J. Li and R. Rousseau, DFT+U Study on
the Localized Electronic States and Their Potential Role
During H2O Dissociation and CO Oxidation Processes on
CeO2(111) Surface, J. Phys. Chem. C, 2013, 117, 23082–23089.

48 B. Hammer, L. B. Hansen and J. K. Nørskov, Improved
Adsorption Energetics within Density-Functional Theory
Using Revised Perdew-Burke-Ernzerhof Functionals, Phys.
Rev. B, 1999, 59, 7413–7421.

49 F. Esch, S. Fabris, L. Zhou, T. Montini, C. Africh,
P. Fornasiero, G. Comelli and R. Rosei, Electron
Localization Determines Defect Formation on Ceria
Substrates, Science, 2005, 309, 752–755.

50 J. Paier, C. Penschke and J. Sauer, Oxygen Defects and
Surface Chemistry of Ceria: Quantum Chemical Studies
Compared to Experiment, Chem. Rev., 2013, 113, 3949–3985.

51 S. Grimme, J. Antony, S. Ehrlich and H. Krieg, A Consistent
and Accurate Ab Initio Parametrization of Density
Functional Dispersion Correction (DFT-D) for the 94
Elements H-Pu, J. Chem. Phys., 2010, 132, 154104.

52 L. Gerward and J. S. Olsen, Powder Diffraction Analysis of
Cerium Dioxide at High Pressure, Powder Diffr., 1993, 8,
127–129.

53 A. Nakajima, A. Yoshihara and M. Ishigame, Defect-Induced
Raman Spectra in Doped CeO2, Phys. Rev. B, 1994, 50, 13297–
13307.

54 M. Nolan, S. Grigoleit, D. C. Sayle, S. C. Parker and
G. W. Watson, Density Functional Theory Studies of the
Structure and Electronic Structure of Pure and Defective
Low Index Surfaces of Ceria, Surf. Sci., 2005, 576, 217–229.

55 H. Nörenberg and G. A. D. Briggs, Defect Formation on
CeO2(111) Surfaces aer Annealing Studied by STM, Surf.
Sci., 1999, 424, L352–L355.
Chem. Sci., 2024, 15, 6816–6832 | 6831

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4sc01422g


Chemical Science Edge Article

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

2 
A

pr
il 

20
24

. D
ow

nl
oa

de
d 

on
 1

/1
3/

20
26

 8
:4

5:
41

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
56 D. Marrocchelli and B. Yildiz, First-Principles Assessment of
H2S and H2O Reaction Mechanisms and the Subsequent
Hydrogen Absorption on the CeO2(111) Surface, J. Phys.
Chem. C, 2012, 116, 2411–2424.

57 A. Stukowski, Visualization and Analysis of Atomistic
Simulation Data with OVITO-the Open Visualization Tool,
Model. Simul. Mat. Sci. Eng., 2010, 18, 015012.

58 M. Yang, L. Bonati, D. Polino and M. Parrinello, Using
Metadynamics to Build Neural Network Potentials for
Reactive Events: The Case of Urea Decomposition in
Water, Catal. Today, 2022, 387, 143–149.

59 G. Imbalzano, Y. Zhuang, V. Kapil, K. Rossi, E. A. Engel,
F. Grasselli and M. Ceriotti, Uncertainty Estimation for
Molecular Dynamics and Sampling, J. Chem. Phys., 2021,
154, 074102.

60 J. Xu, X.-M. Cao and P. Hu, Accelerating Metadynamics-Based
Free-Energy Calculations with Adaptive Machine Learning
Potentials, J. Chem. Theory Comput., 2021, 17, 4465–4476.

61 X. Pan, J. Yang, R. Van, E. Epifanovsky, J. Ho, J. Huang, J. Pu,
Y. Mei, K. Nam and Y. Shao, Machine-Learning-Assisted Free
Energy Simulation of Solution-Phase and Enzyme Reactions,
J. Chem. Theory Comput., 2021, 17, 5745–5758.

62 E. Schwegler, J. C. Grossman, F. Gygi and G. Galli, Towards
an Assessment of the Accuracy of Density Functional
Theory for First Principles Simulations of Water. II, J.
Chem. Phys., 2004, 121, 5400–5409.

63 C. Zhang, D. Donadio and G. Galli, First Principles
Simulations of the Infrared Spectrum of Liquid Water
Using Hybrid Density Functionals, J. Chem. Theory
Comput., 2011, 7, 1443–1449.
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M. Václavů and B. Šmı́d, Water Interaction with CeO2(111)/
Cu(111) Model Catalyst Surface, Catal. Today, 2012, 181,
124–132.

76 S. Gritschneder and M. Reichling, Structural Elements of
CeO2(111) Surfaces, Nanotechnology, 2007, 18, 044024.

77 D. R. Mullins, P. M. Albrecht, T.-L. Chen, F. C. Calaza,
M. D. Biegalski, H. M. Christen and S. H. Overbury, Water
Dissociation on CeO2(100) and CeO2(111) Thin Films, J.
Phys. Chem. C, 2012, 116, 19419–19428.

78 A. Röckert, J. Kullgren, P. Broqvist, S. Alwan and
K. Hermansson, The Water/Ceria(111) Interface:
Computational Overview and New Structures, J. Chem.
Phys., 2020, 152, 104709.

79 D. Laage and J. T. Hynes, On the Residence Time for Water
in a Solute Hydration Shell: Application to Aqueous Halide
Solutions, J. Phys. Chem. B, 2008, 112, 7697–7701.

80 C. J. Clopper and E. S. Pearson, The Use of Condence or
Fiducial Limits Illustrated in the Case of the Binomial,
Biometrika, 1934, 26, 404.

81 M. Thulin, The Cost of Using Exact Condence Intervals for
a Binomial Proportion, Electron. J. Stat., 2014, 8, 817–840.

82 A. P. J. Jansen, An Introduction to Kinetic Monte Carlo
Simulations of Surface Reactions, Springer, 2012, vol. 856.

83 B. E. Husic and V. S. Pande, Markov State Models: From an
Art to a Science, J. Am. Chem. Soc., 2018, 140, 2386–2396.

84 S. M. Ross, Stochastic Processes, John Wiley & Sons, 1995.
85 A. Luzar and D. Chandler, Effect of Environment on

Hydrogen Bond Dynamics in Liquid Water, Phys. Rev. Lett.,
1996, 76, 928–931.

86 D. C. Rapaport, Hydrogen Bonds in Water Network
Organization and Lifetimes,Mol. Phys., 1983, 50, 1151–1162.

87 A. Chandra, Effects of Ion Atmosphere on Hydrogen-Bond
Dynamics in Aqueous Electrolyte Solutions, Phys. Rev. Lett.,
2000, 85, 768–771.
© 2024 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4sc01422g

	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...

	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...

	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...
	Long-range proton and hydroxide ion transfer dynamics at the water/CeO2 interface in the nanosecond regime: reactive molecular dynamics simulations...


