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Extracting knowledge from complex and diverse chemical texts is a pivotal task for both experimental and
computational chemists. The task is still considered to be extremely challenging due to the complexity of
the chemical language and scientific literature. This study explored the power of fine-tuned large language
models (LLMs) on five intricate chemical text mining tasks: compound entity recognition, reaction role
labelling, metal-organic framework (MOF) synthesis information extraction, nuclear magnetic resonance
spectroscopy (NMR) data extraction, and the conversion of reaction paragraphs to action sequences.
The fine-tuned LLMs demonstrated impressive performance, significantly reducing the need for
repetitive and extensive prompt engineering experiments. For comparison, we guided ChatGPT (GPT-
3.5-turbo) and GPT-4 with prompt engineering and fine-tuned GPT-3.5-turbo as well as other open-
source LLMs such as Mistral, Llama3, Llama2, T5, and BART. The results showed that the fine-tuned
ChatGPT models excelled in all tasks. They achieved exact accuracy levels ranging from 69% to 95% on

these tasks with minimal annotated data. They even outperformed those task-adaptive pre-training and
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Accepted 2nd June 2024 fine-tuning models that were based on a significantly larger amount of in-domain data. Notably, fine-

tuned Mistral and Llama3 show competitive abilities. Given their versatility, robustness, and low-code
capability, leveraging fine-tuned LLMs as flexible and effective toolkits for automated data acquisition
could revolutionize chemical knowledge extraction.

DOI: 10.1039/d4sc00924;j

rsc.li/chemical-science

insights for computational chemists to use for modelling and
predicting. More than just extracting information from chem-
ical texts, the rule-based transformation of chemical text is
particularly interesting. For instance, synthetic procedures can
be converted into action sequences® or programming
languages.®>~ This allows them to be understood and executed
by robotics for automated syntheses.

However, converting structured data from intricate scientific
literature is a challenging task, especially due to the complexity
and heterogeneity of chemical language. As a result, a number
of text-mining tools have been developed. For instance, Chem-

Introduction

Chemical text mining is a crucial foundation in chemical
research. It creates extensive databases that provide access to
physicochemical properties and synthetic routes for experi-
mental chemists. Additionally, it accumulates rich data and

“Drug Discovery and Design Center, State Key Laboratory of Drug Research, Shanghai
Institute of Materia Medica, Chinese Academy of Sciences, 555 Zuchongzhi Road,
Shanghai 201203, China. E-mail: myzheng@simm.ac.cn; fuzunyun@simm.ac.cn

*University of Chinese Academy of Sciences, No. 19A Yuquan Road, Beijing 100049,

China

‘Nanjing University of Chinese Medicine, 138 Xianlin Road, Nanjing 210023, China

“Innovation Institute for Artificial Intelligence in Medicine of Zhejiang University,
College of Pharmaceutical Sciences, Zhejiang University, Hangzhou, Zhejiang
310058, China

School of Physical Science and Technology, ShanghaiTech University, Shanghai
201210, China

/Lingang Laboratory, Shanghai 200031, China

¢ProtonUnfold Technology Co., Ltd, Suzhou, China

"Medizinische Klinik und Poliklinik I, Klinikum der Universitdt Miinchen, Ludwig-
Maximilians-Universitdt, Munich, Germany

T Electronic  supplementary  information available. See DO
https://doi.org/10.1039/d45c00924j

i These authors contributed equally to this work.

(EST)

10600 | Chem. Sci., 2024, 15, 10600-106T]

DataExtractor®” was created to extract chemical entities and
their associated properties, measurements and relationships
from chemical documents, using unsupervised word clustering,
conditional random fields, rule-based grammar and dictionary
matching. ChemRxnExtractor,® a BERT-like model, was
designed to extract the product and label associated reaction
roles such as the reactant, catalyst, solvent, and temperature
from paragraphs of synthesis experiments. Vaucher et al'?
developed task-adaptive pre-trained transformers to convert the
synthesis protocol paragraphs into action sequences. Syn-
thReader® was built to convert literature syntheses to executable
XDL formats, containing a series of domain-specific algorithms

© 2024 The Author(s). Published by the Royal Society of Chemistry
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with predefined rules. Historically, the focus has been on
designing models and algorithms specific to certain tasks,
requiring extensive domain knowledge and sophisticated data
processing. These tools, challenging to adapt for diverse
extraction tasks, often require complementary collaboration to
manage complex information extraction tasks, thus limiting
their versatility and practicality.

Recently, large language models (LLMs), represented by
ChatGPT released in November 2022, have shown the potential
for Artificial General Intelligence (AGI). LLMs, such as GPT-3.5
and GPT-4, can generate logical insights or content that meets
requirements based on human instructions. We are entering
a new era where AGI and medicinal chemists might work
together. There have been some assessments of ChatGPT's
chemistry capabilities, including tasks like synonym trans-
formation, property prediction, retrosynthesis, and molecule
design.®** However, LLMs tend to “hallucinate”, meaning they
generate unintended text that misaligns with established facts
and real-world knowledge.""* Moreover, objectively evaluating
the results of open-ended questions remains a significant
challenge.

At this juncture, LLMs may still find it difficult to accurately
answer factual and knowledge-based questions. However, using
LLMs for knowledge extraction tasks should greatly alleviate
hallucination and fully leverage their powerful text compre-
hension and processing capabilities, making them promising

Paragraph2Compound P
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universal tools for chemical text mining. For instance, Zheng
et al.** used prompt engineering to guide ChatGPT in extracting
information about metal-organic framework (MOF) synthesis.
Patiny et al.*® tried to use ChatGPT to extract FAIR (Findable,
Accessible, Interoperable, Reusable) data from publications.
However, their approach of using LLMs simply based on
prompt engineering tends to achieve poor performance in exact
accuracy. According to the biomedical benchmark study by
Chen et al,' ChatGPT performed significantly worse on
biomedical text mining compared to existing models. These
findings seem to contradict the common belief in the LLMs’
superior comprehension abilities. Either way, LLMs have limi-
tations due to their model architecture and memory, including
a maximum length of prompt tokens. Besides, human expres-
sions can be ambiguous, incomplete, vague, and difficult to
refine. Outputs may not strictly adhere to formatting require-
ments, leading to misunderstanding and poor performance in
mining complex text, such as patents or scientific literature.
Therefore, zero-shot or few-shot prompts are often insufficient
to address the diversity of scenarios and cannot guarantee the
quality of extracted data.

In this study, we extensively explored the effectiveness of
fine-tuning LLMs on five challenging tasks in chemical text
mining: compound entity recognition, reaction role annotation,
metal-organic framework (MOF) synthesis information extrac-
tion, nuclear magnetic resonance spectroscopy (NMR) data
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Metal amount: 970 mg )
Linker : 1,3,5-benzenetricarboxylic acid IUPAC name: 2,5-Dioxocyclopentyl 2-(2,2,2-trifluoroacetamido)acetate

Linker amount: 210 mg 1H NMR cond.: 270 MHz, CD30D

Modulator : formic acid 1H NMR data: 4.44,2.84

Modulator amount or volume : 30 mL 1H NMR text: 1H-NMR (270 MHz, CD30D) 3: 4.44 (s, 2H, CH2NH), 2.84 (s, 4H, 2xCH2) ppm
Solvent: DMF 13C NMR cond.: 67.5 MHz, ACETONE-d6

Solvent volume: 30 mL 13C NMR data: 170.1, 165.7, 158.2, 116.8, 39.5, 26.2

Reaction temperature: 100 °C 13C NMR text: 13C NMR (67.5 MHz, ACETONE-d6) &: 170.1 (2xCO), 165.7, 158.2 (q, 2JCF =
Reaction time: a day )L 37.4 Hz), 116.8 (q, 1JCF = 287.0 Hz), 39.5, 26.2 (2xCH2) ppm )

Fig.1 Schematics of cheminformatics insights to be extracted from paragraphs. And illustration of the five practical tasks in chemical text mining
with the respective example outputs, including Paragraph2Compound, Paragraph2RXNRole, Paragraph2MOFInfo, Paragraph2NMR, and

Paragraph2Action.
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extraction, and conversion reaction paragraphs into action
sequences. We found that fine-tuning GPT models significantly
enhances performance in text mining tasks, compared to
prompt-only versions, while also reducing dependency on the
repetitive and extensive prompt engineering experiments.
Meanwhile, we also evaluated prevalent generative pre-trained
language models, such as Mistral,"”” Llama3," Llama2," T5,*
and BART.”* Among these, fine-tuned ChatGPT (GPT-3.5-turbo)
models achieved state-of-the-art (SOTA) performance across all
five tasks. Remarkably, it even outperformed models that have
been trained specifically for each task and subsequently fine-
tuned, based on a significantly larger amount of in-domain
data. This study highlights the potential of fine-tuning LLMs
to revolutionize complex knowledge extraction with their
versatility, robustness, and low code capability. Fine-tuned
LLMs can be easily generalizable and can optimize the labor-
intensive and time-consuming data collection workflow,
even with few data. This will accelerate the discovery and crea-
tion of novel substances, making them powerful tools for
universal use.

Results and discussion
Overview of chemical text mining tasks

Given the complex and diverse information embedded in
chemical literature, we designed five extraction tasks to
demonstrate the potential and practicality of LLMs in chemical
text mining (Fig. 1). The Paragraph2Compound task is a rela-
tively simple task, aiming to extract all chemical compound
entities from the given paragraph. The Paragraph2RXNRole
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task is to label the reaction roles including the product, reac-
tant, catalyst, temperature, solvent, time, and yield in the
paragraph. The Paragraph2MOFInfo task is to extract all MOF
synthesis information including the compound name, metal
source, metal amount, linker, linker amount, modulator,
modulator amount or volume, solvent, solvent volume, reaction
temperature and reaction time. The Paragraph2NMR task is
designed to extract the IUPAC name, experimental conditions
including frequency and solvent as well as chemical shift data
for both "H NMR and "*C NMR spectra. The Paragraph2Action
task is to convert experimental procedures to structured
synthetic steps (action sequences). The details of datasets used
for the five chemical text mining tasks are listed in Table S1.7 All
tasks are unified to sequence-to-sequence formats to facilitate
the use of LLMs. The details about using LLMs with prompt-
engineering and fine-tuning can be found in the Methods
section.

Paragraph2Compound—extract all chemical entities. Fig. 2a
illustrates the process of random sampling from millions of
paragraph-entity pairs, which refer to UPSTO annotations. It
starts by randomly selecting 10000 samples, followed by
randomly picking 1000, then 100, and finally 10. This sampling
process ensures that each smaller subset is included in the
larger one, with each subset used for individual training. Fig. 2b
demonstrates the performance of prompt-only models and fine-
tuned models, which are evaluated on a consistent evaluation
set of 1000 samples across varying training data sizes. These
results are obtained from three independent trials. In the case
of prompt-only models, randomness is intentionally introduced
by altering the prompt and examples (Fig. 2c and S2). Given the

Zero-shot prompt:

Please just extract all compound names in the paragraph, the compound
names should be split in " | ". If there is no compound name in whole
paragraph, please return "N/A".

{Input Paragraph}

Few-shots prompt:

Please just extract all compound names in the paragraph, the compound
names should be split in " | ". If there is no compound name in whole
paragraph, please return "N/A".

Compound 610 (102 mg, 0.366 mmol) was dissolved in DMF (3 mL), and
3-pyridylacetic acid hydrochloride (635 mg, 3.66 mmol), EDC hydrochloride
(702 mg, 3.66 mmol), 1-hydroxybenzotriazole monohydrate (561 mg, 3.66
mmol) and ftriethylamine (0.510 mL, 3.66 mmol) were added thereto,
followed by stirring at 80° C. for 10 hours.

Compound 610 | DMF | 3-pyridylacetic acid hydrochloride | EDC
hydrochloride | 1-hydroxybenzotriazole monohydrate | triethylamine

{Input Paragraph}

(a) The workflow of sampling and training based on the USPTO dataset for the Paragraph2Compound task. (b) The performance of

different models across varying sizes of the training set. The data point and the shaded areas represent, respectively, the mean values and
standard deviations derived from three independent trials. (c) Example of the zero-shot and few-shot prompts utilized.
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task's straightforward nature and clear instructions, even the
prompt-only language models achieved decent F1 scores over
0.6. For fine-tuned models, the sampling and training process
for the training set is repeated three times, as depicted in
Fig. 2a. As shown in Fig. 2b, all fine-tuned models demonstrate
a performance improvement, especially in terms of the F1 score
and Jaccard index, proportional to the increase in dataset size.
These models outperform the prompt-only models designed for
this task. When the training data size is substantial enough, the
F1 scores of the fine-tuned models can reach close to 90%, and
the Jaccard index can approach 80%. Notably, fine-tuned LLMs
such as GPT-3.5-turbo showed minimal fluctuations and supe-
rior performance. However, it is essential to emphasize that the
cost of fine-tuning GPT-3.5-turbo increased tenfold with each
tenfold increase in data volume. Our experimentation was
capped at 10 000 training samples for 3 epochs due to OpenAlI's
limitations, resulting in a nearly 90-dollar expense to fine-tune
GPT-3.5-turbo—a low cost-effective investment in computa-
tional resources. In contrast, other fine-tuned language models
have displayed notable cost advantages in this relatively simple
compound name entity recognition task.
Paragraph2RXNRole—extract the product and label the
reaction role. According to Guo et al.,® the Paragraph2RXNRole
task comprises two subtasks. The first is to extract the central
product, and the second is to label the associated reaction roles
within specified paragraphs (Fig. 3a). For the two tasks, Guo
et al. developed two-stage BERT-like token-multi-classification

a

( Data Format of Subtask 1 (Product Extraction)
Input:
For biphenyl-4-ol and 2-naphthol , ring- opening products 2| and 2m were
produced in dramatically different yields ( 84 and 40 % , respectively ) and
ee values (87 and 23 % ee , respectively ) ( Table 3 , entries 12 and 13 ).

Label:

[o,'o,'o, 0, "0 "0, "0, 'O, 'B-Prod, 'O, 'B-Prod', 'O, 'O, 'O, 'O, 'O, 'O,
‘0, '0,'o, o0, 0 0 oY oY oY oY oY o o, oY o, 'O 'O, ') 'O 1O
'0,'0','0','0','0",'0", '0', '0', 'O’ ]

Output:

For biphenyl-4-ol and 2-naphthol , ring- opening products <Prod*2|*Prod>
and <Prod*2m*Prod> were produced in dramatically different yields ( 84 and
40 % , respectively ) and ee values ( 87 and 23 % ee , respectively ) ( Table
3, entries 12 and 13).

Data Format of Subtask 2 (Reaction Role Labelling)

Input:

Reaction of 8 with acetone in the presence of trifluoroacetic acid-tri-
fluoroacetic anhydride afforded the 1,3-benzodioxin <Prod*9.*Prod>

Label:

[0, 'O, 'B-Reactants’, 'O', 'B-Reactants', 'O', 'O, 'O, 'O, 'B-
Catalyst_Reagents’, '|-Catalyst_Reagents', '[-Catalyst_Reagents', l-
Catalyst_Reagents', 'O, 'O', 'O', 'B-Prod']

Output:
Reaction of <Reactants*8*Reactants> with <Reactants*acetone*Reactants>
in the presence of <Catalyst_Reagents*trifluoroacetic acid-tri- fluoroacetic
anhydride*Catalyst_Reagents> afforded the 1,3-benzodioxin <Prod*9.*Prod>
g J

Fig. 3
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models. To enable a fair comparison with generative language
models, we converted the data into sequence-to-sequence
formats by adding <Role*Compound*Role> annotations to
the input paragraphs. We then converted the language models’
outputs back into lists of BIO-tags, followed by post-processing
to align with the original BIO-tag labels for assessment. Notably,
even when utilizing prompt engineering with 20-shot examples
(Fig. S3 and S4t), GPT-3.5 and GPT-4 perform poorly on two
Paragraph2RXNRole tasks, which may result from the compli-
cated syntax cases and limited context length (Fig. 3b and c).
However, the fine-tuned GPT models perform well.

For product extraction, the fine-tuned GPT-3.5-turbo (best
over one epoch) achieved an F1 score of 77.1%, slightly
surpassing the previous SOTA approach, ChemBERT, which
scored 76.2% (Fig. 3b). For reaction role labelling, the fine-
tuned GPT-3.5-turbo (best over five epochs) achieved an F1
score of 83.0%, significantly outperforming the previous SOTA
approach, ChemRxnBERT, which scored 78.7% (Fig. 3c). It's
notable that the fine-tuned GPT-3.5-turbo models, which cost
only $1 and $5 respectively, demonstrated extremely high cost-
effectiveness with small training datasets. In contrast, Chem-
BERT was domain-adaptive pre-trained on 9478 043 sentences
from 200 000 journal articles, and ChemRxnBERT was further
task-adaptive trained on 944 733 reaction-inclusive sentences.
We should also mention that the outputs of fine-tuned GPTs,
Mistrals and Llamas align almost perfectly with the input text,
with over 99% post-processing-free ratios. On the other hand,

Product Extraction Performance

OPSIN
BERT
BioBERT

ChemBERT
= GPT-3.5-turbo (20-shots)
=== GPT-4 (20-shots)

= BART-base (fine-tuned)
=== T5-base (fine-tuned)
=== Llama2-13b-chat (fine-tuned)

=== Llama3-8b-instruct (fine-tuned)
= Mistral-7b-instruct-v0.2 (fine-tuned)
== GPT-3.5-turbo (fine-tuned)

Precision (%) Recall (%) F1 (%)

Reaction Role Labelling Performance
BERT ChemRxnBERT === BART-base (fine-tuned!
BioBERT === GPT-3.5-turbo (20-shots) === T5-base (fine-tuned) = Mistral-7b-instruct-v0.2 (fine-tuned)
ChemBERT === GPT-4 (20-shots) === Llama2-13b-chat (fine-tuned) === GPT-3.5-turbo (fine-tuned)

—" 8b-instruct (fine-tuned:

Precision (%)

Recall (%) F1 (%)

(a) Data formats of two subtasks in the Paragraph2RXNRole task. (b) Performance of product extraction. Concrete values can be found in

Table S7.t (c) Performance of reaction role labelling. Concrete values can be found in Table S8.1

© 2024 The Author(s). Published by the Royal Society of Chemistry

Chem. Sci., 2024, 15, 10600-10611 | 10603


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4sc00924j

Open Access Article. Published on 07 June 2024. Downloaded on 1/20/2026 5:16:21 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Chemical Science

most outputs of fine-tuned T5 and BART require additional
alignment due to their tokenization and vocabulary limitations,
with a ratio of only 31% that does not require post-processing.
Even after post-processing, the F1 scores of T5 and BART were
significantly lower than those of token-classification BERT-like
models or large language models.

Paragraph2MOFInfo—extraction of MOF synthesis infor-
mation. Our re-annotated dataset for the Paragraph2MOFInfo
task displayed in Fig. 4a mostly contains single reaction para-
graphs with a few featuring multiple reactions. We used Lev-
enshtein similarity and exact accuracy as metrics to objectively
assess the models' ability to extract formatted data that fully
comply with the customized requirements in the task. This
approach is more objective and accurate with less manual
intervention, compared to the manual analysis and evaluation
used by Zheng et al.** The dataset is divided into a training set
and a test set, each containing 329 samples. We evaluated the
performance of fine-tuned GPT-3.5-turbo by varying the size of
training data from 10 to 329, and observed convergence on the
testing set, suggesting saturation in the amount of training data
(Fig. 4b). The fine-tuned GPT-3.5-turbo significantly outper-
forms the GPT-3.5-turbo with prompt engineering, improving
exact match accuracy by over 20% for both single and multiple
reactions (Fig. 4c, and S51). It also surpasses other fine-tuned
models, especially when handling complex multi-reaction
paragraphs.

Exact accuracy rates for single and multiple reactions are
82.7% and 68.8%, respectively (Fig. 4c). As depicted in Fig. 4d
and e, while most models achieve high Levenshtein similarity
across the 11 parameters, only a few maintain high exact
accuracy, which is the golden metric that we mainly focus on.

Considering that some MOF synthesis paragraphs may
include multiple reactions, we provide an example of multi-
reaction extraction by various models in Fig. 4f. The para-
graph includes two reactions, the first with (R)-H3PIA and bipy
as linkers, providing all reaction conditions explicitly, and the
second with the substitution of (R)-H3PIA with (S)-H3PIA,
keeping all other conditions unchanged. Most models
successfully interpreted the semantics and extracted two reac-
tions from the MOF synthesis paragraph. However, only the
fine-tuned ChatGPT perfectly extracted information that
matched our annotated ground truth. Other models showed
varying degrees of incompleteness, particularly with items
involving multiple components and their quantities.

Paragraph2NMR—extract NMR chemical shifts and condi-
tions. The impact of training set sizes and the use of prompt
engineering on the performance of fine-tuning GPT-3.5-turbo in
extracting NMR information is illustrated in Fig. 5a. Regardless
of the training data size for fine-tuning (ranging from 25 to 300),
or the presence of prompt engineering, there are hardly any
significant fluctuations in performance. This holds true for
metrics such as Levenshtein similarity and exact match accu-
racy of the fine-tuned GPT-3.5-turbo when the numbers of
training samples exceed 50. This demonstrates the strong
learning capability and robustness of LLMs. Fig. 5b illustrates
the performance of different generative language models using
the same 200 training data. In terms of Levenshtein similarity,

10604 | Chem. Sci, 2024, 15, 10600-1061
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a metric based on the edit distance, almost all fine-tuned
language models achieved impressive scores, outperforming
GPT models that solely rely on prompt engineering (Fig. 5b and
S6t1). However, when considering the exact match accuracy
metric, where each character must perfectly align with the
ground truth count, LLMs such as GPTs, Mistral, and Llama3
take the lead. Though fine-tuned T5 and BART manage to
extract the majority of the text, they often miss or mistakenly
copy several characters. This contributes to a significant
decrease in their exact match accuracy metric, as shown in
Fig. 5c. In this context, the extraction of long complex text by
LLMs is more standardized and high-quality, aligning more
closely with human expectations. It is worth noting that using
carefully designed prompts has almost no impact on the results,
which proves that the fine-tuned LLMs are prompt indepen-
dent. Most importantly, fine-tuning open-source LLMs such as
Mistral-7b-instruct-v-0.2 and Llama3-8b-instruct provides an
alternative approach for deploying text mining locally, given its
exceptionally high exact match accuracy.
Paragraph2Action—action sequence extracted from an
experimental procedure. The above-mentioned extraction tasks
simply require the model to replicate specific information from
the paragraph. However, the Paragraph2Action task requires
the model to understand and transform the paragraph and
convert experimental procedures to structured synthetic steps
(action sequences). Clearly, GPT models with prompt engi-
neering have difficulty with this task, especially when it involves
multiple complex and insufficient prompt
descriptions (Table 1, Fig. S7f). To gauge the maximum
potential of GPT models using only prompts, we incrementally
increased the number of transformation examples from 6 to 60.
Despite encompassing all types of actions at least once and
nearly reaching the token limit of 4096 for GPT-3.5-turbo and
8192 for GPT-4, their performance in the few-shot scenario
remains disappointingly poor. The currently best-performing
LLM GPT-4 with 60 examples for in-context learning achieved
only 32.7% full sentence exact accuracy, a BLEU score of 65.0,
and a Levenshtein similarity of 72.8. However, fine-tuning pre-
trained language models with a small amount of data could
yield decent results (Table 1). Remarkably, fine-tuning LLMs
such as Mistral-7b-instruct-v0.2 and GPT-3.5-turbo on 1060
hand annotated training data, we achieved 64.8% and 63.6%
full sentence exact accuracy. The fine-tuning process took only 8
minutes (2 epochs) for Mistral on 4 x A100 and 1 hour (4
epochs) for GPT-3.5-turbo. These metrics surpass the SOTA
results previously reported by Vaucher et al,* which used an
ensemble of three models, each task-adaptively pre-trained on 2
million rule-based data and refined on 14 168 augmented data.
Interestingly, further improvement was achieved by augment-
ing the training data size to 14 168 when fine-tuning GPT-3.5-
turbo. This resulted in 69.0% full sentence exact accuracy, an
86.4 modified BLEU score, and an 89.9% Levenshtein similarity
(Table 1). For autonomous robots, it is challenging to generate
instructions that follow strict syntax rules. Fine-tuning LLMs
plays a crucial role in bridging the gap between fuzzy natural
language and structured machine-executable programming
languages, significantly the

conversions

improving accuracy of
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Paragraph
Synthesis of [Cd1.5((R)-PIA)(bipy)1.5(H20)]n (1-D): a mixture of (R)-H3PIA (0.031 g, 0.1 mmol), bipy (0.023 g, 0.15 mmol), Cd(NO3)2-4H20 (0.061 g, 0.20 mmol),
distilled water (1 mL), methanol (2 mL) and DMF (2 mL) was stirred in a 23 mL teflon cup, and then heated at 100 °C for 48 hours. The colorless block-like crystals of 1-D
were obtained in 50% yield based on (R)-H3PIA. Elemental analysis calcd (%) for 1-D: C 49.26, H 3.14, N 7.92; found C 48.14, H 3.32, N 7.66.Synthesis of [Cd1.5((S)-
PIA)(bipy)1.5(H20)]n (1-L): Complex 1-L was synthesized in a similar way to that described for 1-D except using (S)-H3PIA instead of (R)-H3PIA. The colorless block-like
crystals of 1-D were obtained in 45% vyield based on (S)-H3PIA. Elemental analysis calcd (%) for 1-L: C 49.26, H 3.14, N 7.92; found C 48.41, H 3.41, N 7.45.
Extractions
Model Compound Metal source Metal Linker Linker Modulator Modulator Solvent Solvent volume Reaction Re‘ac(ion
name amount amount amount temperature time
" . (R)-H3PIA| | 0.031g, 0.1 mmol | distilled water | o,
BART-bace [Cd1.5((R)-PIA)(bipy) 1.5(H20)]n (1-D) | Cd(NO3)2-4H20 | 0.0601 g, 0.20 mmol bipy 00239 315 mmol | NN NaN methanol | DvF | 1 L1 2 mLI 2 mL 100 °C 48 hours
(fine-tuned) ) (S-H3PBIA || 0.029g,1.15mL | distilled water | .
[CD1.3(S)-H3PIA)1.05(H3O)]ni (1-L) | CAINO3]2-6H2S | 0.061 g%, 0. 20 mmol | = " 00235, 045 °C NaN NaN e NaN 100 °C 48 hours
5 § (R)-H3PIA | | 0.031g, 0.1 mmol | distilled water | s
T5bace [Cd1.5((R)-PIA)(bipy)1.5(H20)]n (1-D) | CA[NO3]2-6H2S | 0.061 g, 0.20 mmol bipy 0023 015mmol | NN NaN methanol | DuF | ML12mL[2mL | 100°C 48 hours
(fine-tuned) ) (S)-H3PIA| | 0.031g, 0.1 mmol | distilled water | .
Ca1.5(R)-PIAXbipy)1.5(H20)In (1-D) | CA(NO3)24H20 | 0.061g,020mmol | “otianin | 00934 0 15 mmol | NN NaN methanol | DMF | 1 ML12mL]2mL | 100°C 48 hours
Llama2 § N o 0.031g, distilled water | o
) 1-D Cd(NO3)2-4H20 | 0.061 g, 0.20 mmol bipy 0.023 g, 0.15 mmol | R-H3PIA 0.4 mmol methanol | DMF 1mL|2mL|2mL 100 °C 48 hours
A distilled water | g
SPT35 b [Cd1.5((R)-PIA)(bipy)1.5(H20)]n | Cd(NO3)2:4H20 | 0.061g, 0.20 mmol | (R)-H3PIA | 0.031g, 0.1 mmol NaN NaN methanol | DV | 1 ME12mL[2mL | 100°C 48 hours
et [Cd1.5((S)-PIA)(bipy)1 5(H20)In | Cd(NO3)2-4H20 | 0.061 g, 0.20 mmol | (S)-H3PIA NaN NaN NaN distiled water | |4 ) (o j2mL | 100°C NaN
: Py Al methanol | DMF
: ) (R)-H3PIA | | 0.031g, 0.1 mmol | distilled water | .
P13 5 b [Cd1.5((R)-PIA)(bipy)1.5(H20)]n (1-D) | Cd(NO3)2:4H20 | 0.061 g, 0.20 mmol biny 0023, 015mmol | "N NaN methanol | DME | | ME12mL]2mL | 100°C 48 hours
(fine-tuned) ) (S)-H3PIA| | 0.031g, 0.1 mmol | distilled water | .
[Cd1.5((S)-PIA)(bipy)1.5(H20)]n (1-L) | Cd(NO3)2-4H20 | 0.061 g, 0.20 mmol bipy 0023, 0.15mmol | NN NaN methanol | DVE | | MLl 2mL12mL | 100°C 48 hours
. § (R)-H3PIA| | 0.031g, 0.1 mmol | distilled water | o
S [Cd1.5((R)-PIA)(bipy)1.5(H20)]n (1-D) | Cd(NO3)2-4H20 | 0.061 g, 0.20 mmol biny 0023 015mmol | "N NaN methanol| DV | 1 ME12mL12mL | 100°C 48 hours
5 . (S)-H3PIA| | 0.031g, 0.1 mmol | distilled water | o
[Cd1.5((S)-PIA)(bipy)1.5(H20)]n (1-L) | Cd(NO3)2-4H20 | 0.061 g, 0.20 mmol biny 00239 0.15mmol | NN NaN methanol | DVE | 1 MLl 2mL12mL | 100°C 48 hours
A\ 7
Fig.4 (a) A statistic of the Paragraph2MOFInfo dataset. (b) The performance of fine-tuned GPT-3.5-turbo across varying sizes of the training set.

(c) Mean performance of Levenshtein similarity and exact match accuracy for extracting paragraphs containing single reactions and multiple
reactions, respectively, by different models. Concrete values can be found in Table S9.7 (d) Levenshtein similarity for 11 parameters in the
Paragraph2MOFInfo task. Concrete values can be found in Table S10.7 (e) Exact match accuracy for 11 parameters in the Paragraph2MOFInfo
task. Concrete values can be found in Table S11.1 (f) An example of extractions by different models from a multi-reaction MOF synthesis
paragraph. The cells in yellow represented the ground truth. The cells in green represented the exact match predictions. The cells in blue

represented the incorrect predictions.
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84 e 84 [T RCHEIE 947 |84.7 [79:3] EEE] 82.0 [7833] 90.0 65%
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1H NMR text:
Ground Truth:
"1H-NMR (400 MHz, CDCI3, ppm) & 8.74 (s, 1H), 8.38 (s, 1H), 8.12 (s, 1H), 8.08 (s, 1H), 8.05 (d, J = 4.4 Hz, 1H), 7.50 (s, 1H), 6.82 (d, J =
4.0 Hz, 1H), 5.96 (s, 1H), 4.67(t, J = 4.5 Hz, 1H), 4.56 (t, J = 4.5 Hz, 1H), 4.34 (t, J = 4.4Hz, 1H), 4.27 (1, J = 4.5 Hz, 1H), 3.90 (s, 6H) "
Error Extraction:
"1H-NMR (400 MHz, CDCI3, ppm) & 8.74 (s, 1H), 8.38 (s., 1H, 8.12 (s', 1H], 8.07 (d, J = 4.4 Hz, 1 H), 7.50 (s,- 1H)), 6.82 (d., J = 3.0 Hz,
2H), 5.96 (s), 4.67, 4.56 (t, J - 4.5 Hz, HH), 4,34 (t., J - 3.4Hz, 1 h), 4.27 (.- J = 6.5Hz, 2 H), 3.90 (s = 6H) "
text
Ground Truth:
"13C-NMR (125 MHz, CDCI3) 5 27.9 (C(CH3)3), 61.6 (C(CH3)3), 80.9 (PhCCH), 83.1 (PhCCH), 123.6 (Ar-CH), 124.6 (Ar-CH), 126.8 (Ar-C),
129.1 (Ar-C), 137.5 (Ar-CH), 138.2 (Ar-C), 159.4 (C=0) "
Error Extraction:
© "3C-NMR (125 MHz, CDCI3) & 27.9 (C(CH3)3), 61.6 (C[CH3(3), 80.9, 83.1 (PhCCH), 123.6, 124.6 [Ar-CH), 126.8 (Ar-C), 129.1, 137.5,
: 138.2 (Ar-)C), 159.4 (C=0) “
Fig. 5 (a) The performance of fine-tuned GPT-3.5-turbo with and without prompt engineering as it varies with training data size in the Par-

graph2NMR task. (b) Heat map illustrating Levenshtein similarity and exact match accuracy of various models in extracting NMR information.
Concrete values can be found in Tables S12 and S13.t (c) Examples of error extractions by T5 and BART, compared with the ground truth.

customization with a small amount of annotated data. In
similar tasks involving “fuzzy rules” or hard-to-define extrac-
tion, fine-tuning LLMs might offer considerable advantages in
tailoring the transformation.

Comparison of different methods for chemical text mining

Chemical text mining expedites scientific discovery in chem-
istry. Previously, tasks involving complex chemical language
and sophisticated processing depended on rule-based matching
algorithms and custom-built domain-specific models. Now,
leveraging universal LLMs' semantic understanding, long
context window, and generation abilities offers promising and
general approaches. These methods are illustrated in Fig. 6. In
prompt engineering scenarios, LLMs' parameters remain fixed,
solely relying on the provided examples to extract from new

10606 | Chem. Sci, 2024, 15, 10600-106T1

paragraphs. As for the training and fine-tuning process, a model
learns the statistic extraction patterns from the training data by
adjusting and optimizing the internal parameters.
Undoubtedly, leveraging LLMs with prompt engineering is
the most attractive approach because it does not require writing
any code or retraining model parameters, only interacting with
the large model through natural language instructions.
However, relying solely on instructions without any examples
(zero-shot) also makes it difficult to standardize the output of
LLMs, which is crucial for formatting data extraction tasks. In
the case of extracting NMR based solely on instructions
(Fig. S8%), we repeatedly modify the instructions to ensure that
the model can generate expected formatting results on a certain
paragraph. However, when we used this carefully designed
prompt for other paragraphs containing NMR, the extraction

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Diagram of different approaches for text extraction.

results did not meet the qualified formatting requirements
again. This zero-shot approach resulted in poor performance
across all five tasks, even using GPT-4.

Apart from instructions, providing few example pairs of
paragraph-extraction as context can help LLMs learn the
extraction patterns. In these few-shot sceneries (Fig. 2¢, S2-S77),
as shown in Table 1, increasing the number of examples leads
LLMs to extract more structured outputs. Ideally, the whole
training set should serve as context. However, the upper limit of
in-context learning is constrained by the maximum input length
due to the memory limitation. The versions of GPT-3.5-Turbo-
0613 and GPT-4-0613 we tested were limited to 4096 and 8192
tokens, respectively. Hence, comparing prompt engineering
methods in zero-shot and few-shot sceneries to fine-tuned
models trained with complete datasets can be somewhat unfair.

To compare the performance of in-context learning and fine-
tuning approaches objectively, we should use an equal number
of examples for both context and the fine-tuning data set. Here,
we tested the latest version of GPT-3.5-turbo-0125, which expands
the context length to 16 K and supports fine-tuning. We used
a variety of action sequences during sampling to cover as many
action types as possible. As the number of examples increased
from 30 to 60, 90 and 120, both the performances of in-context
learning and fine-tuning are increasing (Table S147). Even when
the same number of examples was provided for in-context
learning as fine-tuning, the fine-tuned model typically outper-
forms by 10-20% on metrics like exact match accuracy and
modified BLEU score. This could be attributed to information
loss in in-context learning, while fine-tuning adjusts parameters
to learn extraction patterns, thus maintaining higher accuracy.

In the test, we also find two features of fine-tuning LLMs:
rapid performance convergence with small amounts of data and
efficient training generalization. For the four tasks utilizing
manually annotated data, the LLM's performance rapidly
improved and converged with increasing sample sizes
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(Fig. S111). This highlights that hundreds of high-quality data
are enough to train an effective extractor, which is typically
a manageable workload for manual annotation. Besides, LLMs
can be easily adapted for specific text extraction tasks, requiring
only a few epochs and a low learning rate for fine-tuning (Table
S3+). However, they are also prone to overfitting if trained for an
excessive number of epochs.

Promising performance and potential of fine-tuning LLMs
on chemical data mining. In this study, we have demonstrated
the impressive efficacy, flexibility, and high exact accuracy of
fine-tuning LLMs, regarding all kinds of text mining tasks as
generative problems. An examination of incorrect predictions
revealed that only a small proportion were entirely incorrect,
while most were acceptable alternatives to the ground truth or
even pointed out the incorrect labels (Fig. S12-S167t). These
errors can be attributed to inconsistent annotation standards
and the inherent ambiguity of terms with multiple interpreta-
tions or functions. Therefore, improving the formatted data
extraction requires continuous efforts, including the refinement
of specific rules and the enrichment of annotations prone to
misinterpretation during training and inference. With detailed
specifications and high-quality formatted data, the fine-tuning
method based on LLMs is highly reliable.

Starting with five chemical extraction tasks, we have proved
the effectiveness of fine-tuning LLMs in the relatively small
testing sets. This approach, when utilized for large-scale extrac-
tion in the future, promises to greatly improve data collection
efficiency and accelerate scientific research and experimentation.
For the Paragraph2MOFInfo task, we can document the synthesis
conditions along with other key information such as MOF
structures, pore characteristics, and functional performance.
Using these data, we can develop machine learning models to
optimize the synthesis novel MOF materials with functions such
as new catalysts, gas storage and separation. For the Para-
graph2NMR task, we can collect extensive NMR data with the
corresponding compound names from millions of synthesis
literature documents. This can help create an NMR database for
retrieving similar spectra and structures, as well as constructing
predictive models to identify molecules structures and analysing
complex mixtures, which support drug development and quality
control. For the action sequence transformation task, the
extracted information is beneficial for automatic and robotic
synthesis. It will improve reproducibility and minimize human
errors, especially in high-throughput experiments.

Apart from the five mentioned extraction tasks, it can be easily
extended to tasks related to extracting information from scientific
literature and transforming data into a simple user-friendly
reaction format* that is both human- and machine-readable.
This approach will significantly contribute to the development
of extensive databases like the Open Reaction Database,*** Sci-
Finder® and Reaxys,?® which gather comprehensive synthesis data
through automated curation and expert verification, to make data
more findable, accessible, interoperable, and reusable (FAIR).

Nevertheless, leveraging fine-tuned LLM:s is still insufficient
to extract all synthesis information from chemical literature,
which contains extensive complex figure and form contents.
Recently, some tools have been developed to recognize

© 2024 The Author(s). Published by the Royal Society of Chemistry
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molecular images®*”*® and reaction diagrams®>*° from the liter-
ature. Integrating LLMs with these image recognition tools or
developing advanced large multimodal models (LMMs) may be
a promising unified solution for further chemical data mining.
Notably, when extracting large amounts of data from copy-
righted literature, it's essential to access the necessary permis-
sions from scientific publications.

Herein, we have scratched the surface of the vast potential of
LLMs in chemistry and materials science by fine-tuning LLMs for
chemical text mining. We may notice that the gap between open-
source language models and proprietary GPTs (GPT-3.5-turbo
and GPT-4) has been narrowing from Llama2 to Llama3 and
Mistral. This progress is due to the concerted efforts of
researchers and communities in the direction of LLMs. Techni-
cally, advancements like more effective fine-tuning strategies,
improved open-source model architectures, faster inference
approaches, wider context windows, higher quality corpus, and
lower computational costs in the era of LLMs are anticipated to
further enhance text mining. Meanwhile, it's more essential to
consider what else can be achieved with LLMs and how we can
develop more effective LLMs for chemistry and materials science.
For instance, LLMs have the potential to revolutionize predictive
modelling by incorporating the extensive “fuzzy knowledge”
encapsulated within scientific literature, especially in chemistry
and drug discovery. By combining empirical results with docu-
mented knowledge, LLMs could assist chemists identify patterns
in experiments that might otherwise be missed, predict proper-
ties of compounds and outcomes of reactions, and even generate
new chemical hypotheses and theories. Furthermore, the inte-
gration of LLMs' comprehension with specialized tools could
substantially lower the barrier of chemists to use these tools
throughout the entire workflow, thanks to interactive interfaces
in natural language. Future research could investigate how to
merge formatted laboratory data with the wealth of information
in scientific literature and develop the multimodal capability to
enrich specific domain knowledge for LLMs. This endeavour will
require a sustained, long-term effort.

Conclusions

In this work, we have demonstrated the effectiveness of fine-
tuning LLMs in chemical text mining. We conducted five
complex tasks: compound entity recognition, reaction role
labelling, MOF synthesis information extraction, NMR data
extraction, and the transformation of reaction procedures to
action sequences. Chemical text mining remains a challenging
professional domain when leveraging language model mining,
even with prompt engineering. However, LLMs that are fine-
tuned with appropriate annotations can produce structured
outputs that perfectly fulfil human requirements not easily
expressed in natural language. This feature fully utilizes their
natural language understanding and formatting capability.
Using chemical text mining as an example, this study provides
guidance on fine-tuning of LLMs to serve as universal knowl-
edge extraction toolkits. These toolkits can be easily extended
for automated extraction from documents and rule-based
formatted transformations. Our work lays the groundwork for
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the applications of LLMs in information extraction within the
chemical domain, which will catalyse data-driven innovations
in chemical and materials science.

Methods

Dataset preparation

For the Paragraph2Compound task, we compiled an automati-
cally annotated dataset. This dataset is based on the publicly
accessed USPTO subset extracted by Lowe et al.,*** and
includes millions of chemical reaction paragraphs from
patents, each paired with compound tags. We used regular
expressions to identify compound labels within each paragraph,
separating them with the “|” symbol based on their sequential
occurrence in the paragraph. For the Paragraph2RXNRole task,
we used the manually annotated dataset by Guo et al.,® following
the same data partitioning strategy. We transformed the data
from the BIO-token classification format into a sequence-to-
sequence  format using the annotation scheme
“<Role*compound*Role>". We processed paragraphs contain-
ing multiple central products and related reactions into several
input and output pairs. For the Paragraph2MOFInfo task, we
manually checked and re-annotated the raw data of Zheng
et al.,* transforming them into a sequence-to-sequence format.
This dataset comprises MOF synthesis paragraphs, extraction
by ChatGPT, and human-evaluated answers. For the Para-
graph2NMR task, we manually curated a dataset of 600 high-
quality annotations. These were mainly sourced from various
literature studies on PubMed to ensure a wide diversity. The
task aims to extract information such as the ITUPAC name,
experimental conditions, including the frequency and solvent,
and chemical shift data from both '"H NMR and *C NMR
spectra. For the Paragraph2Action task, we utilized the hand-
annotated dataset by Vaucher et al., employing the same data
partitioning strategy. This dataset is derived from the Pistachio
dataset by NextMove software.** The details of datasets used for
the five chemical text mining tasks are listed in Table S1.}

Prompt-only ChatGPT

Prompt-only interaction enables users to efficiently communi-
cate with large language models through simple prompts. This
guides the model to produce relevant responses without further
training. In a zero-shot scenario, the model generates responses
using only a descriptive prompt and its pre-trained knowledge.
However, in a few-shot approach, the model uses a small
number of examples to improve its understanding and
responses. To maximize the performance, we selected diverse
examples and ensured a large number of tokens. We interacted
with ChatGPT using API keys and employed model versions
GPT-3.5-turbo-0613 and GPT-4-0613. The zero-shot and few-
shot prompts for chemical text mining tasks can be found in
Fig. S2-S8.1

Fine-tuning ChatGPT

Since late August 2023, supervised fine-tuning capabilities have
been available for the GPT-3.5-turbo model.** The aim is to
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enhance performance in specific scenarios customized based
on private data. In this study, we fine-tuned the GPT-3.5-turbo-
0613 model for chemical text mining scenarios on five tasks.
When discussing the performance in the Comparison of
different methods for chemical text mining section, we fine-
tuned the latest GPT-3.5-turbo-0125 model for fair compar-
ison, which expanded the context length to 16 K and supported
fine-tuning as well. We formatted the data into jsonl and
uploaded them to OpenAl's cloud servers, and then initiated
fine-tuning jobs. Once the training was complete, the fine-tuned
GPT-3.5-turbo model was ready for inference. API keys were
requisite throughout the training and inference procedures.
Fine-tuning for the GPT-4-turbo model is not available now and
is highly expected in the future.

Fine-tuning open-source language models

We selected the most widely used and representative generative
pre-trained language models such as Mistral,”” Llama3,"®
Llama2,” T5,>*° and BART.*' These serve as baselines for
a comprehensive comparison with the fine-tuned ChatGPT
across five chemical text mining tasks. Considering perfor-
mance, efficiency, and hardware resource constraints, we used
full parameter fine-tuning for Mistral-7b-instruct-v0.2 and
Llama3-8b-instruct on 4 x 40 GB A100, and full parameter fine-
tuning for BART-base and T5-base on 1 x 40 GB A100. We
applied multitask-learning to BART and T5 in the Para-
graph2MOFInfo task and Paragraph2NMR task due to their
limitations in generating multi-attribute long sentences (Fig. S9
and S107), aiming to enhance their performance. This approach
significantly improved their performance. For Llama2, we used
Q-LoRA™ to efficiently fine-tune llama2-13b-chat on 1 x 40 GB
A100. This method maintains most of the performance of full
parameter fine-tuning while significantly reducing computa-
tional demands. We used vllm®® to speed up the inference of
LLMs such as Mistral-7b-instruct-v0.2, Llama3-8b-instruct, and
Llama2-13b-chat, which is tens of times faster than Hugging
Face's pipeline. The inference of all fine-tuned models can run
on 1 x 40 GB A100. To ensure optimal performance, we
adjusted hyperparameters such as learning rates, lora_r, and
lora_alpha during the fine-tuning process of baseline models
(Table S2t). The hardware resources, memory cost, and run-
times of fine-tuning are provided for reference (Table S31). More
details of training, pre-processing, and post-processing can be
found in the ESL}

Metrics for evaluation

Since fine-tuning ChatGPT does not allow for early stopping
based on optimal validation loss, we report the performances of
all models at the best epoch selected from the evaluation set for
fair comparison. Given the task specifics, we use metrics
including precision, recall, and F1 score for evaluating entity-
level performance. For sentence-level performance assess-
ment, we use Levenshtein similarity, exact match accuracy,
partial accuracy, and a modified BLEU score.
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Data availability

All data and code of this work are available at GitHub: https://
github.com/zw-SIMM/SFTLLMs_for_ChemText_Mining to
allow replication of processing, fine-tuning and evaluation. All
concrete values of performance in figures are listed in Section 5
of the ESL}
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