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iction of nanosizing effects and
role of additives in the decomposition of Mg(BH4)2†

Stefano Pantaleone, Elisa Albanese, Lorenzo Donà, Marta Corno,
Marcello Baricco and Bartolomeo Civalleri *

The energetic transition towards renewable resources is one of the biggest challenges of this century. In this

context, the role of H2 is of paramount importance as a key source of energy that could substitute traditional

fossil fuels. This technology, even if available in several manufactures, still needs to be optimized at all levels

(production, storage and distribution) to be integrated on a larger scale. Among materials suitable to store

H2, Mg(BH4)2 is particularly interesting due to its high content of H2 in terms of gravimetric density.

Nanosizing effects and role of additives in the decomposition of Mg(BH4)2 were studied by density

functional theory (DFT) modelling. Both effects were analyzed because of their contribution in

promoting the decomposition of the material. In particular, to have a quantitative idea of nanosizing

effects, we used thin film 2D models corresponding to different crystallographic surfaces and referred to

the following reaction: Mg(BH4)2 / MgB2 + 4H2. When moving from bulk to nanoscale (2D models),

a remarkable decrease in the decomposition energy (10–20 kJ mol−1) was predicted depending on the

surface and the thin film thickness considered. As regards the role of additives (Ni and Cu), we based our

analysis on their effect in perturbing neighboring borohydride groups. We found a clear elongation of

some B–H bonds, in particular with the NiF2 additive (about 0.1 Å). We interpreted this behavior as an

indicator of the propensity of borohydride towards dissociation. On the basis of this evidence, we also

explored a possible reaction pathway of NiF2 and CuF2 on Mg(BH4)2 up to H2 release and pointed out

the major catalytic effect of Ni compared to Cu.
1 Introduction

Since many decades, the response to the more and more
increasing energetic demand has focused its attention on the
optimization of existing industrial processes, on their environ-
mental impact, and on the development of new sustainable
techniques. In this context, the hydrogen economy plays a key
role,1–8 because hydrogen is abundant on the earth (obviously
not in its molecular form) and the only product of the reaction
of a fuel cell is water, with no byproducts that may cause envi-
ronmental pollution;9 in particular, one of the most important
research lines is to nd an efficient way to store it.10,11 The rst
fuel cell vehicle prototype was developed in 1966 by General
Motors,12 but only in 2004 hydrogen was used for public
transportation in the city of Stockholm,13 and only in 2008
Honda built the rst car for private usage.14 In the recent years
this technology is becoming more and more available for daily
uses,15,16 but still needs to be optimized to be cost-effective in
comparison to classical fossil fuels.
rtmental Centre, Università degli Studi di
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The research is focusing its attention on all the stages of this
technology: the H2 production, its storage and distribution, and
an efficient way to make it cost-competitive and available for the
most common usage (automotive and whatever means of
transport, industrial, residential, etc.). In the present study we
will focus in particular on its storage.

The principal ways to store hydrogen are as: pressured gas,
cryogenic liquid, and using carriers (liquid organic molecules or
solid metal and complex hydrides) or connement/adsorption
in microporous scaffolds as metal–organic frameworks (MOF).
Since compressed gas and cryogenic liquid present several
problems related to efficiency, hydrogen storage using solid
carriers represents a more suitable choice. Indeed, several
materials present high concentration of hydrogen, such as
alanates (AlH4

−), amides (NH2
−), borohydrides (BH4

−), but also
simpler binary compounds (metal hydrides),17 which, by
thermal decomposition, produce molecular hydrogen (H2).18–22

To be sustainable, the cost-efficiency trade-off of this novel
technology must satisfy some parameters imposed by EERA
(European Energy Research Alliance) and HER (Hydrogen
Europe Research), whose targets, in term of gravimetric and
volumetric hydrogen density, are 4–10 wt% and 80–150 gH2

L−1,
respectively.23 In recent years, Mg(BH4)2, among others, has
been intensively studied24–32 because it contains a large amount
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Relative stability DE (eV/BH4) and density r (g cm−3) (T = 0 K,
no zero-point-energy corrections) of different Mg(BH4)2 phases with
respect to the P6122 (a-phase) calculated by us at PBE-D* level, and as
presented in ref. 76 and 77

Phases r r, ref. 76 and 77 DE DE, ref. 76 and 77

P42nm (d) 0.997 0.128
Pmc21 0.984 0.934 0.053 0.066
Fddd (b) 0.800 0.790 0.046 0.056
F222 0.562 0.552 0.046 0.040
Ia�3d (g) 0.571 0.020
I41/amd 1.005 1.030 0.000 0.018
P6122 (a) 0.828 0.808 0.000 0.000
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of hydrogen in particular in terms of gravimetric density
(14.9 wt%), also keeping the volumetric density (113.0 gH2

L−1)
acceptable.25 The above-mentioned feature refers in particular
to the b-Mg(BH4)2 allotrope, which is the one of interest in the
present work. However, borohydrides with high hydrogen
content belonging to I and II group (alkali and alkaline earth
metals as counterions of the borohydride group) oen suffer
from poor reversibility and high dehydrogenation tempera-
tures.33 On the contrary, transition metal borohydrides are too
unstable to be used as hydrogen storage materials, i.e. their
decomposition is too favorable, and the re-hydrogenation
process is difficult. There are many strategies to reach to best
balancing between de-hydrogenation and hydrogenation cycles,
such as formation of mixed borohydrides,34 inclusion of
additives,35–37 nanostructuration38–40 and nanoconnement.39,40

Specically, in mixed borohydrides the stability of the bare
material can be modied and tuned by combining different
metals. Recent theoretical and experimental studies41,42

demonstrated that for pure a-Mg(BH4)2 the decomposition
starts around 250 °C, while with a proper amount of ZnCl2 the
decomposition temperature halves. Of course, the substitution
is not limited to the cation, but also to the anion.43 A similar
strategy is the inclusion of additives, which not only helps the
decomposition, but also the reversibility of the reaction. In
particular, transition metals-based additives have been proven
to reduce the reactive conditions to promote the re-
hydrogenation.44–47 Another method to promote hydrogen
desorption is to take advantage of nanosizing effects, because it
is well known in literature that nanoparticles have different
properties with respect to the bulk, and in particular a lower
decomposition energy.48,49 In a recent paper, it has been
demonstrated that hydrated LiBH4 nanosheets release
hydrogen up to 10 wt% at 70 °C.50 Nanoconnement is a tech-
nique where porous materials (e.g. carbon nanotubes and
MOF51–55) are used to synthesize nanoparticles of required sizes.
It can be considered as an effect of nanostructuration, where the
size of the nanoparticles is driven by the porosity of a certain
material.56Using this technique, a considerable reduction of the
decomposition temperature of LiBH4 has been achieved (DT =

120 °C).57 Finally, it is also worth mentioning some recent
works, where two of the above-mentioned strategies are applied
at the same time. As an example, alkali58 and alkaline earth59

borohydride mixtures conned in Al porous scaffolds and in
carbon nanospheres, respectively, have shown a good efficiency,
both in terms of working temperature and re-hydrogenation
cycle. Similarly, also the using of additives was combined with
nanoconnement,60–62 where, in some cases, the additive is
used to change the properties of the scaffold.63,64

As abovementioned, Mg(BH4)2 still represents one of the best
candidates for the optimization process of this technology. In
particular, nanostructuring effects and the inclusion of addi-
tives, which we investigate in detail in this work, provided
promising results,65–67 as also the combination of these two
strategies.68

Here, we present a theoretical study of nanosizing effects
and the role of additives in the decomposition of Mg(BH4)2
through rst principles DFT calculations. Fully periodic
© 2024 The Author(s). Published by the Royal Society of Chemistry
boundary conditions were applied to all the model systems by
using the CRYSTAL code. In the rst part of the work we discuss
the modelling of the decomposition of both bulk (3D) and
surfaces (2D) to investigate nanosizing effects. In the second
part, being inspired by the experimental work of Hauback and
coworkers,69 we present the results of the doping of the bare 2D
systems with different transition metals as possible additives to
favor the decomposition of Mg(BH4)2.

Finally, we also studied the reaction pathway of the boro-
hydride decomposition comparing the effect of two different
metals: Ni and Cu.
2 Computational details
2.1 A model system for Mg(BH4)2

Magnesium borohydride presents several polymorphs that have
been observed experimentally70 and other hypothetical phases
that have been predicted theoretically;71 a few of them are listed
in Table 1.

From the experimental viewpoint, the most interesting
polymorph is the b phase (Fddd space group), because it is
stable at high temperature and it decomposes to release
hydrogen;72–75 however, it contains 704 atoms in the unit cell
(Fig. 1a) and, accordingly, the cost of the simulations, especially
for surfaces (for which the number of atoms is a multiple of the
bulk), would become unaffordable.

Therefore, for the purpose of this work we decided to adopt
a simpler model system as similar as possible to the b-phase.
We then considered the known experimental polymorphs and
theoretically predicted structures of Table 1,76,77 for which the
relative stability (DE) with respect to the athermal limit (T= 0 K,
no zero-point-energy corrections) and the density obtained for
each polymorph have been reported.

On the basis of present and previous calculations carried out
with the same DFT method the polymorph selected for the
surface analysis is the theoretically proposed Pmc21 phase
(Fig. 1b).77

In fact, by comparing the densities and the relative energies,
it becomes apparent that the Pmc21 structure closely mimics the
features of the Fddd phase. To verify this assumption, in Fig. 2
we report a comparison between the experimental Raman
spectrum of the Fddd phase78 vs. the simulated one of the Pmc21.
The match is particularly good, considering that no shi was
RSC Adv., 2024, 14, 6398–6409 | 6399
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Fig. 1 Unit cells of the high temperature Fddd Mg(BH4)2 polymorph (left) and Pmc21 model system (right). Hydrogen in white, boron in yellow,
magnesium in cyan.

Fig. 2 Experimental vs. simulated Pmc21 Mg(BH4)2 Raman spectrum.
The experimental spectrum was recorded from the Fddd b phase,
taken and adapted from ref. 78.
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applied to any frequency, even for the B–H stretching (1800–
2500 cm−1) and HB̂H bending (1000–1500 cm−1) regions, that
normally are difficult to reproduce, due to the strong anhar-
monicity of H-bearing moieties. The position of the peaks is
correctly reproduced even in the ngerprint region below
500 cm−1. The great advantage of the Pmc21 phase is that it has
just 22 atoms in the unit cell thus making the calculations
faster. Despite this can be considered a too strong simplica-
tion, given the complexity of the Fddd phase, the evidence above
corroborates the hypothesis that the two phases could show
a similar behavior toward decomposition. Therefore, in the
present study, we adopted the hypothetical Pmc21 polymorph
(Fig. 1b) to model and understand the properties of Mg(BH4)2
surfaces and their decomposition reaction along with the role of
additives in destabilizing the borohydride.
6400 | RSC Adv., 2024, 14, 6398–6409
2.2 Methods

The theoretical investigation of Mg(BH4)2 in its bulk and surface
structures was carried out with periodic density functional
theory (DFT) calculations by employing mostly the PBE-D*79

GGA functional and, to validate some results (vide infra for
details), the M06-D*80,81 hybrid mGGA functional. These
methods correspond to the PBE and M06 functionals, respec-
tively, augmented with the Grimme's DFT-D2 (ref. 82 and 83)
empirical dispersion correction, as modied for solids by Civ-
alleri et al.84 The empirical term is based on an atom–atom
pairwise C6,ij/Rij

6 contribution (i.e. a London-type correction).
All calculations were carried out with the ab initio CRYSTAL
program.85,86 Crystalline orbitals are represented as linear
combinations of Bloch functions (BF), and are evaluated over
a regular three-dimensions mesh of points in reciprocal space.
Each BF is built from local atomic orbitals (AO), which are
contractions (linear combinations with constant coefficients) of
Gaussian-type-functions (GTF) which, in turn, are the product
of a Gaussian times a real solid spherical harmonic function. All
electron basis sets were used for all the atoms. In particular, we
used a 6-311G(d,p) basis set for H, B, F, Cl and Mg and a TZVP
for Ni and Cu.87 For the numerical integration of the exchange
and correlation terms for all calculations we adopted 75 radial
points and 947 angular points (XLGRID) in a Lebedev scheme in
the region of chemical interest were adopted. The Pack–
Monkhorst/Gilat shrinking factors for the reciprocal space were
set to 8. The accuracy of the integral calculations was increased
by setting the tolerances to 9, 9, 7, 7, 18 for the pure system and
7, 7, 7, 7, 18 for the doped systems. The self-consistent eld
(SCF) iterative procedure was converged to a tolerance in total
energy of DE = 1 × 10−7 a.u., and to accelerate convergence in
the self-consistent calculations a modied Broyden's scheme88

following the method proposed by Johnson89 was adopted; the
method was applied aer 10 SCF iterations, with 50% of Fock/
KS matrices mixing and with the Johnson parameter set to
© 2024 The Author(s). Published by the Royal Society of Chemistry
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0.05. As regards the geometry optimization of the slab models,
only the atomic positions were optimized while the cell
parameters were kept xed at their optimized values calculated
on the bulk structure. Calculations with the additives were
carried out on a (2 × 1) supercell model in order to simulate an
isolated additive inclusion/substitution and with the unre-
stricted Kohn–Sham formalism. Vibrational frequencies,
referred to the G point,90,91 were calculated at the optimized
geometry by means of mass-weighted Hessian matrix, which is
obtained by numerical differentiation of the analytical rst
derivatives, to be sure that all the structures are minima of the
potential energy surface (PES). For MgB2 phonon dispersion has
been calculated throughout the supercell approach, adopting
a (2× 2× 2) supercell in order to obtain a cell volume similar to
Mg(BH4)2, thus balancing the number of normal modes
between the two different unit cells when calculating decom-
position energies. Thermal corrections to the decomposition
reactions were carried out at 300, 450, 600 K (see details in Table
S1†). Raman intensities were calculated through the CPKS
approach (Couple Perturbed Kohn–Sham);92,93 to match the
experimental spectrum, the temperature and laser wavelength
were set to 15 K and 488 nm, respectively.

Regarding the transition state search, a numerical estima-
tion of the initial hessian was requested in order to follow the
correct eigenvector and, to this end, the SCF tolerance was
increased to DE= 1 × 10−11 a.u. The structures of reactants and
products were found by performing a rigid scan along the
normal mode of the imaginary frequency of the transition state
and optimizing the last point of the scan in both the directions.
3 Results and discussion
3.1 Surfaces stability

As discussed in a previous work on Ca(BH4)2 surfaces,49 it is
important to predict which is the most stable surface, because it
is the most representative one in experimentally synthesized
nanoparticles and, accordingly, the one where the inclusion of
the additive occurs with the highest probability. To this purpose
we investigated several low-index surfaces, namely: (100), (010),
(001), (110), (101) and (011). We adopted a slab model approach
(i.e. a 2D thin lm of a given thickness) that was successfully
applied to model the Ca(BH4)2 surfaces. Here, we briey recall
that a slab model, to be physically stable, must be comprised of
stoichiometric (i.e. neutral) and non-polar (i.e. no net dipole
moment perpendicular to the slab) repeat units (RU). Accord-
ingly, three out of them (i.e. (001), (101) and (011)) are not
physically stable, as shown in Fig. 3. The remaining faces (i.e.
(110), (010) and (100)) are stoichiometric and non-polar. The
repeat units used to create the slab model are reported in Fig. 3.
For the (100) surface, a structural rearrangement of the repeat
unit is needed to make it stoichiometric. Specically, two BH4

−

units were removed. Slab models of different thickness from 1-
RU up to 7-RU were then investigated to identify the minimum
thickness of the slab that leads to converged properties. To this
purpose, the surface formation energy (Es) was used as the
reference property and it was computed for all the optimized
© 2024 The Author(s). Published by the Royal Society of Chemistry
slabs of the (110), (010) and (100) surfaces according to the
following equation:

Es ¼ ðEslab;n � nEbulkÞ
2A

(1)

where Eslab,n is the total energy of the slab comprised of n RUs,
Ebulk is the total energy of the RU as in the bulk, n is the number
of RUs and A is the area of the 2D unit cell.

Fig. 4 shows that the Es converges to a constant value of
about 0.08 J m−2 (4-RU), 0.27 J m−2 (4-RU) and 0.38 J m−2 (2-RU)
for (010), (110) and (100) faces, respectively. Overall, the
convergence is reached for a slab thickness of about 15 Å (see
Fig. 4). It turns out that the relative stability of the different
faces is: (010) > (110) > (100), with the (010) surface being
signicantly more stable than the other two faces.
3.2 Nanosizing effects

An important byproduct of the study of the relative stability of
the different surfaces of Pmc21 Mg(BH4)2 is the possibility to
model nanosizing effects on the decomposition of Mg(BH4)2.
Indeed, one can refer to the slab model as a thin lm of a given
thickness and consider the decomposition of lms of
decreasing thickness. In this study, we considered the following
decomposition reaction:94

Mg(BH4)2(s) / MgB2(s) + 4H2(g) (2)

in which, along with molecular hydrogen, solid magnesium
boride is formed. Other possible decomposition reaction paths
have been proposed in the literature, but currently there is
a general consensus that MgB2 is formed as main product.94 We
also considered the decomposition reaction to solid magne-
sium hydride and a-boron but the corresponding computed
data are available as ESI in Fig. S1.† Results for reaction above
are shown in Fig. 5 and compared to the decomposition
enthalpy calculated on the bulk structure at 450 K. It can be
clearly seen that the decomposition enthalpy drops down when
the thickness of the thin lm decreases. This conrms that
nanosizing can lead to a remarkable reduction of the decom-
position enthalpy when the slab thickness is below 2 nm. As
expected, effects are more pronounced for the less stable
surfaces with a decrease in the decomposition enthalpy
between 10 and 20 kJ molH2

−1. When considering that nano-
sized Mg(BH4)2 particles expose different surfaces at the envi-
ronment, a net reduction of the decomposition enthalpy of
15 kJ mol−1 is predicted to occur. It is worthy to note that the
full pathway accounting for the complete decomposition reac-
tion of Mg(BH4)2 is a quite complex task to be simulated, and
the possible intermediates are many, as studied in several
previous computational papers.94–97 Here we prefer to focus on
the nal step of the decomposition to highlight the differences
of using nanosized lms instead of the bulk structure.
3.3 The role of additives

On the basis of the results of the surface stability, we simulated
the inclusion of different additives on top of the Pmc21
RSC Adv., 2024, 14, 6398–6409 | 6401
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Fig. 3 Non-physically (a–c) and physically (d–f) stable surfaces of Pmc21 Mg(BH4)2 phase. The repeat unit needed to create the slab model is
highlighted between blue lines. For the (100) face, two BH4

− units were removed to make the slab stoichiometric. Hydrogen in white, boron in
yellow, magnesium in cyan.

Fig. 4 Surface formation energy (J m−2) vs. slab thickness. The surface
thickness corresponds to slab models ranging from 1 to 7 repeat units.

Fig. 5 Surface decomposition enthalpies (kJ molH2

−1, calculated at
450 K) vs. slab thickness. The surface thickness corresponds to slab
models ranging from 1 to 7 repeat units. The black line corresponds to
the decomposition energy of the Pmc21 Mg(BH4)2 bulk structure,
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Mg(BH4)2 (010) surface model. In particular, according to the
recent study carried out by Hauback and coworkers69 on the role
of Ni-based additives in the decomposition of Mg(BH4)2, three
different kinds of additive species were explored, namely: the
6402 | RSC Adv., 2024, 14, 6398–6409
substitutional defect (Ni2+), the interstitial defect (Ni0), and the
doping with nickel halides (i.e.NiF2 and NiCl2). Along with NiF2,
we also modeled the inclusion of CuF2 on the surface. This
according to the following reaction: Mg(BH4)2 / MgB2 + 4H2.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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allowed us to compare the results for two transition metals and
to evaluate their performance toward the decomposition
process. For the calculations, a slab model of about 11 Å (2 RU)
of thickness was adopted and a 2 × 1 supercell was employed to
reduce the density of additives on the surface. According to the
structure of the Pmc21 Mg(BH4)2 (010) surface different sites for
the Ni-based additives can be investigated. Fig. 6 shows the
possible locations of the doping sites for the different additive
species studied in the present work. For the substitutional and
the interstitial additive two possible sites were explored around
the outermost and the innermost Mg ions, respectively, while
for the metal halides a single site was modelled, due to the
larger size of the additive, that t the cavity on the surface.

We analyzed the results on the basis of the structural
deformation that the additive produces to the surrounding
borohydride ions with respect to the bare material. As a general
evidence, the presence of the additive in the structure leads to
a remarkable rearrangement of its rst coordination sphere.
The closest BH4

− ion, indeed, appears very distorted with
respect to the pure system. The deformation of the B–H bond
lengths can then be considered as an indicator of the propensity
of the borohydride to decompose. It turns out that the longer
the B–H bond distance (i.e. the weaker the B–H bond), the easier
the decomposition. A comparison between the optimized
structures without and with the Ni based additives and CuF2 is
reported in Fig. 7. For sake of simplicity, the metal atom/ion/
halide with the surrounding borohydrides is shown as extrac-
ted from the optimized slab models.

As expected, the geometry around the substitutional defec-
tive site is perturbed by the substitution with Ni2+, but it
maintains a typical tetrahedral coordination. For the interstitial
defective site, instead, the Ni0 atom tends to rearrange the BH4

−

groups in a trigonal-planar coordination with three borohy-
drides in closer contact with the metal center. In the case of the
metal halides additives, both Ni and Cu are tetra-coordinated
with two halide atoms and two BH4

− groups.
The structural deformation of the BH4

− groups around the
metal can be clearly seen from the B–H bond distances as
Fig. 6 Top view of possible doping sites on the Pmc21 Mg(BH4)2 (010) sur
in orange, interstitial defective site (Ni0) in blue, doping site of nickel an
boron in green, magnesium in dark grey.

© 2024 The Author(s). Published by the Royal Society of Chemistry
reported in Fig. 7. For all additive species, an elongation of the
B–H bonds is observed with respect to the non-doped surface.
In the chart of Fig. 8, the B–H bond distances (in Å) for the four
nearest neighbouring BH4

− groups of the metal are shown. On
average, the largest elongation is predicted for atomic Ni as an
interstitial site. In the other cases, one BH4

− groups out of four
is denitely more perturbed by the presence of the additive. The
effect of the metal on the B–H bond is particularly relevant for
both NiF2 and NiCl2. Interestingly, CuF2 is not as effective as Ni-
based additives in perturbing the BH4

− groups. Therefore, it is
expected that Ni would outperform Cu in favouring the
decomposition of Mg(BH4)2.

In addition, it is important to point out that also the Ni–B
distance can be used as a further indicator of the increased
propensity of the borohydride toward dissociation. In fact, it
has been shown by Saldan et al.69 that the decomposition of
Mg(BH4)2 always occurs concurrently with the formation of the
metal boride. Therefore, a shorter Ni–B distance can be inter-
preted as an increased tendency to the decomposition of the
BH4

− groups. The mechanism of Mg(BH4)2 involve a redox
reaction where the H is oxidized from −1 in the [BH4]

− group to
its native state in the H2 molecule, and the boron is reduced
from +3 to −1 in the metal boride. As clearly seen in Fig. 9, Ni0

in the interstitial site leads to a remarkable shortening of the
mean Ni–B distance in the borohydride, followed by Ni and Cu
halides. Details on structural features are available in Fig. S1–
S18 and Tables S1–S9.†

On the latter system (i.e. NiF2), which seems to be the most
promising one in promoting the decomposition of Mg(BH4)2,
we also improved the level of theory to have a better description
of the nickel spin state and validate the PBE-D* results.
Therefore, we relied on the more accurate rung of the Jacob's
ladder of DF approximations by using a hydrid functional, the
M06-D*, which has been shown to be particularly good in
describing transition metals and, moreover, because the
inclusion of a 27% of the exact Hartree–Fock exchange allows
a more correct localization of unpaired electrons. According to
PBE-D* results, we found a more stable structure for the Ni in
face for the different additive species. Substitutional defective site (Ni2+)
d copper halides (NiF2, NiCl2 and CuF2) in red. Hydrogen in light grey,
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Fig. 7 Metal ion/atom/halide with the surrounding borohydrides as extracted from the optimized slab models for bare and doped surfaces. (a)
Bare surface (the numbers in parenthesis refers to deeper borohydrides); (b) substitutional defect of outermost Mg; (c) substitutional defect of
innermost Mg; (d) interstitial defect in the middle of outermost BH4

−; (e) interstitial defect in the middle of innermost BH4
−; (f) NiF2 additive (low

spin); (g) NiF2 additive (high spin); (h) NiCl2 additive (low spin); (i) NiCl2 additive (high spin); (j) CuF2 additive. Some relevant B–H andM–X distances
(in Å) are reported. Hydrogen in white, boron in yellow, magnesium in cyan, nickel in blue, copper in green.
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high spin state (see Fig. S15, S16 and Table S9†) instead of the
low spin (see Fig. S13, S14 and Table S8†), with a difference of
DE= 34.22 kJ mol−1 and DH= 35.14 kJ mol−1. M06-D* conrms
6404 | RSC Adv., 2024, 14, 6398–6409
this result from a qualitative point of view, but it further
stabilizes the high spin state solution with a DE of
79.33 kJ mol−1. Differences in the geometries with the two levels
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Average B–H bond distances (in Å) for the BH4
− groups closest to the metal center.

Fig. 9 Average M–B bond distances (in Å) for the BH4
− groups closest

to the metal center.
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of theory are negligible on B–H distances, even if a systematic
increasing of the bond distances of PBE-D* with respect to M06-
D* is predicted. In contrast, M06-D* tends to elongate the Ni–B
distance with respect to PBE-D*, and in this case the difference
in the two geometries is larger, thus indicating that a proper
description of the metal where the spin is localized is crucial.
Details on the comparison between PBE and M06 are in
Fig. S19–S21.†
3.4 NiF2 and CuF2 additives reactivity

In this section we study the reactivity of NiF2, the most prom-
ising additive according to the results provided in the previous
section, as compared to CuF2 to conrm the stronger catalytic
effect of Ni. Since F atom shows a rather small ionic radius with
respect to other halides, it is well known that it tends to
substitute H atoms of BH4

− to form BH(4−n)Fn
− groups.98 Then
© 2024 The Author(s). Published by the Royal Society of Chemistry
we explored a hypothetical reaction pathway from NiF2 through
Ni–H2, i.e. with H atoms chemisorbed on the metal centre, to
Ni/H2 where molecular hydrogen is physisorbed on the
surface, until the complete H2 desorption (Ni + H2). The same
strategy was also adopted for CuF2 additive.

3.4.1 NiF2. From the optimized structure of NiF2 in the low
spin state on the Mg(BH4)2 (010) surface, which will be the
reference structure, we investigated two possible substitution
sites for F atom on the neighbouring BH4

− groups as depicted
in Fig. S23.† Accordingly, from the reactant, two intermediate
structures were modelled in which one H atom is substituted by
one F atom, thus forming Ni–I1 (DH = −27.2 kJ mol−1) and Ni–
I2 (DH = 48.0 kJ mol−1) (see Fig. S23c and d†). From these
intermediates (hereaer referred to as Ni–I1 and Ni–I2) the two
corresponding products (denoted as Ni–P1 and Ni–P2) are
formed, Ni–P1 (104.6 kJ mol−1) and Ni–P2 (76.9 kJ mol−1),
where two H atoms are transferred on the metal centre and F
atoms on two different BH4

− groups (see Fig. S23e and f†).
From the intermediate Ni–I2 (see Fig. S24d†), a different

product with respect to the above-mentioned was modelled
because of the formation of a BH2F group and its proximity with
the other F atom bound to the nickel. We then built up another
product in which two F atoms substitute the same BH4

− to form
a BH2F2

− group, as shown in Fig. S24g† (Ni–P3, DH =

−68.1 kJ mol−1). This structure is more stable than Ni–P1 and
Ni–P2, indicating that multiple substitutions on the same BH4

−

group lead to a more favorable product. This is not unexpected
because it has already been shown in the case of F− substitu-
tions in LiBH4.98

Interestingly, the Ni–P3 product also present an incipient H2

molecule chemisorbed on Ni, which is expected to be more
prone to dissociate and release molecular hydrogen than Ni–P1
and Ni–P2. Therefore, we further explored the reaction path by
desorbing the quasi-H2 molecule. This allowed us to evaluate
the cost of the reaction also from a kinetic point of view by
calculating the reaction barrier. Thus, we identied the
RSC Adv., 2024, 14, 6398–6409 | 6405
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Fig. 10 Reaction pathway for the NiF2 (blue line) and CuF2 (red line) doped systems. Details cut from the periodic structures. Bond distances are
in Å. Energy values are in kJ mol−1. Boron in yellow, magnesium in dark cyan, nickel in blue, copper in green, fluorine in cyan and hydrogen in
white.
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transition state (Ni-TS) with an activation barrier equal to
36.5 kJ mol−1 with respect to Ni–P3, and, from the Intrinsic
Reaction Coordinate (IRC) calculation performed over the
transition state, we landed to the product with a formal H2

molecule physisorbed on the surface (Ni–P3–H2,−62.3 kJ mol−1

see Fig. S24i†), i.e. not chemically bound to the Ni. Finally, we
optimized the nal product with the H2 released, i.e. not
interacting at all with the surface (Ni–P3 + H2 −58.4 kJ mol−1,
see Fig. S24j†).

3.4.2 CuF2. In Fig. S25† the same reaction pathway, but
with the CuF2 as additive is reported. In this case, only the
double F substitution on the same BH4

−, i.e. the most prom-
ising reaction pathway for Ni, was modelled. As it can be seen in
Fig. S25c,† despite the stabilization due to the ionic interactions
of F atoms with Mg atoms, the product Cu–P is endergonic
(18.6 kJ mol−1), i.e. not as stable as Ni–P3. Notably, in this case,
there is no evidence of the formation of the incipient H2

molecule. In fact, the structure keeps a pseudo-square planar
conformation with a distance between the two H atoms of about
2 Å. This geometrical arrangement suggests a more difficult H2

release with respect to the NiF2 additive.
6406 | RSC Adv., 2024, 14, 6398–6409
The IRC calculation leads to a product (Cu–P–H2

−4.2 kJ mol−1, see Fig. S25e†) in which the metal adopts
a different coordination sphere with respect to the previous
reactant and intermediates, due to the changing of the oxida-
tion number of Cu. As for the NiF2 doped system aer the H2

release, one can observe a strong rearrangement of the struc-
ture. Curiously, we obtained a porous structure (see Fig. S24d–
f†), as one can see from the cylindrical channels of the slab
structure, which somehow reminds the Fddd polymorph.

3.4.3 Comparison between NiF2 and CuF2. In Fig. 10, the
enthalpy of the reaction pathway from reagents to products is
graphically sketched for both NiF2 and for CuF2 additives.
While the formation of the intermediate (both for NiF2 and
for CuF2) is endothermic, Ni–P3 is favoured because of the
stability of the chemisorbed H2 molecule, as already
mentioned, but also because of the combination of the
stabilization of the BH2F2

− group and the attractive ionic
interactions between F and Mg. On the contrary for Cu–P,
there is no additional stabilizing effect of the H2 incipient
molecule, thus resulting in an endothermic Cu–P product
(18.6 kJ mol−1). The reason is that Ni d orbitals can accept
© 2024 The Author(s). Published by the Royal Society of Chemistry
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part of the electron density of the H–H bond to establish two
Ni–H bonds; this results in a typical H–H distance of chem-
isorbed hydrogen molecule (from the typical 0.75–0.76 Å to
0.99 Å) as a result of the electron density depletion. It turns
out that the H2 release is more favorable, and this is
conrmed by the transition state structure, which is not so
high in energy with respect to the Ni–P3 structure
(36.5 kJ mol−1). In the step between chemisorbed and phys-
isorbed H2, the redox reaction occurs, in which the Ni and Cu
atoms are reduced from ionic (+2) to atomic (0), and two H
atoms are oxidized (from −1 to 0). Interestingly, during this
process Ni goes deep into the structure coordinating three
BH4

− groups, thus giving a very similar structure to the Ni(0)
inclusion (see Fig. 7d and e).

4 Conclusions

In this work we modelled nanosizing effects and the role of
additives on the decomposition of Mg(BH4)2 through quantum
mechanical calculations. On the basis of present results we can
draw the following conclusions:

� The Mg(BH4)2 Pmc21 phase, which does not exist in nature,
appears to be a physically reasonable model system of the
Mg(BH4)2 b-phase in terms of density, relative stability, and
vibrational features.

� At nanoscale, thin lms present a lower decomposition
enthalpy with respect to the bulk up to 20 kJ mol−1. Not
surprisingly, according to the surface stability, faces exposed at
the surface show different decomposition enthalpy: the lower
the stability of the surface, the lower the decomposition
enthalpy.

� Among the examined additives, the best candidate to
promote Mg(BH4)2 decomposition is NiF2, whereas Cu is not so
effective. This can be simply deduced by the elongation of some
B–H bonds and, at the same time, by the decreasing of M–B
bond distance. These two indicators can be interpreted as the
tendency of the [BH4]

− to dissociate, thus forming H2 on one
side and Ni–B species on the other side. Although the effec-
tiveness of Ni agrees with the ndings of ref. 69, our results are
to be considered from a qualitative viewpoint, as it is not
possible to compare them with experimental re-hydrogenation
temperature and pressure at this stage.

� Finally, we conrmed the evidence above by investigating
the reaction pathway for the H2 release from the NiF2 and CuF2
doped Mg(BH4)2 (010) surfaces. The most important reactive
step that determines the higher efficiency of Ni with respect to
Cu in catalysing the reaction is the formation of an incipient
hydrogen molecule chemisorbed on the metal. For Ni, this step
is exothermic, while for Cu is endothermic of about 20 kJ mol−1.
Indeed, the H–H bond length in Ni–P3 is very closed to
molecular H2 (i.e. 0.99 Å vs. 0.76 Å) thus promoting the reaction
towards the nal product. From Fig. 10 it is also clear the major
catalytic effect of the NiF2 doped system, as all its structures are
more stable than the CuF2 doped one.

In conclusion, the present theoretical work corroborates
the evidence that nanostructured metal borohydrides show
advantages for energy storage applications compared to their
© 2024 The Author(s). Published by the Royal Society of Chemistry
bulk counterparts and that the role of additives as the doping
with transition metals (e.g. Ni) can further facilitate the
release of H2.
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14, 2561.
32 H. Hagemann, Molecules, 2021, 26, 7425.
33 E. R. Pinatel, E. Albanese, B. Civalleri and M. Baricco, J.

Alloys Compd., 2015, 645, S64–S68.
34 D. Ravnsbæk, Y. Filinchuk, Y. Cerenius, H. J. Jakobsen,

F. Besenbacher, J. Skibsted and T. R. Jensen, Angew. Chem.,
Int. Ed., 2009, 48, 6659–6663.

35 R. A. Varin and R. Parviz, Int. J. Hydrogen Energy, 2012, 37,
1584–1593.

36 O. Zavorotynska, I. Saldan, S. Hino, T. D. Humphries,
S. Deledda and B. C. Hauback, Int. J. Hydrogen Energy,
2012, 37, 1584–1593.

37 C. J. Webb, J. Phys. Chem. Solids, 2015, 84, 96–106.
38 X. Yu, Z. Tang, D. Sun, L. Ouyang and M. Zhu, Prog. Mater.

Sci., 2017, 88, 1–48.
39 A. Schneemann, J. L. White, S. Kang, S. Jeong, L. F. Wan,

E. S. Cho, T. W. Heo, D. Prendergast, J. J. Urban,
B. C. Wood, et al., Chem. Rev., 2018, 118, 10775–10839.

40 X. Yu, Z. Tang, D. Sun, L. Ouyang and M. Zhu, Prog. Mater.
Sci., 2017, 88, 1–48.

41 E. Albanese, G. N. Kalantzopoulos, J. G. Vitillo, E. Pinatel,
B. Civalleri, S. Deledda, S. Bordiga, B. C. Hauback and
M. Baricco, J. Alloys Compd., 2013, 580, S282–S286.
6408 | RSC Adv., 2024, 14, 6398–6409
42 G. N. Kalantzopoulos, J. G. Vitillo, E. Albanese, E. Pinatel,
B. Civalleri, S. Deledda, S. Bordiga, M. Baricco and
B. C. Hauback, J. Alloys Compd., 2014, 615, S702–S705.

43 R. Skoryunov, O. Babanova, A. Soloninin, A. Skripov and
S. Orimo, J. Alloys Compd., 2020, 823, 153821.

44 O. Zavorotynska, I. Saldan, S. Hino, T. D. Humphries,
S. Deledda and B. C. Hauback, J. Mater. Chem. A, 2015, 3,
6592–6602.

45 X. Wang, X. Xiao, J. Zheng, X. Huang, M. Chen and L. Chen,
Int. J. Hydrogen Energy, 2020, 45, 2044–2053.

46 J. Zheng, X. Wang, X. Xiao, H. Cheng, L. Zhang and L. Chen,
Chem. Eng. J., 2021, 412, 128738.

47 X. Wang, X. Xiao, J. Zheng, Z. Hang, W. Lin, Z. Yao, M. Zhang
and L. Chen, Int. J. Hydrogen Energy, 2021, 46, 23737–23747.

48 A. Pundt and R. Kirchheim, Annu. Rev. Mater. Res., 2006, 36,
555–608.

49 E. Albanese, M. Corno, M. Baricco and B. Civalleri, Res.
Chem. Intermed., 2021, 47, 345–356.

50 R. Wu, Z. Ren, X. Zhang, Y. Lu, H. Li, M. Gao, H. Pan and
Y. Liu, J. Phys. Chem. Lett., 2019, 10, 1872–1877.

51 M. P. Suh, H. J. Park, T. K. Prasad and D.-W. Lim, Chem. Rev.,
2012, 112, 782–835.

52 H. W. Langmi, J. Ren, B. North, M. Mathe and D. Bessarabov,
Electrochim. Acta, 2014, 128, 368–392.

53 J. Ren, H.W. Langmi, B. C. North andM.Mathe, Int. J. Energy
Res., 2015, 39, 607–620.

54 S. P. Shet, S. S. Priya, K. Sudhakar and M. Tahir, Int. J.
Hydrogen Energy, 2021, 46, 11782–11803.

55 X. Zhang, P. Liu and Y. Zhang, Inorg. Chim. Acta, 2023,
121683.

56 M. Rueda, L. M. Sanz-Moral and A. Martin, J. Supercrit.
Fluids, 2018, 141, 198–217.

57 S. Thiangviriya and R. Utke, Int. J. Hydrogen Energy, 2015, 40,
4167–4174.

58 J. Zheng, Z. Yao, X. Xiao, X. Wang, J. He, M. Chen, H. Cheng,
L. Zhang and L. Chen, Int. J. Hydrogen Energy, 2021, 46, 852–
864.

59 M. V. Soanos, A.-L. Chaudhary, M. Paskevicius,
D. A. Sheppard, T. D. Humphries, M. Dornheim and
C. E. Buckley, J. Alloys Compd., 2019, 775, 474–480.

60 J. Zhang, S. Yan and H. Qu, Int. J. Hydrogen Energy, 2018, 43,
1545–1565.

61 N. A. Strange, N. Leick, S. Shulda, A. Schneemann, V. Stavila,
A. S. Lipton, M. F. Toney, T. Gennett and S. T. Christensen,
ACS Appl. Energy Mater., 2022, 5, 1690–1700.

62 M. Fitzgerald, S. Shulda, N. A. Strange, A. Schneemann,
V. Stavila, L. F. Wan, K. Gross, T. Gennett, S. Christensen,
S. Pylypenko, et al., J. Phys. Chem. C, 2022, 126, 19024–19034.

63 Y. Jia and X. Yao, Int. J. Hydrogen Energy, 2017, 42, 22933–
22941.

64 K. Xian, B. Nie, Z. Li, M. Gao, Z. Li, C. Shang, Y. Liu, Z. Guo
and H. Pan, Chem. Eng. J., 2021, 407, 127156.

65 Z. Huang, Y. Wang, D. Wang, F. Yang, Z. Wu, L. Wu and
Z. Zhang, Phys. Chem. Chem. Phys., 2019, 21, 11226–11233.

66 M. Rueda, Ó. Benito-Román, A. Girella, P. Cofrancesco and
C. Milanese, J. Energy Storage, 2020, 31, 101674.
© 2024 The Author(s). Published by the Royal Society of Chemistry

https://www.eera-fch.eu/component/attachments/?task=download&id=429
https://www.eera-fch.eu/component/attachments/?task=download&id=429
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3ra08710g


Paper RSC Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

0 
Fe

br
ua

ry
 2

02
4.

 D
ow

nl
oa

de
d 

on
 2

/9
/2

02
6 

1:
15

:5
1 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
67 A. Schneemann, L. F. Wan, A. S. Lipton, Y.-S. Liu, J. L. Snider,
A. A. Baker, J. D. Sugar, C. D. Spataru, J. Guo, T. S. Autrey,
et al., ACS Nano, 2020, 14, 10294–10304.
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