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Different types of chemicals and products may exhibit various health risks when administered into the
human body. For toxicity reasons, the number of new drugs entering the market through the
conventional drug development process has been reduced over the years. However, with the advent of
big data and artificial intelligence, machine learning techniques have emerged as a potential solution for
predicting toxicity and ensuring efficient drug development and chemical safety. An ML model for
toxicity prediction can reduce experimental costs and time while addressing ethical concerns by
drastically reducing the need for animals and clinical trials. Herein, MolToxPred, an ML-based tool, has
been developed using a stacked model approach to predict the potential toxicity of small molecules and
metabolites. The stacked model consists of random forest, multi-layer perceptron, and LightGBM as
base classifiers and Logistic Regression as the meta classifier. For training and validation purposes,
a comprehensive set of toxic and non-toxic molecules is curated. Different structural and
physicochemical-based features in the form of molecular descriptors and fingerprints were employed.
MolToxPred utilizes a comprehensive feature selection process and optimizes its hyperparameters
through Bayesian optimization with stratified 5-fold cross-validation. In the evaluation phase,
MolToxPred achieved an AUROC of 87.76% on the test set and 88.84% on an external validation set. The
McNemar test was used as the post-hoc test to determine if the stacked models’ performance was
significantly different compared to the base learners. The developed stacked model outperformed its
base classifiers and an existing tool in the literature, reaffirming its better performance. The hypothesis is
that the incorporation of a diverse set of data, the subsequent feature selection, and a stacked ensemble
approach give MolToxPred the edge over other methods. In addition to this, an attempt has been made
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a molecule with a plausible downstream pathway of action. MolToxPred may be helpful for drug
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contaminants in water, and hazardous gases in the air we
breathe." People can get exposed to these chemicals simulta-

1. Introduction

In the modern world, the exposure of human beings to
a plethora of potentially harmful chemicals is a reality of life.
Human bodies process chemicals regularly, ranging from
pharmaceuticals to food additives and from natural compounds
to cosmetic products. Humans are now even prone to agricul-
tural and industrial chemicals such as pesticide residue in food,
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neously and/or sequentially through a variety of exposure routes
like oral, dermal, or inhalation. Exposure to these chemicals
can trigger adverse drug reactions, allergic responses, disrup-
tion of the endocrine system, and even disability or morbidity
due to carcinogenic pathways and tissue and/or organ damage.
The health risk assessment of these chemicals' exposure
depends on the dose, frequency, duration, and administration
route.”> Furthermore, every year, hundreds of new synthetic
chemicals are being released into the environment, which are
directly or indirectly accumulating in humans.

All the chemical ingredients for human applications are
required to meet certain regulatory requirements to be certified
as safe for use. The drug discovery process involves various
stages from ideation, to lead identification to development to
approval. This process, of drug safety assessment, is a crucial
but long, expensive, and very complicated process. Clinical trial
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data from 2010 to 2017 shows that toxicity is attributed to 30%
of clinical failures of drug development.* The conventional
process for toxicity identification involves in vivo and in vitro
screening techniques. Although these methods have proven to
be helpful, they tend to be time-consuming, inefficient, and
highly expensive.>** The use of animal testing in clinical trials
has been under question due to the ethical and accuracy
reasons for predicting human toxicity.> This has led to the
emergence of in silico approaches for predicting toxicity which
can utilize the inherent properties of the molecules.

Computational approaches have proven to be a promising
pre-screening technique for a large number of potential mole-
cules being explored through high-throughput screenings.®” In
silico approaches have the advantage of predicting toxicity even
before the compound is synthesized,' saving time and money
over traditional toxicity prediction methods. The in silico
approach is based on the concept of the “molecular similarity
principle”, which suggests that molecules with similar struc-
tures will have similar biological activities." These methods use
the structural and molecular properties of these molecules to
extract the most useful information for the prediction of
toxicity.®*>*3

Several in silico methods have been developed for toxicity
prediction like structural alerts, read-across, and Quantitative
structure-activity relationships (QSAR)."* Structural alert (SA) is
a chemical substructure that is associated with toxicity,'® it can
be an atom or a collection of atoms. These can be determined by
using specialized human expertise'® or statistical analysis of
fragmented datasets.” SAs are usually used in a rule-based
fashion and associate the presence of structural alert or its
combination with toxicity."® Another method is read-across
which uses information from compound(s) with known prop-
erties to infer information for other similar uncharacterized
compounds of the same chemical category.” The similarity of
two chemicals can be calculated statistically using different
distance metrics like Tanimoto, Euclidean, Hammings, etc®.
Although the read-across method is transparent and easy to
implement, read-across uses a small dataset as compared to
other methods owing to the small number of analogs for
a compound. The interpretation of results can be complex
depending on the choice of similarity and strength of simi-
larity.”* QSAR methods make use of multiple types of machine
learning algorithms to establish a link between chemical
structure and toxicity. Unlike other methods, QSAR can quantify
the relationship between structure and toxicity on their physi-
ochemical property basis.* Machine Learning (ML) is one of the
most widely used methods for making such predictions. The
machine learning algorithms used have the potential to map
both linear and non-linear relationships.

Machine Learning has even outperformed animal testing for
a few applications like RASAR by Luechtefeld et al. for oral and
dermal toxicity, eye and skin irritation, and mutagenicity.”> ML
algorithms can be broadly classified into two types - supervised
and unsupervised learning. In supervised learning, all data is
labeled and the algorithm learns to map the output label from
the input data. Unsupervised learning has all the unlabeled
data and the algorithm learns the underlying structure of the
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data. ML can use different algorithms employing a molecule's
chemical and structural properties as a feature set for toxicity
prediction. Many supervised ML methods have been explored
that use these feature sets for toxicity predictions such as
ToxiM,** DeepTox,® eToxPred,"” and ProTox.® One of the most
used datasets for these studies is the Tox21 dataset,*® which is
a collection of in vitro toxicity screening results of thousands of
chemicals and approved drugs. DeepTox was one of the best-
performing methods in this Tox21 challenge.”* It utilizes the
potential of a Deep Neural Network (DNN) trained on molecular
descriptors and fingerprints to predict the toxicity of nuclear
receptor panels and stress response panels. eToxPred is
amethod to predict the synthetic accessibility and the toxicity of
molecules. It employs an extra Tree Classifier to predict the
toxicity by using only fingerprints. It uses publicly available
datasets like FDA-approved, KEGG Drug,” TOXNET,*® T3DB,*”
and TCM?*® for training and testing the model for toxicity. It
reports an AUC of 0.82 for the prediction of toxicity."® ToxiM is
another tool for the prediction of toxicity of molecules using
fingerprints and descriptors as input features. It trains
a random forest model on self-curated positive and negative
datasets, which even includes human metabolites as non-toxic
molecules.”” The performance is validated using a validation
set and reports an accuracy of 93%. But the drawback of ToxiM
is that the dataset used for training is limited by the diversity of
data and the number of compounds.

There are several computational methods available for
toxicity prediction, but their use is restricted either because the
tool is not freely available or because the model was trained on
extremely specialized data. So, there is still a need for a method
that is not only highly accurate but also fast in training and
easily deployable in a classical computing environment. Due to
advances in both technology and the exploration of chemical
space, the amount of data collected in the pharmaceutical
sector is increasing exponentially. To effectively handle the
immense amount of data in the chemical-biological space,
a machine-learning method that can keep pace is essential.
Hence, this study proposes a combination of machine learning
and cheminformatics approaches to accurately predict mole-
cule toxicity. The approach involves developing a stacked model
utilizing three different base models: LightGBM, random forest,
and multi-layer perceptron. These models are selected based on
their distinct advantages as individual models and their
demonstrated effectiveness in previous studies®***° on toxicity
prediction. Model stacking is a popular and successful
approach that has been recently applied in many areas of
cheminformatics.**** Stacking allows the flexibility of varied
base models that can be trained using a variety of algorithms,
architectures, and hyperparameter configurations. By
leveraging the diverse characteristics and capabilities of these
models, the stacking approach aims to achieve enhanced
predictive power for the task.

In terms of data, most of the available works use either
descriptors or fingerprints (or a single type of fingerprint) for
training purposes. The current work is one of the few attempts
to combine descriptors and fingerprints to harness the
maximum information and predict the toxicity of molecules.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Extensive effort has been put into curating the dataset on which
the proposed model gets trained and assessed. The data has
been compiled from diverse fields like natural products, human
metabolites, known drug molecules, potentially hazardous
chemicals, aerosols, and synthetic bio-active compounds.
Toxicity is one of the primary properties that are assessed by any
industry dealing with compounds for human consumption. For
that matter, “the structure of a chemical substance implicitly
determines its physical and chemical properties and reactivity,
and these properties interact with biological systems to deter-
mine its biological/toxicological properties”,**** Hence molec-
ular descriptor and fingerprint-based approach is chosen which
represents the structural and physicochemical properties of the
compound. Additionally, in the current study an attempt is
made to make informed predictions regarding the potential
endpoints associated with a molecule, by searching for the
defined structural alerts within the molecule in question. For
identifying structural alerts in this study Tox21 data is consid-
ered. The Tox21 compound library has information about 12
biological receptors: a panel of seven nuclear receptors (NR) and
five stress response (SR) pathway assays. Data generated from
Tox21 has been used to identify compounds that interact with
specific toxic pathways, including some not previously
known.***” The proposed method, by incorporating the afore-
mentioned factors, aims to handle an ever-increasing number
of compounds being tested by pharma and other industries.

The rest of the paper is organized as follows: Section 2 is
Materials and Methods. It discusses the dataset i.e. toxic and
non-toxic data, the input features i.e. molecular descriptors and
fingerprints, and the feature selection methods applied. It
further talks about model building and evaluation which
describes the Stacked model architecture and the associated
classifiers, followed by the proposed workflow and the model
evaluation metrics. Section 3 is Results and discussions, which
discusses the results of data processing and feature selection,
feature importance, the selection of optimal hyperparameters,
toxicity label prediction, and discussions. The model was not
only compared with a few base model algorithms but also with
an existing tool for toxicity prediction. Section 4 is the structural
alerts study and Section 5 is Conclusion.

2. Materials and Methods

The quality of the data limits the performance of a machine
learning (ML) model. Along with data availability, tuned hyper-
parameters are an important prerequisite for model performance
and reproducibility in modern machine learning algorithms. This
section discusses data compilation and curation, pre-processing,
descriptor and fingerprint calculation, feature selection, data
splitting, learning algorithms, and model evaluation.

2.1 Datasets

The most important aspect of the supervised machine learning
algorithm is a labeled dataset. A robust dataset is required as it
will govern the model's performance. In the current study, the
data from varied sources were collected, curated, and labeled
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Table 1 Dataset sources used to evaluate the performance of the
toxicity prediction tool

Dataset Size Usage
FDA approved drugs 3008 Non-toxic
KEGG drug database 3682 Non-toxic
Human metabolites (BiGG 1263 Non-toxic
model)

TOXNET 3036 Toxic
T3DB 3689 Toxic

with two classes viz. toxic and non-toxic depending upon their
source. The toxic dataset is labeled as one and consists of
known toxins, while the non-toxic dataset is labeled as zero and
consists of non-toxins. The dataset was initially cleaned to
remove duplicates and salts/metals/duplicates/biologicals. The
details of the curated dataset have been given in Table 1.

2.1.1 Non-toxic data. The non-toxic dataset comprises the
drug molecules that have been approved by regulatory bodies
i.e. FDA and KEGG drug database® and the metabolites present
in the human body from the RECON1 model in BIGG data-
base.*® The drugs collected from these regulatory databases
might have some side effects but considering their therapeutic
advantages it qualifies as non-toxic. FDA-approved drugs (1515)
were collected from DrugBank® and the KEGG drug database
contains around ~3682 drugs approved in U.S., Japan, and
Europe. As the human metabolites from pathways have not
been reported toxic to humans,** this data has also been added
to the non-toxic molecules. The 1263 human metabolites were
retrieved from the RECON1 model in UCSD's BIGG database.*®
The rationale behind including the human metabolites is that
these are produced by conserved pathways and to date, no
reports of toxicity have been reported.

The Tanimoto similarity*® coefficient was used to compare
the non-toxic molecules from all the sources, and any molecule
with a coefficient of more than 0.95 was excluded as it would be
redundant to include because of high similarity. The final non-
toxic dataset consists of 5933 non-redundant non-toxic
molecules.

2.1.2 Toxic data. The toxic dataset contains toxins from two
sources (i) 3036 molecules from TOXNET (ii) and 3689 mole-
cules from the Toxin and Toxin Target Database (T3DB) data-
base. The TOXNET data earlier maintained by NIH and NLM
has now been moved to HSDB in PubChem. It is an amalgam-
ation of over 15 databases on toxicology, hazardous chemicals,
environmental health, and toxic releases.>® T3DB is a collection
of common toxins like drugs, pollutants, pesticides, cosmetics,
etc., and their specific human target proteins.”” Metals and
small peptides were removed from T3DB data for this analysis.
Further redundant and similar molecules were removed at
a Tanimoto coefficient threshold of 0.95. This resulted in the
final 4696 toxic molecules labelled as one.

2.2 Input features

The principal information for predicting toxicity is based on
a drug's chemical structure, as molecules with similar
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structures may have similar toxicological pathways and prop-
erties.”* In the current work, each compound's chemical
molecular structure is expressed in Simplified Molecular-Input
Line-Entry System (SMILES) format. The SMILES notation of the
molecules obtained from various databases was then converted
into canonical SMILES ie. unique SMILES considering the
connectivity and chirality of the molecule using the RDKit
library.** From this data, a set of 180 random molecules were
initially set aside to use as an external validation set for
assessing the built model performance later. It was made sure
that these molecules are representative of new molecules and
don't share much similarity with the train or test set. For
computers to understand the chemical structure, it must be
represented in a machine-readable format, such as numbers or
characters. The molecular descriptors and fingerprints are
these mathematical representations of chemicals and serve as
the input features for further analysis and predictions. The
details of molecular descriptors and fingerprints have been
given in the below subsections. This numerical representation
of the data helps for the faster processing of the chemical
structures data in a high-throughput fashion.

2.2.1 Molecular descriptors. Molecular descriptors are
mathematical representations of the molecular properties of
compounds/molecules generated by algorithms. These are used to
quantitatively define the physical and chemical information of the
compounds/molecules.*® The choice of descriptors has a strong
influence on the predictive performance of the model. Molecular
descriptors can be classified according to dimensionality: 0D, 1D,
2D, 3D, and 4D descriptors. For the purpose of this study 0D, 1D &
2D descriptors have been calculated via RDKit* library in Python.
The missing values were substituted with 0 and the infinite values
with 1. 0D-descriptors are independent of molecular connectivity
and conformations and refer to atom and bond type counts. 1D-
descriptors contain information about fragment counts, and
their calculation is independent of information on molecule
structure. 2D-descriptors are topological descriptors, derived from
molecular graphs, and are conformationally independent.* These
descriptors have two major categories: (1) physicochemical prop-
erties and (2) fraction of a substructure. Examples of these
descriptors have been given in Table 2.

2.2.2 Molecular fingerprints. Fingerprints are another form
of a descriptor in which molecular structures are encoded to
a bit string. It is a series of binary digits (bits), representing the
presence or absence of a particular substructure in the molecule
indicated by 0 and 1 respectively. These are numeric arrays of n
bits long, where n depends on the fingerprint algorithm. The
PaDELpy library in Python, which is a wrapper for PaDEL-

Table 2 Type of descriptors with examples

Descriptor Examples

0D Bond counts, mol weight, atom counts

1D Fragment counts, H-bond acceptor/donors,
PSA, number of rings

2D Balaban, Randic, Wiener, BCUT, kappa, chi
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Descriptor*® software, has been used to calculate the molecular
fingerprints for the input data. The list of fingerprints calcu-
lated have been mentioned in Table 4.

2.3 Feature selection

The molecular descriptors and fingerprints have proved its
importance as features over the years for predicting various
properties*>*” of the small molecules and not solely toxicity
prediction. However, all the molecular features might not be
effective for the prediction of the toxicity of the small molecules,
and such ineffective features will not only increase the time
required for the training but also adversely impact the perfor-
mance of the model. Feature selection reduces the complexity of
a model and makes it easier to interpret. So, this necessitates
the use of efficient feature selection methods that can identify
and remove irrelevant and redundant information to obtain
practical results. The current dataset for the defined problem in
this study consists of molecular descriptors which are numeric
continuous values & molecular fingerprints which are high-
dimension discrete binary values.

As a result, separate univariate feature selection techniques
have been used to select fingerprints and descriptors. This aims
to select features that are significantly associated with the target
variable while removing highly correlated features. This ensures
that the selected features capture relevant information about
toxicity and minimize multicollinearity, which can improve the
performance and interpretability of the model. To carry out
feature selection, a cross-validation strategy is implemented,
where the dataset is split into training and testing subsets. The
feature selection process is performed solely on the training
data to prevent any information leakage from the test set,
ensuring unbiased results. Stratified k-fold cross-validation is
employed, which takes into account the class distribution of the
target variable to maintain its proportionality across the folds.
The steps involved in feature selection are shown in Fig. 1 and
are described in the below subsections.

2.3.1 Feature selection for molecular fingerprints. To
characterize molecular structural properties of compounds, 12
types of molecular fingerprints are generated using PaDELPy,
a Python wrapper for PaDEL-Descriptor software.*® This repre-
sentation of the molecular structure through a chain or vector of
bits, with a fixed length, can vary from 79 bits to 4860 bits
leading to a large feature set. This feature set can affect the
reliability of the built model due to the presence of irrelevant
and redundant correlated fingerprints. Therefore, to address
this issue, each fingerprint type listed in Table 4 (such as the
PubChem fingerprint, Estate fingerprint, etc.) has been indi-
vidually subjected to the feature selection procedure and then
combined subsequently for additional model training.

As molecular fingerprints are discrete values, the chi-square
method is used to evaluate features individually with respect to
classes ie. toxic or non-toxic in the target variable. It is
a statistical test of independence and estimates whether the
class label is independent of a feature or not.** Each PaDEL
fingerprint has been treated as an individual feature set, and
features have been selected separately. The chi-squared test is

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 The workflow depicts the feature selection techniques applied to the data under stratified 5-fold cross-validation.

based on comparing the obtained values of the frequency of
a class to the expected frequency of the class. To use the chi-
square test for feature selection, the hypotheses are:

e Null Hypothesis HO: feature & Target Variable are not
dependent.

e Alternate Hypothesis H1: feature & Target Variable are
dependent.

The criterion for accepting or rejecting the null hypothesis is
determined by whether the p-value is more or less than the
significance level (a) respectively. Due to the execution of
multiple hypothesis tests Bonferroni corrections® have been
applied over the chi-squared test.

Further to deal with multicollinearity i.e. correlated features
which may act as redundant features, Cramer's v-test® is used.
Cramer's v-test is a chi-square-based statistic that assesses how
strongly two (nominal) categorical variables are associated or
dependent on one another.

Cramer's Vranges between 0 = V < 1, the closer Vis to 0, the
smaller the association between the categorical variables. So
highly correlated features i.e. with Cramer's V correlation
greater than 0.5 (ref. 51 and 52) were discarded and only small
and medium associations were kept. Table 4 lists the features
selected for all the fingerprints for further usage in the model.

The feature selection process is integrated with five-fold
stratified cross-validation. This helps in performing the
feature selection in a more robust and unbiased manner. By
repeatedly splitting the training data into training and valida-
tion sets, it can be assessed how well the selected features
perform across different subsets of the training data.

Within each fold, Bonferroni corrected chi-square test was
applied to the training data to select features based on their p-
values (<0.05). These selected features in the same fold are then
evaluated using Cramer's V test to identify and remove features

© 2024 The Author(s). Published by the Royal Society of Chemistry

with high correlations above the threshold of 0.5. Finally,
a consensus is determined by considering the occurrence or
agreement of each feature across multiple folds. The details of
the chi-square test, Bonferroni corrections, and Cramer's v-test
are given in ESL.}

2.3.2 Feature selection for molecular descriptors. Molec-
ular descriptors i.e. the molecule level features which comprise
structural and physicochemical properties of small molecules
are calculated using the RDKkit library in Python.** These consist
of 208 descriptors which are ‘numerical’ values, that act as
feature sets for predicting toxicity. From this vast set of
descriptors, those that significantly affect the performance of
the model in predicting toxicity have to be selected. The
objective is to choose a set of descriptors that can collectively
capture the maximum information about the target variable.
For this purpose, mutual information statistics have been used
for calculating the relationship between each molecular
descriptor and toxicity label.

Mutual information describes relationships in terms of
uncertainty i.e. entropy. The mutual information (MI) between
two quantities is a measure of the extent to which knowledge of
one quantity reduces uncertainty about the other. MI is zero
when two quantities are independent and higher values for
higher dependency. So, the aim is to select features that have
higher mutual information w.r.t to target variable toxicity. The
MI between continuous variable X and discrete variable Y
represents the reduction in the uncertainty of Y i.e. target vari-
able after observing the X. The mutual information has been
calculated using the sklearn library in Python. The function
used in this library relies on nonparametric methods based on
entropy estimation from k-nearest neighbor distances.**** The
details and mathematical representation of the M.I. calcula-
tions have been described in the ESL¥

RSC Adv, 2024, 14, 4201-4220 | 4205
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Leaf-wise tree growth

Fig. 2 Leaf wise tree growth in LightGBM.>8

After the MI score for each feature X in the train set is
computed with stratified five-fold cross-validation, a threshold
value of 0.025 is set as a criterion for feature selection. In
addition to this, measures have been taken to remove the
multicollinearity in the features. This is done using the Pearson
correlation® method to remove redundant highly correlated
features which could lead to noise in data. So, highly correlated
features i.e. with absolute Pearson correlation greater than 0.9
were discarded within the same fold. Similar to molecular
fingerprints a consensus is taken across all folds by considering
the occurrence of each feature across multiple folds and final
features are selected.

2.4 Model building & evaluation

2.4.1 Model stacking. In the current work, the toxicity
prediction problem has been treated as a classification task. To
improve the overall prediction performance, a stacked model
approach has been implemented. This approach leverages the
concept of model stacking, which has shown that combining
predictions from multiple diverse models can result in better
predictions as compared to using models in isolation.>®

The architecture of the stacked model consists of two or
more well-performing models as base models. These base
models get trained on the training data and generate prediction
probabilities for each label. These predicted probabilities then
serve as input features for a meta-classifier. The meta-classifier
is trained on the predictions made by the base models using
out-of-sample data. The out-of-sample predictions are gener-
ated through k-fold cross-validation and have the same size as
the original training set. In other words, the data that was not
used to train the base models are utilized to train the meta-
classifier, enabling it to make predictions based on the collec-
tive insights from the base models. In the current study, three
base classifiers were employed followed by a meta-classifier.
Each of the base classifiers and the meta classifier has been
explained in the below subsection.

2.5 Base learners

2.5.1 LightGBM. LightGBM is a gradient-boosting decision
tree (GBDT)*” method developed by Microsoft in 2017.° The
LightGBM algorithm is considered as a fast and efficient form of

4206 | RSC Adv, 2024, 14, 4201-4220

GBDT. It is an ensemble model with a decision tree as its base
model, which can be trained sequentially. It works on mini-
mizing the prediction error by combining multiple weak
learners to form a strong one. The initial tree will, like other
gradient boosting algorithms, learn to fit the target variable,
and then each new learner will fit the residual (gradient of loss
function) of the previous tree, and minimize the residual. This
leads to improved accuracy and reduced bias in the predictions.
LightGBM splits the tree in a leaf wise-manner (Fig. 2) with
a depth limitation strategy as opposed to the conventional level-
wise tree building in other boosting algorithms.* This means
that as a tree grows deeper, it concentrates on extending a single
branch rather than growing multiple branches. LightGBM can
handle categorical data and provides faster training with tech-
niques like gradient-based one-side sampling (GOSS) and
exclusive feature bundling (EFB).

2.5.2 Random forest (RF). Random forest is a decision
tree-based ensemble technique, specifically a bagging tech-
nique.*® Bagging is a technique where several decision trees are
trained in parallel followed by aggregation. These parallel trees
are built on various subsets of the training dataset using
different subsets of available features which helps reduce the
variance. These data points and features are chosen at random
with a replacement which is called bootstrapping. Boot-
strapping ensures that each decision tree in the forest is
unique leading to a reduction in the variance of the classifier.®
For the classification task, a majority vote is taken of all the
decision trees ie. the most frequent categorical variable will
lead to the predicted class.

2.5.3 Multi-layer perceptron (MLP). An MLP is an artificial
neural network that consists of at least three interconnected
neuron layers: an input layer, a hidden layer, and an output
layer. The input layer receives the input data to be processed
and the output layer performs the required task of prediction.*
A number of hidden layers placed between the input and output
layers perform the computational task of the MLP using various
activation functions. These activation functions introduce non-
linearity into the network, allowing it to learn and model
complex relationships in the data. The MLP follows a feed-
forward architecture, where data flows from the input layer
through the hidden layers to the output layer. The neurons
within the MLP are trained using the backpropagation
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algorithm, which adjusts the weights and biases of the neurons
to minimize the error between the predicted and actual
outputs.®

2.5.4 Logistic regression: meta learner. Logistic regression
is employed as the meta learner, it is a simple and efficient
statistical method for binary classification problems.® It uses
a logistic function also known as a sigmoid function to return
the probability of a label. The output of logistic regression falls
within the range of 0 and 1.** In addition, logistic regression
does not necessitate a linear relationship between inputs and
output variables. Instead, it applies a nonlinear log trans-
formation to the odds ratio. The output of logistic regression
represents the probability of each class, which is obtained by
applying the sigmoid function to the log odds:

1

8(2)= 7 =

1)

where g(z) is the probability converted by the sigmoid function
and z is log odds in eqn (1).

2.6 Proposed workflow

In the current work, a stacked model-based approach has been
taken. The method aims to learn from the feature representa-
tions of the small molecules to predict toxicity. The performance
of the proposed workflow is evaluated on the curated dataset
described in section 2.1. The specific steps for predicting small
molecule toxicity using LightGBM are described as follows:

(1) Input datasets: the preprocessed dataset after removing
duplicates, missing values, biologicals, and faulty SMILES is
used as input for the prediction of toxicity. It contains both non-
toxic and toxic molecules, which have been compiled from
different sources mentioned in Table 1. Data is divided into
training and test set in a ratio of 80:20 and normalized. To
handle the slight imbalance between the two classes of data,
sklearn parameter class weight is set to ‘balanced’ for each of
the base learners and meta learner.

(2) Feature extraction and feature selection: features are
extracted from the SMILES representation of the molecules in the
form of molecular descriptors and fingerprints with the help of
RDKit* and PadelPy® libraries respectively in Python. The
redundant and highly correlated features are removed, using the
feature selection techniques described in Section 2.3.1 and 2.3.2
for molecular fingerprints and descriptors respectively. It is to be
noted that feature selection was performed individually for each
molecular fingerprint, to select only optimal features and was
combined in the end for further predictions. These molecular
representations are then used as input for model building.

(3) Hyperparameter tuning: the selection of hyperparameters
plays a crucial role in building a model. Hyperparameters are all
the parameters that the user can set before training the model
to control the learning process. Therefore, to achieve the best
performance on the data in a reasonable time, hyperparameter
optimization is required. Bayesian optimisation is a method to
find the best values of hyperparameters based on the Bayes
theorem which will minimize or maximize an objective func-
tion. The two main steps include: it builds a probability model
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i.e. a primary function that assumes the distribution of the
objective function which is to be optimized. This prior function,
also called the surrogate model, is updated by using an acqui-
sition function. The acquisition function identifies the next
input values to evaluate. The goal of Bayesian optimization (eqn
(2)) is to find the global maximum or minimum value of func-
tion f{x) in the candidate set S and then generate the corre-
sponding best combination of hyperparameters.®

X* = aAr8ye Smaxf(x) (2)

where the hyperparameters are input to the function f(x)
and maximum metric of choice is set to be output of the func-
tion f{x).

For learning a generalized model, the training dataset is
randomly divided into five equal parts, in which one part is the
independent validation set. The remaining parts were used to
train the models and find the best hyperparameters using strati-
fied five-fold cross-validation. The workflow utilizes stratified k-
fold cross-validation as it uses stratified sampling which ensures
that the ratio of the toxicity label remains the same across original
data, training data, and test data. This way a more accurate
assessment of performance is achieved by ensuring that no value
is over- or underrepresented in the training and test sets. This
significantly reduces both bias and variance as most of the data is
being used for the training set and validation set respectively.

Hyperparameter optimization is done by performing 10
iterations of Bayesian optimization®” with Gaussian processes
as a surrogate model and upper confidence bounds as acqui-
sition functions using the scikit BayesOpt® package for eight
hyperparameters of LightGBM. For random forest, the Hyper-
Opt® package is used for tuning five hyperparameters by per-
forming 10 iterations, with the Tree-structured Parzen
Estimators (TPE) algorithm, which uses the Expected Improve-
ment (EI) as the acquisition function. For Multi Layer Percep-
tron, BayesOpt*® package is wused for tuning three
hyperparameters of MLP using 10 rounds of optimization with
Gaussian processes as a surrogate model.

(4) Model stacking: the best hyperparameters obtained for
each base model are then used for training purposes. The
stacked model as shown in Fig. 3 has been implemented in the
following way:

Step 1: the training set for the Stacking Classifier model is
divided into five folds using the Stratified five-fold strategy,
preserving the percentage of each class. Cross-validation is
applied to avoid overfitting. For all base classifiers ie.
LightGBM, RF, and MLP, the training portion of each fold act as
a training set, and the predictions are made on the validation
portion of each fold.

Step 2: this validation set prediction probabilities from the
base models are concatenated, creating a new training set for
the meta-classifier. This new training set represents the
predictions from all three base models. The original labels are
retained as the labels for this dataset.

Step 3: the meta-classifier i.e. Logistic Regression model in
this study, combines the predictions made by the base classi-
fiers. The meta-classifier is trained using the new training set
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Fig. 3 Diagram of the model stacking approach used to predict toxicity target labels. Molecular descriptors and fingerprints are used as input
features. Base classifiers: LightGBM, random forest, and multi-layer perceptron. The predicted probabilities from each base classifier are used as
input features for the meta classifier: logistic regression. Final predicted label probabilities are output by the logistic regression.

and true target variable from the validation portion of the fold.
Following that, the meta-classifier is used to make predictions
on the test portion of the fold.

Step 4: the predictions from the meta-classifier are collected
for each fold, resulting in multiple sets of predictions for the
entire test set. The final predictions are calculated by averaging
the predictions from all folds.

This process accounts for the variability in predictions across
different folds and provides a more robust estimate of the
model's performance on unseen data. It helps mitigate over-
fitting risks and ensures a reliable evaluation of the model's
performance.

(5) Model evaluation: to evaluate the quality of the model's
predictions, the model is evaluated on various metrics as
mentioned in Section 2.7. Accuracy, AUC, Sensitivity, specificity,
MCC, and F1 score are calculated for both training and test
dataset. External validation data is used to further analyze the
stacked model's performance. The stacked model is also
compared with the individual base models. A corrected version
of McNemar's test is used to assess the statistical significance of
the stacked models' performance w.r.t each of the base classi-
fier's performance.

McNemar's test is non-parametric variant of x? test.”® It is
based on a 2 times 2 contingency table of the two model's
predictions. McNemar's test creates a contingency table that

4208 | RSC Adv, 2024, 14, 4201-4220

gives the successful and unsuccessful predictions of the two
models in question. In Table 3 a sample contingency table has
been given, showing b as the number of predictions where
model 1 succeeds and model 2 fails, and ¢ as the number of
predictions where model 2 succeeds and model 1 fails. If the
sum of ¢ and b is sufficiently large, the x> value follows a chi-
squared distribution with one degree of freedom.

Xz _ (b_c)z

(b+¢) (3)

Then McNemar's formula, corrected for continuity given by
Edward et al.,”* in equation is written as follows:

s (b= 1)
X fw (4)

After setting a significance threshold, here « = 0.05 the p-
value is computed, and the p-value is the probability of

Table 3 McNemar's contingency table

Model2 correct Model2 wrong

Model1 correct a b
Modell wrong c d
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observing this empirical (or a larger) chi-squared value. If the p-
value is lower than the chosen significance level, the null
hypothesis can be rejected that there is no significant difference
between the performance of the two models. Along with this,
the proposed model has also been compared with one of the
existing tools ‘eToxPred’ for better comparative assessment.

2.7 Model evaluation

In the context of toxicity binary classification, various metrics are
used to assess the performance of the model which are based on
the confusion matrix. The confusion matrix comprises True
Positives (TP), the number of toxic compounds that are correctly
predicted. False Positive (FP), which is the number of non-toxic
compounds incorrectly predicted as toxic. True Negatives (TN)
refer to the number of correctly predicted non-toxic compounds,
and lastly, False Negatives (FN) correspond to the number of
incorrectly labeled toxic compounds as non-toxic. The value of
sensitivity (recall) eqn (5) reflects the model's ability to correctly
predict toxic samples (1), a higher sensitivity value indicates
a lower rate of false negatives, indicating that the model is
effective in capturing and predicting toxic samples accurately.
Whereas the value of specificity eqn (6) represents the model's
ability to correctly predict non-toxic samples (0).** A balance
between the two indicates that the model is effective in dis-
tinguishing non-toxic samples from toxic ones. Accuracy eqn (7)
which is the estimate of the overall performance of the model is
also reported, along with the misclassification score. The
performance of the classification model across all classification
thresholds is represented by the receiver operating characteristic
(ROC) curve, which is used to assess a model's robustness. A
better metric of evaluation is the area under the curve (AUC), also
known as the area under the receiver-operating characteristic
(AUROC), for quantifying ROC which is also reported for model
performance. This curve is a graphical trade-off between True
Positive Rate (TPR) and False Positive Rate (FPR) at different
decision thresholds. The probability that a model would score
a randomly selected positive sample higher than a randomly
selected negative sample is expressed as the area under the ROC
curve or AUC. Higher prediction accuracy is indicated by an AUC
value that is nearer to 1." These evaluation metrics were imple-
mented using the scikit learn package” in Python.

Sensitivity = Recall = TPZ% (5)
Specificity = FPT—i-iNTN (6)
Accuracy = 357 TT§I:£§+ FN )
Precision = % (8)

Fl— 2 x Precision x Recall ©)

Precision + Recall

where, TP = True Positive, TN = True Negative, FP = False
Positive, FN = False Negative.
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Precision eqn (8) assesses the model's precision in identi-
fying toxic compounds from all the predicted positive cases.
Another metric used is the F1 score eqn (9) that combines both
precision and recall to provide an overall assessment of the
model's performance by taking the harmonic mean of precision
in eqn (8) & recall eqn (5). Precision assesses the model's
capability in identifying toxic compounds from all the predicted
positive cases. While the recall is the proportion of true positive
predictions out of all actual positive samples (toxic
compounds). A higher F1 score indicates that the model has
achieved a good balance between accurately identifying toxic
compounds (high precision) and capturing a large proportion of
all toxic compounds (high recall). Matthews Correlation Coef-
ficient (MCC) is a metric commonly used to evaluate the
performance of binary classification models. It takes into
account true positives, true negatives, false positives, and false
negatives to provide a balanced measure of the model's overall
performance which also has been reported.

3. Results and discussions
3.1 Data processing

In this study, 14 678 compounds were collected from different
publicly available databases as described in Table 1. For the
initial pre-processing, SMILES are formatted to the canonical
SMILES, duplicates are eliminated and redundant, and similar
molecules are removed by using a 0.95 threshold of the Tani-
moto coefficient. Finally, 10 449 compounds are obtained for
use as the training set (8359) and the test set (2090) for the
establishment of toxicity prediction models. A separate set of
180 random small molecules is reserved as an external valida-
tion set. The Tanimoto similarity scores were computed to
determine the degree of similarity between molecules in
different sets. In Fig. 4, a value of 0 indicates low similarity and
1 suggests identical molecules. The results show that there is
a relatively low degree of similarity between the compounds in
both the train-test data and the train-external validation data.

3.2 Feature selection

The PaDELpy library is used to calculate nine different types of
fingerprints and the RDKit library in Python is used to calculate
208 descriptors and Morgan fingerprints. Separate feature
selection techniques are applied to descriptors and fingerprints
to select features that are effective for the prediction of the
toxicity of the small molecules. Therefore, 76 relevant molecular
descriptors get selected from 208 descriptors (ESI 2.3.1}) using
mutual information and pearson correlation in a stepwise
manner as described in Section 2.3.2. Similarly, as described in
Section 2.3.1 both the Bonferroni corrected chi-square test and
the Cramer's v test, effectively eliminate a large number of
redundant and highly correlated fingerprints, yielding 2237
features from 12 193 features as shown in Table 4.

3.3 Feature importance

In order to address the black-box nature of machine learning
algorithms and make predictions more explainable, feature
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Table 4 Feature selection molecular fingerprints

Fingerprint Initial count Selected features
CDK Fingerprint 1024 763
CDK_extended Fingerprint 1024 781
CDK_graphonly fingerprint 1024 184
MACCS Fingerprint 166 54
AtomPairs2D Fingerprint 780 44
Estate Fingerprint 79 29
PubChem Fingerprint 881 73
KlekotaRoth Fingerprint 4860 78
Morgan Fingerprint 2048 193
Substructure Fingerprint 307 38
Combined data 12193 2237

importance scores are calculated. Feature importance in pre-
dicting the toxicity of a molecule is given through the permu-
tation importance method i.e. the contribution of each feature
is calculated in order to predict the target variable. Permutation
importance measures the decrease in a model's performance
when a single feature (i.e., each key or bit in the molecular
fingerprint or each molecular descriptor) is randomly shuffled.
If shuffling a feature's values has no effect on the model's
predictive performance, it indicates that the feature does not
make a significant contribution to the model's predictions. On
the other hand, if randomly shuffling the values of a feature
leads to a substantial decrease in predictive performance, it
suggests that the feature plays a more important role in the
model's predictions.” Each feature is shuffled multiple times
and the shuffled feature with the highest performance deviation
is the most important and vice versa.

The permutation importance of three individual base clas-
sifiers (random forest, MLP, and LightGBM) was calculated with
ten times repetition using the test data. Due to the black-box
nature of the stacked model,” only individual learners were
used to calculate permutation importance.

The systematic and repetitive approach enhances the reli-
ability and confidence in the feature importance assessment,

4210 | RSC Adv, 2024, 14, 4201-4220

reducing the impact of potential outliers or random fluctua-
tions. To take these repetitions into account in a more robust
manner and to understand the influence of the features in each
base learner's predictions an optimal estimator from associated
uncertainties’ is calculated. It is based on the maximum like-
lihood considerations and the same has been explained in the
ESI.} This optimal estimator provides a refined representation
of permutation scores, across the three models considering the
associated uncertainties from the repeats of permutation. The
features highlighted important from this estimate tells about
the features contributing to the model's prediction of classi-
fying a molecule as toxic or non-toxic.

Among the feature importance scores generated the top 50
important features according to their optimal estimate of
uncertainty have been depicted in Fig. 5 for illustration
purposes. Features identified as relevant have been discussed
below:

(1) Topological descriptors: topological descriptors are based
on a graph representation of the molecule. These take into
consideration the internal atomic arrangements of compounds
that encode information regarding molecular size, shape,
branching, presence of multiple bonds, number of aromatic
rings and heteroatoms.”® Balbanj’” is a distance-based topo-
logical descriptor and Ipc index is an information-theory-based
topological descriptor.”® BCUT 2D metrics take into account
bond-type for both adjacent and non-adjacent atoms™ is
another important topological feature which plays a role in
classification. These results of feature importance are in line
with a number of toxicity prediction studies on Tox21 (ref. 24)
like DeepTox,® and state-of-the-art tools like TOPKAT.** Other
findings also show that molecular connectivity indices are an
adequate predictive tool for assessing the level of toxicity of
a wide range of chemicals.*>*

(2) Physicochemical descriptors: these consist of the struc-
tural and chemical properties of the small molecules. Some of
the physicochemical descriptors i.e. min partial charge and max
partial charge have the highest feature importance score, these
model the distribution of electrons over a molecule. This

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Top-50 features ranked according to their optimal estimate of uncertainty.

indicates that electrostatic interactions impact the toxicity
profile of the drug. E-state indices play a vital role in toxicity
assessment by concurrently encoding the topology and elec-
tronic environment of molecular fragments.*® QED (quantita-
tive estimate of drug-likeness)® is a measure of the drug-
likeness of a molecule and reflects many properties like
molecular weight, octanol/water coefficient logP, topological
polar surface area, etc. These properties can affect how a mole-
cule interacts with biological systems and potentially influence
its toxicity. NHOH count: number of NHs or Ohs, number of
rotatable bonds, number of aliphatic rings and number of
aromatic heterocycles are all part of Rdkit's Lipinski parameters
of a molecule and found their place in top 50 important features
for toxicity prediction. These factors can contribute to toxicity
by influencing a molecule's interaction with biological targets,
potential nonspecific binding, metabolic stability, and struc-
tural characteristics impacting its bioactivity and potential
adverse effects.®

© 2024 The Author(s). Published by the Royal Society of Chemistry

(3) MOE type descriptors: another set of descriptors that find
its place in the top 50 important features are the MOE
descriptors. These are numerical features calculated from
a connection table representing molecular physical properties,
partial charge, along with the surface area contributions. This
also includes subdivided surface area descriptors which are
based on approximate van der Waals surface area calculation
for each atom along with its atomic properties.®*® These cover
contributions to octanol/water coefficient logP (SLogP descrip-
tors) and molecular refractivity (SMR). PEOE descriptors
calculate partial charges, which is based on the iterative quan-
tization of atomic orbital electronegativities.®” VSA_Estate is the
MOE type descriptor using EState indices and surface area
contribution. MOE-based descriptors have shown their impor-
tance in predicting in silico toxicity in studies by Su et al.,*® Jain
et al.,** Chavan et al.’® and ToxiM.**

(4) Molecular fragments and substructures: Fingerprints
are a way of encoding the structure of a molecule in a binary

RSC Adv, 2024, 14, 4201-4220 | 421
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form representing the presence or absence of particular
substructures. Estate fingerprints (electropological), MACCS
fingerprints (cover functional groups, ring systems), Morgan
fingerprints (circular), Klekota-Roth fingerprint®*(chemical
substructures enriched for biological activity) and graph-
based fingerprints are the crucial fingerprints in the top 50
features. Ext fingerprint is an extension of the CDK fingerprint,
which takes into account the nature of the ring, including rich
structural information®” and is a part of the important feature
list. These features' importance confirms that the structural
and molecular properties of the compound are crucial for
learning the relationship between molecules and their toxicity.
These fingerprints have also been used repeatedly by several
methods in this field by Feng et al.,*® Sharma et al. in ToxiM,**
and Zhang et al.**

3.4 Selection of optimal hyperparameters

3.4.1 LightGBM. The objective function of Bayesian opti-
mization is to maximize the metric ‘AUC’ while finding the best
combination of the hyperparameters. The default boosting
algorithm used by LightGBM is Gradient Boosting Decision
Tree (GBDT). But generally, the gradient-boosting trees suffer
from overspecialization i.e. trees added at the later iterations
contribute to the prediction of only a few samples and ignore
the others. On the other hand, the addition of dropouts in DART
(Dropouts meet Multiple Additive Regression Trees) makes it
difficult for trees at later iterations to specialize, hence
improving performance. Hence, the boosting type hyper-
parameter is set to ‘dart’. DART uses dropout similar to the
neural network and helps in the regularization of trees.

The eight hyperparameters selected through Bayesian opti-
mization mentioned in Table 5 govern the efficacy and speed of
the algorithm. L2 regularization has been applied to determine
optimal features through Bayesian optimization without
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overfitting. The number of leaves (num_leaves) is the maximum
number of leaves each weak learner has and is an important
parameter that governs the model complexity. The number of
leaves should be theoretically less than 2"max_depth, where
max depth determines the maximum depth each tree can
traverse while still growing leaf-wise.

3.4.2 Random Forest. Bayesian Optimization was per-
formed to select the optimal hyperparameters for the random
forest classifier while maximizing the accuracy. A set of five
hyperparameters and their corresponding search spaces used in
the optimization process are mentioned in Table 6 The criterion
used for splitting nodes was chosen between ‘entropy’ and
‘gini’. The optimal criterion selected was ‘entropy’. Entropy is
a measure of impurity in a set of samples. In the context of
random forest, it quantifies the disorder or randomness in the
target variable i.e. toxicity label distribution within a node. So,
the RF algorithm selects the node that minimizes the entropy
impurity. Other hyperparameters include the number of deci-
sion trees in a random forest, the depth of each tree, and the
minimum number of samples required to split the node.

3.4.3 Multi layer perceptron. The architecture of the MLP
used in this study is as follows:

In the input layer, the number of neurons is set to the number
of features for a record in the training data. In this case, the
number of neurons in the input layer is 2313; one neuron for
each feature. For classification tasks, the number of neurons in
the output layer corresponds to the number of class labels. In
this model, there is one neuron in the output layer with
a sigmoid activation function for the binary classification
problem. The MLP classifier used in this model consists of three
hidden layers with 1024, 256, and 64 neurons, respectively. These
hidden layers apply the rectified linear unit (ReLU) activation
function, which introduces non-linearity to the model and helps
capture complex patterns in the data. In addition to that three

Table 5 Hyperparameter search space and optimum value for LightGBM using Bayesian optimisation

Hyperparameters Space Description Optimum value
max_depth (3, 10) Maximum depth for tree model 10

num_leaves (31, 40) Number of leaves 40
learning_rate (0.001, 0.1) Learning rate 0.01
min_child_samples (20, 50) Minimal number of data in one leaf 32
min_child_weight (0.001, 0.1) Minimal sum hessian in one leaf 0.01

subsample (0.5, 0.9) Random selection of subset of samples 0.84
colsample_bytree (0.5, 0.9) Random selection of subset of features 0.5

lambda_12 (0.05, 0.8) L2 regularization 0.8

Table 6 Hyperparameter search space and optimum value for random forest using Bayesian optimisation

Hyperparameters Space Description Optimum value
max_depth (6, 13) Maximum depth for tree model 12
min_samples_leaf (1, 200) Minimum number of samples in a leaf 11
min_samples_split (2, 56) Minimum number of samples required 39

criterion
n_estimators

(‘entropy’, ‘gini’)
(50, 75, 100, 125, 100, 200, 300, 500)

4212 | RSC Adv, 2024, 14, 4201-4220

to split an internal node
Minimal number of data in one leaf
Number of trees

‘entropy’
200

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 7 Hyperparameter search space and optimum value for multi layer perceptron using Bayesian optimisation

Hyperparameters Space Description Optimum value
learning rate (0.001, 0.1) Step size for adjusting model parameters during training 0.001
dropout_rate (0.2, 0.5) Fraction of the input units to drop 0.306
regularization_strength (1 x 107°,0.01) Strength of L2 regularization 0.00803

dropout layers are also added to prevent overfitting of the model.
The optimizer used for weight optimization is the “Adam” opti-
mizer, a stochastic gradient-based optimizer. The model is
trained for a maximum of 10 iterations with a batch size of 32.
This means that the model processes the training data in batches
of 32 samples per iteration. The complete architecture of the
neural network architecture is illustrated in Figure S1.f
Furthermore, to mitigate overfitting, additional parameters such
as learning rate, dropout rate, and regularization strength are
optimized. The details of these are provided in Table 7.

3.5 Toxicity label prediction

In order to predict the toxicity of molecules using machine
learning, the choice of model is crucial. The proposed method
aims to enhance the efficiency and accuracy of toxicity predic-
tion, with a focus on improving the identification of true posi-
tive instances while maintaining overall prediction quality. A
stacked model approach is employed, which combines multiple
base classifiers including random forest (RF), multi-layer per-
ceptron, and LightGBM.

To assess the performance of our stacked model, it is
compared against its base classifiers, namely RF, multi-layer
perceptron, and LightGBM. Hyperparameters for all the base
models are tuned using stratified 5-fold cross-validation on the
training data.

By combining bagging and boosting models in a stacked
ensemble, the strengths of both techniques are being leveraged.
Bagging models help reduce variance and provide stable
predictions while boosting models reduce bias and capture
complex relationships.”® Furthermore, by incorporating
a neural network into the stacked model, its strengths in
capturing non-linear relationships, feature extraction, and
generalization,” lead to improved predictive accuracy and
overall model performance.

The prediction results of the test and external validation set
under different classifiers are shown in Table 8. In order to
evaluate the robustness of the models, ROC and precision—-

recall curves have been plotted in Fig. 6, which shows the
performance of the stacked model as compared to the base
classifiers for predicting the toxicity of molecules. Since the
stacked model is built on the CV results of its base classifiers,
and doesn't have cross-validation results of its own, the test data
is used to evaluate and compare its performance with the
individual base learners. The AUROC curve in Fig. 6A illustrates
that the stacked model outperforms the individual base classi-
fiers, exhibiting a higher AUROC of 87.76% for the test set. This
represents a significant improvement compared to the random
forest (RF) classifier, which had an AUROC of 1.82% lower, the
MLP classifier with an AUROC of 1.58% lower, and the
LightGBM classifier with an AUROC of 1.59% lower (AUROC CV
results in ESIf). Similarly, for the external validation set, the
stacked model achieves an AUROC of 88.84%, surpassing the
MLP classifier by 3.76%, the random forest classifier by 2.45%,
and the LightGBM classifier by 0.64% as shown in Fig. 6C.
These results demonstrate a substantial improvement and
further highlight the effectiveness of the developed stacked
model in capturing complex patterns and making accurate
predictions on unseen data.

Fig. 6B and D depicts Area under precision-recall Curve
(AUPRC) for both the test set and external validation set, which
is based on precision and recall as described in Section 2.7.
AUPR is also one of the most robust evaluation metrics and
gives the average of precision scores calculated for each recall
threshold, giving a better understanding of positive class as
compared to negative class. The stacked model achieves an
AUPRC of 86.37% on the test set, outperforming the LightGBM
classifier by 2.51%, the random forest classifier by 1.65%, and
the MLP classifier by 2.16%. The external validation data also
follows the same trend, these values indicate that the stacked
model has a higher precision-recall trade-off, resulting in better
classification performance and a higher proportion of correctly
predicted positive instances.

A classification method with high accuracy and precision,
and with the lowest misclassification rate, is considered to be

Table 8 Comparison results of stacked model & its base classifiers on test and external validation set

Dataset Method AUC(%) ACC(%) SE (%) SP(%) F1 (%)
Stacked model 87.76 80.91 71.18 88.40 76.43
LightGBM 86.38 79.14 69.64 86.45 74.38

Test set MLP 86.39 78.61 61.17 92.04 71.33
Random forest 86.19 79.47 67.00 89.08 73.95
Stacked model 88.84 82.22 73.75 89.00 78.67
LightGBM 88.27 80.56 71.25 88.00 76.51

External validation set MLP 85.62 81.67 65.00 95.00 75.91
Random forest 86.71 80.00 68.75 89.00 75.34

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig.6 Comparison of ROC and PR curves for different prediction classifiers (A) ROC curves depicting AUROC for different classifiers on test set
(B) ROC curves depicting AUROC for different classifiers on the external validation set (C) PR curves depicting AUPRC for different classifiers on
the test set (D) PR curves depicting AUPRC for different classifiers on the external validation set.

the most intelligent classifier for prediction purposes.”” In Fig.
7A and B, different metrics like accuracy, F1-score, MCC, spec-
ificity, and sensitivity have been reported. When comparing the
performance of the stacked model with its base classifiers, it
can be observed that the stacked model achieves a higher
accuracy of 80.91% for the test set and 82.22% for the external
validation set. This is an improvement over the individual base
classifiers of LightGBM, MLP, and random forest for the test
and external validation set. While accuracy is a commonly used
metric for evaluating model performance, it alone may not
provide a comprehensive assessment of the model's
effectiveness.

For this case, the stacked model achieves an F1 score of
76.43% on the test set and 78.67% on the external validation set
indicating that it strikes a good balance between correctly
identifying toxic molecules (recall) and avoiding misclassifica-
tion of non-toxic molecules (precision). This implies that the
stacked model performs well in correctly predicting both toxic
and non-toxic molecules, reducing both false positives and false
negatives.

When comparing the performance of the different models
based on the Matthews Correlation Coefficient (MCC), it is
observed that the Stacked Model achieves an MCC of 0.61 on the
test set, outperforming LightGBM with an MCC of 0.5730, MLP

4214 | RSC Adv, 2024, 14, 4201-4220

with an MCC of 0.5698, and random forest with an MCC of
0.5816. While for the external validation set, the stacked model
also shows competitive performance with an MCC of 0.6396.

In the context of toxicity prediction, sensitivity is crucial as it
represents the ability of the model to correctly identify true
positive ie. toxic instances. Therefore, it is essential to evaluate
the model's performance not only based on accuracy or MCC but
also considering sensitivity to ensure correct predictions of toxic
molecules. The stacked model has better sensitivity for both
datasets i.e. 0.7118 for the test set and 0.7375 for the external
validation set. Additionally, the Stacked Model also exhibits good
specificity, which corresponds to the non-toxic class, indicating
its ability to accurately classify both toxic and non-toxic mole-
cules. Unlike some instances of the base classifiers that may
exhibit bias toward a specific class, the stacked model shows
balanced classification performance for both classes.

As can be seen from Table 9 the performance of Stacked
Model seems to outperform the base learners. To further eval-
uate the statistical significance of these results a corrected
version of McNemar's test is employed. x> and p-value have
been compared between the stacked model and the base learner
models based on McNemar's contingency table. The contin-
gency tables of comparison w.r.t stacked model are mentioned
in the ESL{

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig.7 Comparison of accuracy, MCC, F1-score, specificity, and sensitivity for the three base classifiers and stacked model on the (A) test set and

(B) external validation set.

Table 9 McNemar's test results

Stacked model vs.

model Chi-squared P-value
Random forest 7.2500 0.0071
Multi-layer perceptron 14.1603 0.0002
LightGBM 9.1915 0.0024

McNemar's statistical analysis supports the finding that the
stacked model outperforms random forest, multi-layer percep-
tron, and LightGBM, as their p-values (Table 9) are below
significance level of 0.05, indicating significant differences in
performance.

© 2024 The Author(s). Published by the Royal Society of Chemistry

3.6 Comparison with eToxPred

The performance of the proposed method is also compared with
an existing publicly available toxicity prediction tool for small
molecules i.e. eToxPred.* It employs an Extra Trees Classifier to
compute the Tox-score ranging from 0 (low probability of
toxicity) to 1 (high probability of toxicity). The model takes
SMILES as input and employs molecular fingerprints directly
from compounds to predict toxicity. The eToxPred model has
been compared with MolToxPred on the test set and the
external validation set.

As can be depicted from Fig. 6A and B, on comparison of
AUROC scores of the stacked model and eToxPred classifier, the
stacked model clearly outperforms in both the cases of the test
set and external validation set by 14.91% and 6.88% respectively.

The performance of the stacked model as compared to
eToxPred can be further evaluated on various evaluation

RSC Adv, 2024, 14, 4201-4220 | 4215
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metrics. eToxPred shows moderate performance on the test set
and external validation set, with accuracy ranging from 62.97%
to 71.11%. However, when compared to the stacked model,
their performance was lower.

In the case of eToxPred, the F1 score is 0.6593 for the test set
and 0.73 for the external validation set. These scores suggest
a moderate level of accuracy in predicting toxic molecules.
However, when these scores are compared with the stacked
model's F1 score of 0.7643 for the test set and 0.7867 for the
external validation set, it can be clearly seen that the stacked
model outperforms the predictive performance of eToxPred.
The stacked model demonstrates a better balance between
precision and recall, enabling it to effectively predict both toxic
and non-toxic molecules.

Although the goal of any toxicity prediction tool is to accu-
rately predict toxic molecules, but it is equally important to have
a tool that generalizes well and is not biased towards any
particular class. It can be observed that eToxPred seems to be
biased towards one class, as evidenced by the sensitivity and
specificity values.

The stacked model, on the other hand, demonstrates better
performance in terms of sensitivity, specificity, and other
metrics. This suggests that the MolToxPred has a more
balanced prediction capability and can better generalize to both
toxic and non-toxic molecules.

A few test cases have been mentioned here demonstrating
MolToxPred outperforming eToxPred. Aflatoxins, which are
carcinogenic mycotoxins produced by Aspergillus fungi, have been
associated with contamination of the global food supply. Afla-
toxin B1 (AFB1), recognized as the most potent natural carcin-
ogen” among these compounds, has been scientifically linked to
the development of hepatocellular carcinoma (HCC) in both
humans and animals.* Additionally, its hydroxylated metabolite,
aflatoxin M1, found in milk and milk products, exhibits similar
toxicity to AFB1."* MolToxPred accurately predicts the toxicity of
this class of small molecules with high probability, while
eToxPred incorrectly categorizes them as non-toxic.

Oleandrin, a plant metabolite plays a role in traditional
medicinal practices'® to treat various diseases. At the same
time, oleandrin is highly toxic and gets easily accumulated in
vivo, which may lead to life-threatening intoxication.'®® It can
also cause both gastrointestinal and cardiac effects.* While
eToxPred misclassifies this plant toxin as non-toxic, Mol-
ToxPred accurately predicts its toxicity.

e-Amanitin is one of the eight Amatoxins found in different
genera of poisonous mushrooms, most notably Amanita phal-
loides. Its mechanism of action involves inhibiting RNA poly-
merase II, which results in the halting of protein synthesis and
disruption of cell metabolism, ultimately leading to cell
death.'® e-Amanitin is known to cause liver and kidney damage,
with the most severe cases being toxic hepatitis characterized by
centrilobular necrosis and hepatic steatosis.’®® In terms of
toxicity prediction, MolToxPred correctly identifies e-Amanitin
as highly toxic, whereas eToxPred may not provide the same
level of accuracy.

4216 | RSC Adv, 2024, 14, 4201-4220
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4. Towards identifying the correlation
between structural alerts and
biological pathways for toxicity

The interaction between a chemical compound and the human
body can be a complex cascade of different molecular pathways.
Understanding the possible relationship between the biological
pathway and the substructures that activate a specific charac-
teristic of a molecule, may be helpful in identifying Structural
alerts (SAs). Structural alerts are chemical substructures whose
presence in compounds is associated with specific types of
toxicity/activity. Structural alerts (SAs) based methods are
computationally simple and structurally transparent in silico
methods to identify the toxic compounds.*®”

Typically, methods used to identify structural alerts can be
broadly categorized as fragment-based, graph-based, or
fingerprint-based approaches. Yang et al.'*® demonstrated that
fragment-based methods are more effective in accurately iden-
tifying structural alerts within chemical structures. In the
current study, SARpy,” a recursive fragmentation-based
method, has been employed to identify structural alerts for
each assay of Tox21 data. Given the training set of molecular
structures from each Tox21 assay, with their experimental
activity binary labels, SARpy generates every substructure in the
set and mines correlations between the incidence of a particular
molecular substructure and the activity of the molecules that
contain it.”” Here the target activity label has been set as ‘posi-
tive’ for the extraction of structural alerts. In the implementa-
tion of SARpy, the fragment size was set to a minimum of 2 and
a maximum of 18 atoms. Further to this, a substructure was
considered as a SA if it occurs in the minimum of 3 molecules in
the dataset for that assay. The precision was set to minimize the
false negatives and only the positive rules (active substructures)
were extracted with the likelihood ratio threshold of more than
2 for each SA.

These efforts yielded approximately 400 unique SAs across
all 12 assays. The specific SAs obtained for each assay are
detailed in the ESI in Fig S4-S15.f These SAs may serve as
distinctive identifiers for their respective biological pathways.
The presence of a particular substructure within a molecule
may be helpful in providing a potential correlation with the
toxicity-related pathway associated with that molecule.

In order to find an association between a new molecule and
any of the Tox21 pathways, substructure matching was con-
ducted on the test set of the Tox21 challenge. This set of 266
molecules encompassed both bioactive molecules with activity
in one or more pathways and bioinactive molecules with no
activity in any of the pathways across all assays, thereby vali-
dating the SAs identified by SARpy from the Tox21 train set.

The substructure-matching results across each assay of the
Tox21 test set are mentioned in the ESI.T Across all assays, the
test data is aggregated based on whether a molecule exhibits
activity in any of the assays within the Tox21 test set. Molecules
showing activity are categorized as having a positive label (125),
while those consistently showing inactivity across all assays are
categorized as having a negative label (171). One critical

© 2024 The Author(s). Published by the Royal Society of Chemistry
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observation is the relatively high number of True Positives (TP)
at 116, signifying the accurate identification of endpoints in
molecules because of activity in at least one assay within the
Tox21 test set. This is indeed a promising outcome as it
demonstrates the approach's ability to detect potentially
hazardous compounds effectively. However, it is equally
important to address the high number of False Positives (FP) at
150. These false positives represent cases where the algorithm
erroneously identified molecules as active when they are, in
fact, inactive across all assays. The high number of false posi-
tives can also be attributed to the limited number of labeled
Tox21 test set. This can also be seen in cases like aniline which
is part of FP still, the compound is classified as Group B2,
a probable human carcinogen by EPA, and causes serious eye
damage and allergic reactions.'® Similarly phenyldiazene is
another SA which is FP here but is present in compounds like
pesticide fipronil**® and fungicide Pyraclostrobin which can
lead to disrupting CNS activity and secondary hepatotoxicity
respectively."****

To improve the overall performance, it is evident that further
refinement is required, particularly in reducing the number of
false positives. This is where the availability of more labeled
data (quantity and quality both) and expert opinion becomes
crucial in identifying the relevance of SAs.

The reported structural alerts belong to phenols, amino-
phenols, furan, and nitroamine and have also been reported by
Dang et al.' Additionally, this study reports the presence of
certain halogen derivatives as SA that have also been identified as
potential mutagens' in the literature. Some small toxic radicals
SAs identified in this study like N=N, N-N, N=0, R-0O-X, etc.
have also been reported by previous studies.'® Polycyclic aromatic
compounds like Anthracene and fluorene have also been identi-
fied as SAs. Studies show anthracene and its derivatives bind to
estrogen and androgen receptors leading to embryotoxicity."**

It is important to emphasize here that some of the structural
alerts are only highlighted here. These structural “alerts”
should be regarded as hypotheses for potential undesirable
mechanisms rather than strict rules. The generation of struc-
tural alerts by SARpy might identify redundant and over specific
substructures. Hence more input from experts can help narrow
down these SAs, but such approaches can work as providing
a head start to pharmaceutical researchers.

5. Conclusion

Before releasing a product for human consumption, the
computational toxicity prediction of any compound/molecule
aids in the risk assessment procedure for both companies and
regulatory bodies. A number of criteria, including composi-
tional, structural, and molecular properties, must be consid-
ered when determining a chemical's toxicity. Machine learning-
based methods have come to the rescue because these can
automatically handle large datasets and perform statistical
analysis to find patterns in data. As a result, in this study,
a machine learning-based classification workflow was devel-
oped to predict the toxicity of molecules using a molecule's
structural, molecular, and chemical properties.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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The training dataset is curated to represent small molecules
that humans come into contact with, such as drugs, metabolites,
environmental pollutants, food toxins, and so on, and this
dataset plays a role in good model performance. A stacked model
was used to take advantage of diverse base classifiers each of
which bring its own capabilities. An extensive feature selection
method has been implemented to reduce redundant features
that do not contribute to the prediction of toxicity. To find the
best set of hyperparameters, Bayesian optimization with strati-
fied 5-fold cross-validation was used to avoid overfitting. The
tool's effectiveness is validated by reported different evaluation
metrics such as AUROC, Fi-score, and accuracy in predicting
a molecule as toxic or non-toxic. Permutation Importance across
the base classifiers has been used to explain the significance of
the selected features in predicting toxicity. The developed
model's performance was evaluated using both a test set and an
external validation set. The proposed method also outperformed
the eToxPred tool in terms of performance, which shows this
method is at par with existing methods. The performance is
attributed to robust data curation: a combination of fingerprints
& descriptors, the addition of metabolites and intensive feature
selection, and rigorous hyperparameter tuning.

The test and validation set results confirm not only the impor-
tance of these properties but also lay the ground for machine
learning in toxicity applications. In addition to this, the study also
identified a number of structural alerts, shedding light on potential
toxic pathways and risks associated with various molecules. These
findings can serve as valuable hypotheses for further research,
emphasizing the need for expert input to refine and optimize these
alerts. One significant challenge when employing Al-based
methods and structural-based approaches for drug toxicity
prediction is the insufficient availability of high-quality data.**>"¢
The development of high-performing models in both AI and
structural-based approaches relies on having an ample quantity of
training data, coupled with the verification of its quality. Despite
the increasing volume of publicly accessible toxicity data, the
quality of such data remains a constraining factor. Nevertheless,
this workflow will assist the scientific community in determining
a molecule’'s or compound's physiological and environmental
toxicity and its association with toxicity related biological pathways
before moving forward in the drug development pipeline.

Data availability

The tool and data are available at https://github.com/
bioinformatics-cdac/MolToxPred.

Given a new molecule as input the MolToxPred CLI tool, will
calculate and provide the probability of the molecule being
toxic. This probability score indicates the likelihood that the
given molecule may exhibit toxic properties. A higher proba-
bility suggests a higher likelihood of toxicity. The output will
also include information about the plausible Tox21-based
endpoints associated with the molecule.
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