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Delineation of cell morphological features is essential to decipher
cell responses to external stimuli like theranostic nanomaterials.
Conventional methods rely on labeled approaches, such as fluor-
escence imaging and flow cytometry, to assess cell responses.
Besides potentially perturbing cell structure and morphology,
these approaches are relatively complex, time-consuming, expen-
sive, and may not be compatible with downstream analysis invol-
ving live cells. Herein, leveraging label-free phase-contrast or
brightfield microscopy imaging and machine learning, the delinea-
tion of different cell types, phenotypes, and states for monitoring
live cell responses is reported. Notably, pixel classification based
on a supervised random forest classifier is used to distinguish
between cells and backgrounds from the microscopy images, fol-
lowed by cell segmentation and morphological feature extraction.
Quantitative analysis shows that most of the compared cell groups
have distinguishable size and shape features. Principal component
analysis and unsupervised k-means clustering of morphological
features reveal the possible existence of heterogenous cell sub-
populations and treatment responses among the seemingly hom-
ogenous cell groups. This shows the merit of the reported
approach in complementing conventional techniques for cell ana-
lysis. It is anticipated that the demonstrated method will further
aid the implementation of machine learning to streamline the ana-
lysis of cell morphology and responses for early disease diagnosis
and treatment response monitoring.

1. Introduction

Discrimination of cell types, phenotypes, and states (e.g.,
healthy vs. diseased cells) is important for assessing cell
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Machine-learning-guided quantitative delineation
of cell morphological features and responses to

responses to external stimuli, such as bacterial invasions, viral
infections, and nanotherapeutic treatments.'™ For example,
an ability to distinguish diseased cells from their healthy
counterparts is useful for evaluating disease progression or
treatment efficacy.®'® To date, to examine cell responses and
activities, conventional strategies rely predominantly on
labeled approaches, notably flow cytometry and fluorescence
microscopy imaging, to monitor biomarker expression and cell
morphology, respectively.''® These methods require elabor-
ate sample preparation and are time-consuming and costly.
The use of these techniques may also introduce substantial
disruptions to cell structure, morphology, and functions,
which may compromise the accuracy and reproducibility of
subsequent analysis. Furthermore, some of the labeled
approaches may require cell fixation,'”>' which may then
render these methods incompatible with downstream analysis
involving live cells. As such, there is a need for simpler and
more cost-effective strategies capable of label-free visualization
of cell states and responses with minimal cell manipulation.
To this end, various label-free techniques, such as scanning
probe microscopy imaging, Raman spectroscopy imaging, and
electrochemical sensing, have been developed in recent years
to characterize cell responses.””>” Unfortunately, many of
these techniques suffer from one or a combination of short-
comings, such as unintended cell perturbation, limited spatial
information, and relatively low throughput.”**°

To streamline the interrogation of cell responses, increasing
efforts have been focused on the development and use of com-
putational approaches, notably machine learning.*'"**
Machine learning, in general, leverages a range of mathemat-
ical algorithms and models to facilitate computers to learn
and augment their performance in tasks, including image
recognition, object classification, and feature prediction, over
time without being programmed specifically to do so.>*™*°
With its automated and higher throughput characteristics,
machine learning can significantly reduce manual trial-and-
error processes along with their associated shortcomings, par-
ticularly in cell screening, identification, and classification.
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Consequently, this computational technique has been increas-
ingly combined with established labeled and label-free tech-
niques to enable more rapid and reliable analysis of cell states
and responses.*' ¢

Herein, by integrating phase-contrast brightfield
microscopy imaging with machine learning, a label-free, high-
throughput, and quantitative approach to delineate cell types,
phenotypes, states, and responses based on differences in cell
morphological features is reported. Through the demonstrated
computational pipeline, cells of interest and backgrounds were
accurately classified from either phase-contrast or brightfield
microscopy images using a supervised random forest classi-
fier, followed by cell segmentation and feature extraction. Size
and shape features essential for distinguishing between
different cell groups were then identified, and unsupervised
clustering was employed to reveal possible cell subpopulations
from the seemingly homogenous cell groups. Altogether, this
reported approach is foreseen to further stimulate the
implementation of machine learning to complement existing
methods to improve the throughput and reliability of cell state
and response analysis for disease diagnosis and treatment
response evaluation.

or

2. Results and discussion

The experimental and computational workflows of this study
are illustrated in Fig. 1. To start with, cells of interest were
imaged using either phase-contrast or brightfield microscopy.
The acquired microscopy images were then processed through
user-annotated pixel classification to generate image prob-
ability maps. Next, these maps were converted into their corres-
ponding image masks containing segmented cells, from which
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the cell morphological features were extracted. The different
morphological features were scored and ranked quantitatively
to determine the importance of certain cell morphological attri-
butes in distinguishing specific cell groups. In parallel, princi-
pal component analysis (PCA) was employed to transform the
high-dimensional datasets into their low-dimensional counter-
parts, followed by unsupervised clustering to identify different
cell subpopulations from specific cell groups to further eluci-
date the heterogeneity of cell morphology and responses.

2.1. Delineation of macrophages and epithelial cells

To assess the feasibility of an approach combining label-free
microscopy imaging and machine learning in delineating
different cell types, the morphological features of macrophages
and both normal and cancerous breast epithelial cells were
obtained and characterized quantitatively (Fig. 2). Here, RAW
264.7 macrophages, MCF-10A normal breast epithelial cells,
and MDA-MB-231 cancerous breast epithelial cells were used
as these cells possess unique morphology, which would facili-
tate their differentiation from each other. Indeed, the acquired
phase-contrast microscopy images showed that RAW 264.7,
MCF-10A, and MDA-MB-231 cells have distinct size and shape
(Fig. 2a). Notably, RAW 264.7 macrophages appeared to be
smaller than MCF-10A normal and MDA-MB-231 cancerous
breast epithelial cells. In addition, RAW 264.7 macrophages
had irregular boundary and shape, where some of them had a
slightly elongated shape, while the rest had a more circular
shape. MCF-10A cells, on the other hand, had a predominantly
round shape with less discernible protrusions. In contrast to
RAW 264.7 macrophages and MCF-10A cells, MDA-MB-231
cells displayed a highly spindle-like or an irregular shape with
visible protrusions.

Cell Culture >

Cell Treatment ‘ >

Phase-Contrast /
Brightfield Imaging

<

¢ Activation and Polarization
¢ Ethanol Exposure
* Nanoparticle Treatment
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and Ranking
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Fig. 1 Overview of the experimental and computational workflows of the study. Cells were first cultured, treated accordingly, and imaged using
either phase-contrast or brightfield microscopy. The obtained microscopy images were processed through a supervised pixel classification to gene-
rate their probability maps, which were then converted to the corresponding image masks, from which the morphological features of individual
cells were extracted. These features were then scored and ranked based on metrics, such as gain ratio and Gini index, to determine the important
features distinguishing cell groups under comparison. Principal component analysis was subsequently performed to transform the high-dimensional
datasets into low-dimensional datasets. Unsupervised k-means clustering was next employed to identify different cell subpopulations.
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Fig. 2 Delineation of macrophages and normal and cancerous breast epithelial cells. (a) Representative phase-contrast microscopy images of RAW
264.7 macrophages, MCF-10A normal breast epithelial cells, and MDA-MB-231 cancerous breast epithelial cells. Scale bars represent 20 um. (b and
c) The corresponding (b) probability maps and (c) image masks showing the segmented RAW 264.7, MCF-10A, and MDA-MB-231 cells. Cells with
diameters outside of the predetermined range and those touching the borders of an image were not considered. (d—f) Morphological features of
the different cell types: (d) area, (e) major axis length, and (f) compactness. n = 68 for RAW 264.7 macrophages, 24 for MCF-10A normal epithelial
cells (ECs), and 34 for MDA-MB-231 cancerous epithelial cells (ECs). * p < 0.05 and **** p < 0.0001 based on Kruskal-Wallis test coupled with

Dunn'’s multiple comparisons test.

Next, using pixel classification based on a supervised
random forest classifier, the phase-contrast microscopy
images were processed to produce the corresponding prob-
ability maps (Fig. 2b). Through iterative supervised annota-
tions, the maps were generated such that they consisted of
probable regions of two classes, notably cells of interest and
backgrounds. The obtained probability maps were sub-
sequently processed to yield image masks containing segmen-

19658 | Nanoscale, 2024, 16, 19656-19668

ted individual cells (Fig. 2c), which were used to extract cell
shape and size features. It is important to highlight that, to
date, segmentation of cells from label-free phase-contrast or
brightfield microscopy images, rather than fluorescence
microscopy images, remains a challenge.
Unfortunately, most of the conventional cell segmentation
methods, particularly those relying on intensity thresholding,
contrast filters, and watershed algorithms, have not been able

nontrivial

This journal is © The Royal Society of Chemistry 2024
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to segment cells from phase-contrast microscopy images with
sufficient accuracy due to numerous characteristics associated
with these microscopy images, including shade-off effect, halo
artifacts, and illumination patterns. Interestingly, by assigning
labels to pixels based on their intensity and features, the pixel
classification approach adopted in this work could augment
the segmentation accuracy considerably, which would have
otherwise been challenging to realize.

Quantitative analysis of the derived cell morphological fea-
tures revealed that the different cell types could be distin-
guished from each other with relative ease (Fig. 2d-f; Fig. S1
ESIT). Specifically, quantitative assessments of the size fea-
tures, including area, perimeter, major and minor axis
lengths, mean radius, median radius, and equivalent diameter
showed that the median values of those of normal epithelial
cells were at least two to three times higher than those of
macrophages (p < 0.0001) (Fig. 2d, e; Fig. S1 ESI{). This trend
was also largely observed for comparison between MCF-10A
and MDA-MD-231 cells, although there was no statistically sig-
nificant difference in their perimeters and major axis lengths.
Quantitative evaluations of the shape parameters of the cells,
including form factor, eccentricity, solidity, and compactness,
confirmed the qualitative morphological observations of the
differences between macrophages and breast epithelial cells.
Form factor analysis illustrated that the cancerous epithelial
cells had a lower median form factor value than the normal
epithelial cells (p < 0.0001) and macrophages (p < 0.0001)
(Fig. S1 ESI}). This suggests that MDA-MB-231 cells had a
higher shape irregularity than MCF-10A and RAW 264.7 cells.
Assessment of cellular eccentricity, which is the ratio of the
minor axis length to the major axis length, or otherwise known
as ellipticity, showed that the median eccentricity value of
MDA-MB-231 cells, which was close to 1.0, was significantly
higher than those of MCF-10A cells (p < 0.0001) and RAW
264.7 macrophages (p < 0.001) (Fig. S1 ESIt). This verified the
predominantly spindle-like shape of the cancerous epithelial
cells. Separately, RAW 264.7 macrophages had a much wider
eccentricity distribution and a significantly higher median
eccentricity value than MCF-10A cells (p < 0.05), indicating a
larger shape variation of macrophages. The more irregular
shape of RAW 264.7 macrophages was also reflected from
quantitative evaluation of cellular solidity, which is a measure
of cell density. In fact, macrophages had a wide solidity distri-
bution with a median cellular solidity of slightly above 0.85,
while the median solidity of MCF-10A cells was close to 1.0,
suggesting that the normal epithelial cells were more solid
and had an almost circular boundary (Fig. S1 ESIf).
Quantitative analysis of the solidity of MDA-MB-231 cells
revealed that the cancerous epithelial cells had a wide solidity
distribution and a median solidity value which was lower than
those of normal epithelial cells (p < 0.0001) and macrophages
(p < 0.01). This further confirmed the elongated shape and
irregular boundary of MDA-MB-231 cells. Compactness, which
is the ratio of cell area to the area of a circle with the same per-
imeter, can also be used to examine cell shape. A complex and
irregular cell boundary is typically reflected by a higher com-
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pactness, which is that displayed by MDA-MB-231 cells
(Fig. 2f). Again, the higher median value (p < 0.0001) and
wider distribution of the compactness of the cancerous epi-
thelial cells suggests their highly irregular shape.

2.2. Delineation of macrophages of different phenotypes

After delineation of different cell types, the same approach was
leveraged to discriminate cells with more similar morphologi-
cal features, particularly macrophages of different phenotypes.
Specifically, the demonstrated method was used to distinguish
the polarized M1- and M2-like macrophages from their naive
MO counterpart (Fig. 3). Herein, M1-like macrophage pheno-
type was obtained by treating the naive RAW 264.7 macro-
phages with lipopolysaccharide (LPS) and interferon gamma
(IFN-y) cytokine cocktail over 24 h.*” Separately, M2-like phe-
notype was acquired by treating the naive macrophages with
interleukin-4 (IL-4) and IL-10 cytokine cocktail. The mor-
phology as well as the pro-inflammatory and anti-inflamma-
tory biomarkers produced by the different macrophage pheno-
types were then verified, as described in this author’s previous
study,’” to ensure that the naive macrophages were success-
fully polarized. Qualitative observations of the obtained phase-
contrast microscopy images revealed that the difference in the
morphological features of these macrophage phenotypes was
relatively smaller as compared to that between macrophages
and epithelial cells (Fig. 3a). Specifically, while M1-like macro-
phages appeared to have a bigger size than their naive counter-
part, the size of M2-like macrophages was fairly similar to that
of M0 macrophages. In addition, like the naive macrophages,
M1-like macrophages displayed a highly irregular shape. M2-
like macrophages, on the other hand, had a predominantly
spindle-like shape. Next, through pixel classification (Fig. 3b)
coupled with cell segmentation (Fig. 3¢) and feature extraction,
quantitative assessments of the size and shape features of the
different macrophage phenotypes were performed (Fig. 3d-f;
Fig. S2 ESIY).

Quantitative examinations of the numerous size features of
macrophage phenotypes, notably their area, perimeter, major
and minor axis lengths, mean and median radius, and equi-
valent diameter, showed that the median values of those of
Mi-like phenotype were consistently higher than those of
MO macrophages (p < 0.0001) (Fig. 3d, e; Fig. S2 ESIY).
Comparisons between the size features of M1-like and M2-like
macrophages revealed a similar trend, particularly for area,
minor axis length, mean and median radius, and equivalent
diameter (p < 0.0001). This suggests that M1-like macrophages
substantially larger than both Mz2-like and
MO macrophages, verifying the qualitative observations from
phase-contrast microscopy images. The median values of area,
perimeter, major axis length, and equivalent diameter of
M2-like macrophages were higher than those of
MO macrophages (p < 0.0001), while the values of the remain-
ing size features were similar for these macrophage pheno-
types, indicating that M2-like macrophages were slightly
bigger than the naive macrophages. Analyzing shape para-
meters like form factor, eccentricity, solidity, and compactness

were
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not considered. (d—f) Morphological features of the different macrophage phenotypes: (d) area, (€) major axis length, and (f) compactness. n = 68
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comparisons test.

quantitatively provided further insights into the morphology of
the different macrophage phenotypes. All macrophages had
broad distributions of form factor and eccentricity, which are
indicative of their high shape variations (Fig. S2 ESI}). In par-
ticular, both measurements showed that among the macro-
phage phenotypes, M2-like macrophages had the most
elongated shape, followed by M1-like and M0 macrophages. In
addition, compactness and solidity examinations revealed that
M2-like macrophages had the broadest distribution of these

19660 | Nanoscale, 2024, 16, 19656-19668

two shape features, illustrating the highly irregular and
complex shape of this macrophage phenotype (Fig. 3f and
Fig. S2 ESI{). M0 macrophages, on the other hand, had a
higher median solidity value than M2-like macrophages (p <
0.0001), but a lower median value and a narrower distribution
of compactness than M1-like macrophages (p < 0.01). These
collectively indicate that, among all macrophage phenotypes,
the naive macrophages possessed the highest density and
shape regularity.

This journal is © The Royal Society of Chemistry 2024
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2.3. Delineation of macrophage responses to external stimuli
After establishing the capacity of the label-free machine-learn-
ing-guided strategy to differentiate multiple cell types and phe-
notypes, the demonstrated approach was extended to dis-
tinguish cell responses and states, particularly cell viability
(Fig. 4). Here, the naive RAW 264.7 macrophages were first
treated with ethanol over time (i.e., 10, 30, 60, and 120 min)
and their morphological changes were monitored using phase-
contrast microscopy (Fig. 4a). At the same time, the viability of
these macrophages was characterized using the (3-(4,5-di-
methylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) tetra-
zolium (MTT) colorimetric assay (Fig. S3 ESIf).

Interestingly, phase-contrast microscopy imaging revealed
substantial changes in the shape and size of macrophages
after their exposure to ethanol. As early as 10 min after an
ethanol treatment, most macrophages assumed a less irregular
shape with less visible protrusions. As the exposure time
increased from 10 min to 120 min, these protrusions gradually
disappeared, and all macrophages displayed a more circular
boundary. Changes in the shape of macrophages were
accompanied by a gradual shrinkage in their overall size, indi-
cating a loss of structural integrity. After qualitative analysis of
the macrophage shape and size from the phase-contrast
microscopy images, different probability maps (Fig. 4b) and
image masks (Fig. 4c) were next acquired for quantitative
assessments (Fig. 4d-f; Fig. S4 ESIt). Quantitative analysis of
different size parameters, particularly area, perimeter, major
axis length, and equivalent diameter, verified the observed
shrinkage of the size of macrophages with an increase in
ethanol treatment time (Fig. 4d, e; Fig. S4 ESIt). At the same
time, quantitative analysis of various shape parameters con-
firmed that, as the ethanol exposure duration increased,
macrophages gradually assumed more rounded and denser
shape with less irregular boundary (Fig. 4f; Fig. S4 ESIY).

It is noteworthy that, while conventional colorimetric assays
can reveal changes in the responses of cells after an exposure to
external stimuli, these assays may not be sufficiently sensitive to
elucidate fine variations in cell responses. In fact, although the
MTT colorimetric assay employed in this study revealed a
decrease in macrophage viability after an ethanol treatment, this
viability reduction reached a plateau after 30 min (Fig. S3 ESI{).
However, as observed and quantified through the machine-
learning-guided approach demonstrated in this study, macro-
phages still experienced continuous morphological changes
after 30 min of ethanol treatment. Indeed, this suggests that the
standard colorimetric assay might lack the sensitivity to detect
fine variations in macrophage responses. Furthermore, as the
extent of morphological changes corresponded largely to the
duration of ethanol treatment, the morphological features of
macrophages could be potentially employed as biomarkers to
assess macrophage responses.

Next, using a similar approach, the endocytic activity of
macrophages along with any changes in their morphological
features was assessed. The endocytosis of inorganic metallic
nanomaterials, such as gold (Au) nanoparticles, has been

This journal is © The Royal Society of Chemistry 2024
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reported to potentially induce certain stresses to cells,*®*°
which may then lead to alterations to their morphological fea-
tures. In a recent work, it was demonstrated that the uptake of
Au nanoparticles at certain concentrations did not induce any
significant cytotoxicity to macrophages over 24 h."
Nonetheless, it was still unclear if any changes to the morpho-
logical features of the treated cells would be triggered. As
such, in this part of the study, the effect of Au nanoparticle
uptake on the size and shape features of macrophages was
probed (Fig. 5). Here, the naive RAW 264.7 macrophages were
treated with Au nanoparticles at a concentration of 0.05 nM
over time (i.e., 1, 6, and 24 h) and then imaged with brightfield
microscopy (Fig. 5a). Brightfield microscopy imaging showed
that the nanoparticles could be taken up well by the macro-
phages over 24 h, based on the gradual formation of darker
spots within the cells, especially in the cytoplasm.
Intriguingly, the nanoparticle-treated macrophages appeared
to experience certain changes to their shape and size.

To verify qualitative observations, the corresponding prob-
ability maps (Fig. 5b) and image masks (Fig. 5¢) were generated
for subsequent quantitative analysis (Fig. 5d-f; Fig. S5 ESIf}).
Examinations of size features, especially area, perimeter, major
and minor axis lengths, and equivalent diameter elucidated that
both the macrophages treated with nanoparticles for 1 and 24 h
experienced significant variations in these features (p < 0.01)
(Fig. 5d, e and Fig. S5 ESI}). Evaluation of other size features like
median radius showed no significant difference between the
control untreated and nanoparticle-treated macrophages (Fig. S5
ESIT). A closer look at the shape features, notably compactness
and form factor, revealed that these two attributes of macro-
phages treated with nanoparticles for 1 and 24 h changed sub-
stantially (p < 0.05), while other shape features like eccentricity,
solidity, and extent were negligibly altered across all nano-
particle-treated macrophages (Fig. 5f and Fig. S5 ESIf).
Altogether, in light of the obtained data, it appears that the
endocytosis of Au nanoparticles by macrophages did elicit
certain morphological feature alterations over 24 h.

2.4. Feature scoring and ranking and identification of
macrophage subpopulations

As depicted in this study, so far, different cell types, pheno-
types, and responses could be distinguished through various
cell size and shape features, such as area, perimeter, equi-
valent diameter, eccentricity, solidity, and so on. Nevertheless,
it remained unclear if all morphological parameters held
equal importance and if a smaller number of parameters
could be used to delineate the cells more effectively. To this
end, the 12 morphological features explored in this work were
quantitatively scored and ranked, and PCA was performed to
transform the high-dimensional datasets into their low-dimen-
sional counterparts (Fig. 6).

Herein, all morphological features were quantitatively ana-
lyzed based on gain ratio and Gini index (Fig. 6a-c; Fig. S6
ESI}). Analysis of the size and shape features of macrophages,
normal breast epithelial cells, and cancerous breast epithelial
cells revealed that, with a gain ratio of 0.33, area and equi-
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valent diameter were the top two distinguishing features corre-
lating to these three cell types (Fig. 6a). Compactness and
form factor, on the other hand, were the least important dis-
tinguishing features having a low gain ratio of 0.091 and 0.097,
respectively. Analysis of the morphological variables of
different macrophage phenotypes revealed that median radius
was the most important distinguishing variable, with a high
gain ratio of 0.241 (Fig. 6b). This was followed by mean radius,
area, equivalent diameter, and minor axis length. Solidity with
a low gain ratio of 0.061, in contrast, was the least significant
variable correlating to the macrophage phenotypes. It is intri-
guing to note that the top five distinguishing variables of the
group of macrophages and epithelial cells and the group of
macrophage phenotypes were the same, albeit in a slightly
different order of importance. Nevertheless, analysis of the
morphological variables of the ethanol-treated macrophages
revealed a different trend. With a gain ratio of 0.081, extent
ranked the highest among all morphological variables
(Fig. 6¢). This was followed by major axis length, perimeter,
solidity, and eccentricity. Mean radius and median radius were
the two least important variables, with gain ratios of 0.032 and
0.027, respectively. Separately, scoring and ranking of the mor-
phological variables based on Gini index showed a trend
closely similar to that obtained using gain ratio (Fig. S6 ESIT).
Altogether, it appeared that different cell types and phenotypes
could be distinguished predominantly through size variables,

19664 | Nanoscale, 2024, 16, 19656-19668

while variations in cell responses could be largely delineated
using shape variables.

Next, to assess if low-dimensional variables could be used to
describe the differences between cell types, phenotypes, and
responses, data transformation from the parameter space to the
principal component space through PCA was carried out. For all
cell groups, two principal components accounting for more than
85% variance in the datasets were selected. The normal epi-
thelial cells could be generally clustered into a distinct group,
although there was a slightly noticeable overlap between the
macrophage and cancerous epithelial cell clusters (Fig. 6d).
Similarly, for the macrophage phenotype groups, while M1-like
macrophages could be grouped into a distinct cluster, there was
an evident overlap between the MO and M2-like macrophage
clusters (Fig. 6e). Analysis of the ethanol-treated macrophages in
the principal component space revealed a similar trend, where
both control untreated macrophages and those treated with
ethanol for 10 min could be clustered into two distinct groups,
while the three clusters of macrophages treated with ethanol for
30, 60, and 120 min overlapped substantially (Fig. 6f). All these
suggest that there might be similar and overlapping morphologi-
cal variables between the different macrophage populations and
that heterogenous macrophage subpopulations might exist
within individual macrophage groups.

To examine the heterogeneity of the morphology and
responses of the seemingly homogenous macrophage popu-

This journal is © The Royal Society of Chemistry 2024
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lations, PCA coupled with unsupervised k-means clustering
was performed (Fig. 7). As a proof-of-principle, the different
macrophage phenotypes and ethanol-exposed macrophages
were included for further analysis. Again, two principal com-
ponents accounting for more than 80% variance were selected
and the high-dimensional datasets were transformed from the
parameter space to the principal component space. The trans-
formed datasets were then subjected to unsupervised k-means
clustering to yield distinct macrophage clusters. The number
of clusters was determined based on the highest silhouette
scores. Unsupervised k-means clustering of M1- and M2-like
macrophages generated five and three clusters, respectively
(Fig. S7 ESI}). Similarly, subjecting the ethanol-treated macro-
phage groups to k-means clustering yielded several distinct
macrophage subpopulations. In particular, &-means clustering
produced five non-overlapping subpopulations of the control
untreated macrophages (Fig. 7a-c), while the macrophages
treated with ethanol for 120 min were clustered into seven
non-overlapping subpopulations (Fig. 7d-f). Both silhouette
and scattering plots revealed that the clustered macrophage
subpopulations were not equal in size. Analysis of the repre-
sentative morphological patterns of the clustered macrophage
groups revealed their unique shape and size features (Fig. 7c
and f). Collectively, these results indicate that, indeed, macro-
phages appeared to be a highly heterogenous group of cells in
terms of their morphology and responses.

3. Conclusion

Herein, the integrated use of phase-contrast or brightfield
microscopy imaging with machine learning to realize a label-free
quantitative delineation of cell types, phenotypes, and responses
to external stimuli was demonstrated. Pixel classification based
on a supervised random forest classifier was employed to dis-
tinguish cells of interest from backgrounds from phase-contrast
or brightfield microscopy images, producing probability maps
consisting of probable regions of cells and backgrounds. These
maps were then used to generate image masks containing seg-
mented cells, from which their morphological features were
derived. Quantitative analysis of numerous cell morphological
features revealed that most of the compared cell groups had dis-
tinct characteristics. For example, macrophages could be distin-
guished from normal breast epithelial cells based on cell area,
minor and major axis lengths, radius, and so on. Most of the
same features could also be used to distinguish macrophage
phenotypes, notably the naive MO, pro-inflammatory M1-like,
and anti-inflammatory M2-like macrophages, as well as macro-
phage responses to external stimuli. Specifically, the demon-
strated method could delineate fine changes in the morphology
of the ethanol-exposed macrophages with decreasing viability.
This suggests a strong relationship between changes in the mor-
phological features of cells and their viability, and that cell mor-
phology may be leveraged as a potential biomarker of cell
responses. In fact, the approach reported in this study has the
capacity to complement the commonly used assays in assessing
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cell viability. Furthermore, even for macrophages experiencing
minimal changes in viability, notably the nanoparticle-treated
macrophages, the reported method could still uncover substan-
tial variations in the size and shape attributes of these cells.
Intriguingly, feature scoring and ranking elucidated that not all
morphological features held equal importance in delineating
different cell groups. For instance, size variables ranked higher
as distinguishing features correlating to different cell types and
phenotypes, while shape variables appeared to have a higher
importance in describing changes in cell responses. Further ana-
lysis of the individual cell populations using PCA and unsuper-
vised k-means clustering revealed that the seemingly hom-
ogenous cell groups might consist of numerous distinct cell sub-
populations, suggesting their heterogenous morphology and
responses.

It is noteworthy that, while useful observations may be
inferred directly from the microscopy images, these qualitative
information may be subjective and suffer from intra- and inter-
observer variations. In contrast, quantitative insights afforded
by the method demonstrated in this work can enable more
objective and reliable evaluations of cell morphological fea-
tures. Altogether, it is foreseen that the demonstrated strategy
can further encourage the implementation of machine learn-
ing to improve the assessment of cell morphology and states
for biomedical and healthcare applications, including early
diagnosis of diseases and monitoring of treatment responses.

4. Methods

Cell cultures

Three distinct cell lines, notably RAW 264.7 macrophages,
MCF-10A normal breast epithelial cells, and MDA-MB-231 can-
cerous breast epithelial cells, were purchased from American
Type Culture Collection (ATCC), and cultured in T75 flasks in
Dulbecco’s modified Eagle’s medium (Corning Inc., USA) sup-
plemented with 10% fetal bovine serum (Gibco, Thermo
Fisher Scientific Inc., USA) and 1% antibiotic-antimycotic
(Gibco, Thermo Fisher Scientific Inc., USA). These cells were
maintained in a 37 °C incubator supplemented with 5% CO,.
They were then plated in 96-well plates (Falcon, Corning Inc.,
USA) at a density of 10000 cells per 100 uL and grown over-
night for subsequent studies.

Macrophage polarization

The naive RAW 264.7 macrophages were polarized into their
pro-inflammatory M1-like and anti-inflammatory M2-like phe-
notypes using specialized cytokine cocktails, as described in
this author’s previous study.’” In particular, M1-like pheno-
types were obtained after treating the naive macrophages with
1 pg mL~" LPS (MilliporeSigma, USA) and 50 ng mL™" IFN-y
(StemcCell Technologies Inc., Canada) cocktail for 24 h. M2-like
phenotypes, in contrast, were acquired after treating the naive
macrophages with 50 ng mL™" IL-4 (StemCell Technologies
Inc., Canada) and 50 ng mL~" IL-10 (StemCell Technologies
Inc., Canada) cocktail for 24 h.
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Phase-contrast and brightfield microscopy imaging, image
processing, and feature extraction

All cells, unless stated otherwise, were imaged using phase-
contrast microscopy (Nikon Eclipse Ti-S, Nikon Instruments
Inc., USA). Macrophages treated with Au nanoparticles were
imaged using brightfield microscopy (Olympus CKX41,
Olympus Corp., Japan). All obtained microscopy images were
first processed through user-annotated pixel classification
using ilastik 1.4.0 (The ilastik Developers)®® to generate the
image probability maps. Briefly, after a raw image was loaded,
a total of 37 features describing color/intensity, edge, and
texture information were selected. Next, in the training stage,
two distinct classes, notably cells and backgrounds, were
assigned. A supervised random forest classifier was trained by
manually labeling the pixels corresponding to the cells and
backgrounds iteratively. Simultaneously, the predicted output
classes on the unlabeled parts of an image were visualized and
validated through live update. To further tune the prediction
accuracy, additional labels were added accordingly to the
regions where the predictions were less accurate. Following
this, the predicted outputs were exported as probability maps,
which describe the probabilities of pixels belonging to specific
classes. The image probability maps were next converted to
image masks containing segmented cells using CellProfiler
4.2.1 (Broad Institute of MIT and Harvard, USA).>" Briefly, cells
were identified as the primary objects. Objects with diameters
outside of the specified ranges and those touching the borders
of an image were not considered. A global thresholding strat-
egy, Otsu thresholding method, and two-class thresholding
were selected. Either object shape or intensity was used as a
metric to distinguish clumped or overlapping objects. After
cell segmentation, a total of 12 specific cell size and shape fea-
tures were obtained and measured, including cell area, per-
imeter, major axis length, minor axis length, mean radius,
median radius, equivalent diameter, extent, form factor, eccen-
tricity, solidity, and compactness.

Feature scoring and ranking, principal component analysis,
and k-means clustering

The feature scoring and ranking, PCA, and unsupervised
k-means clustering were performed using Orange Data Mining
software (University of Ljubljana, Slovenia). Information gain
ratio and Gini index were selected as the feature scoring
methods. For all PCA, two principal components were selected
to achieve explained variance of higher than 80%. For unsu-
pervised k-means clustering, the number of clusters was con-
sidered from two to eight and decided based on the highest
silhouette score. The re-runs and maximum iterations were set
at 10 and 300, respectively. All silhouette plots were generated
based on Euclidean distance.

Ethanol exposure and cell viability assay

RAW 264.7 macrophages cultured in 96-well plates were
exposed to 10% ethanol for different duration (i.e., 10, 30, 60,
and 120 min) and imaged using phase-contrast microscopy at
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each time point. Their viability was characterized using the
MTT assay (MilliporeSigma, USA) based on the protocol
depicted in this author’s previous studies.>**”

Nanomaterial treatment

Au nanoparticles were prepared and characterized, as
described in this author’s previous studies.’’”> RAW
264.7 macrophages cultured in 96-well plates were then treated
with Au nanoparticles diluted in culture medium to a concen-
tration of 0.05 nM. The cellular uptake of Au nanoparticles by
the macrophages was next imaged with brightfield microscopy
over time (i.e., 1, 6, and 24 h).

Statistical analysis

Quantitative data were analyzed statistically using GraphPad
Prism 10.1 (GraphPad Software Inc., USA). All data were
initially subjected to Shapiro-Wilk test for normality. Brown-
Forsythe and Welch ANOVA test coupled with Dunnett’s
T3 multiple comparisons test were employed to analyze para-
metric data. On the other hand, nonparametric data were ana-
lyzed using Kruskal-Wallis test coupled with Dunn’s multiple
comparisons test. * p < 0.05, ** p < 0.01, *** p < 0.001, and
**** p < 0.0001 indicate statistically significant difference.
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