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Variability in HfO2-based memristors described
with a new bidimensional statistical technique

C. Acal, a D. Maldonado, b,c A. Cantudo, b M. B. González, d

F. Jiménez-Molinos,b F. Campabadal d and J. B. Roldán *b

A new statistical analysis is presented to assess cycle-to-cycle variability in resistive memories. This

method employs two-dimensional (2D) distributions of parameters to analyse both set and reset voltages

and currents, coupled with a 2D coefficient of variation (CV). This 2D methodology significantly enhances

the analysis, providing a more thorough and comprehensive understanding of the data compared to con-

ventional one-dimensional methods. Resistive switching (RS) data from two different technologies based

on hafnium oxide are used in the variability study. The 2D CV allows a more compact assessment of

technology suitability for applications such as non-volatile memories, neuromorphic computing and

random number generation circuits.

5. Introduction

Memristors are being scrutinized by the scientific community
to optimize their fabrication in terms of the materials
employed and their growth processes. The industrial appli-
cations of these devices are unquestionable nowadays in the
realm of non-volatile memory circuits, random number gene-
ration, high frequency switches and neuromorphic engineer-
ing.1 Resistive Random Access Memories (RRAM) are an
important subgroup of memristors, also known as resistive
memories. They can be built by means of metal–insulator–
metal (MIM) and metal–insulator–semiconductor (MIS) stacks,
with the insulator as the key layer since it is where resistive
switching takes place.2,3 Different transition metal oxides have
been studied in recent years from the device operational view-
point and outstanding results have been obtained, for
instance, great endurance data (above >1010 cycles),4 short
writing/reading times (<10 ns),5 good scalability (down to
∼2 nm),6 large HRS (High Resistance State)/LRS (Low
Resistance State) resistance ratios (>100),7 very low write
switching energies (∼0.1 pJ) and CMOS fabrication technology
compatibility.8

Considering these features, various developments have
been performed in the field of non-volatile memory. For
instance, the integration of these devices in the 22 nm techno-
logy node has been demonstrated by TSMC9 and INTEL.10

Additionally, significant advancements have been observed in
the neuromorphic computing landscape11–16 where RS devices
demonstrate the capability to mimic biological synapses, as
their switching mechanisms closely resemble the dynamics of
neuronal behavior.17–19

Nevertheless, there are some hurdles to overcome to further
improve the technologies based on resistive memories. Among
the issues to tackle, one is linked to the need for accurate
simulation tools and compact models, and the other is related
to the variability exhibited by these devices. Variability has two
components: cycle-to-cycle variability due to the inherent sto-
chastic mechanisms behind the RS operation along consecu-
tive series of set and reset cycles20,21 and device-to-device varia-
bility,22 the usual variability addressed in conventional nanoe-
lectronic integrated circuits. Variability has been analyzed
from different perspectives: characterization and parameter
extraction23 and modeling.24 In addition, from a statistical
viewpoint, cycle-to-cycle variability has been studied using
time series;25,26 a new approach based on phase-type distri-
bution functions (advanced distribution functions that can fit
any other classical distribution function by changing their
internal parameters) has also been successfully employed.27,28

Finally, state-of-the-art functional data analysis has been
employed to deepen our understanding of the memristor
experimental data structure.29,30 In the present work, a new
methodology is proposed to statistically analyze experimental
cycle-to-cycle variability in resistive memories, in line with pre-
vious results on this issue.31
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Fig. 1 (a) Cross-section scheme of the MIS device with a dielectric thickness (HfO2) of 20 nm. (b) Current versus voltage absolute value for consecutive
set and reset processes (more than 2500 cycles). (c) Set and reset curves with the set and reset parameters indicated. Two different numerical techniques
have been employed for each extraction procedure (set voltage: MS1, based on the localization of the current derivative maximum,33 and MS2, consisting
of the determination of the set I–V curve knee;33 reset voltage: MR1, based on the current derivative minimum calculation,33 and MR2, where the current
maximum is obtained33). (d) Absolute value of set and reset voltages versus cycle number, (e) absolute value of set and reset currents versus cycle number.

Fig. 2 (a) Cross-section scheme of the active area of the MIM device with a dielectric thickness (HfO2) of 10 nm. (b) Current versus voltage for con-
secutive set and reset processes. (c) Set and reset curves with the set and reset parameters indicated. Two different numerical techniques have been
employed for each extraction procedure (set voltage: MS1, based on the localization of the current derivative maximum,33 and MS2, consisting of
the determination of the set I–V curve knee;33 reset voltage: MR1, based on the current derivative minimum calculation,33 and MR2, where the
current maximum is obtained33). (d) Absolute value of set and reset voltages versus cycle number, (e) absolute value of set and reset currents versus
cycle number.
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The conventional analysis of cycle-to-cycle variability is per-
formed by extracting RS parameters: the set and reset voltages
(Vset, Vreset) and the corresponding set and reset currents (Iset,
Ireset) and the low voltage device resistances (RLRS and RHRS).
The statistical study includes the calculation of cumulative dis-
tribution functions (CDFs), coefficients of variation (CV) (stan-
dard deviation to mean ratio, σ/µ) and fitting different distri-
bution functions to evaluate the data structure.28 However,
these studies traditionally assume one-dimensional distri-
butions. For instance, in an RS series of 500 cycles, Vset and
Vreset are obtained, and CDFs and CVs are computed. Each I–V
curve, corresponding to either a set or a reset process, yields a
1D dataset. Nevertheless, from the statistical perspective, a
better representation is obtained by using a 2D dataset, and
therefore a better variability evaluation can be performed. In
this work, the proposed and developed methodology is
presented.

The details of the device fabrication and measurement
setups are given in section 2. Section 3 is devoted to the new
variability analysis and section 4 to the main results and the
corresponding discussion. The conclusions are drawn in
section 5.

2. Device fabrication, measurement
setup and parameter extraction

For the sake of clarity, in our statistical study, we have
employed two different RRAM technologies based on MIS and
MIM structures. The MIS devices are based on the unipolar Ni/
HfO2/Si stack (Fig. 1a) fabricated on (100) n-type CZ silicon
wafers with resistivity (0.007–0.013) Ω cm. The insulator is a
20 nm-thick hafnium oxide layer grown by atomic layer depo-
sition (ALD), using tetrakis (dimethylamido)-hafnium
(TDMAH) and H2O as precursors, at 225 °C with N2 as a carrier
and purge gas.32 The current–voltage curves were measured
using an HP-4155B semiconductor parameter analyser (con-
nected to the computer via GPIB and controlled using
MATLAB) applying a voltage ramp to the device. The voltage
was applied to the top Ni electrode, while the Si substrate was
grounded. More than 2500 curves were obtained in an RS
series with consecutive set and reset cycles after a forming
process with a compliance current of 0.1 mA (see Fig. 1b).

The MIM devices studied were fabricated with the TiN/Ti/
HfO2/W stack34 on highly-doped N-type silicon wafers (ρ =

Fig. 3 (a) Set I–V curves for the MIS devices. The curves in black have the same set voltage, although different set current; the curves in orange
have the same set current although different set voltage. (b) Reset I–V curves for the MIS devices. The curves in black have the same reset voltage,
although different reset current; the curves in orange have the same reset current although different reset voltage. (c) Iset versus Vset for two
different extraction procedures in the MIS devices, (d) absolute value of Ireset versus absolute value of Vreset for two different extraction procedures in
the MIS devices.
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4 mΩ cm). The electrodes were grown as follows: the top elec-
trode consists of a 200 nm TiN/10 nm Ti bi-layer, and the
bottom one is a 50 nm-thick W layer deposited on a 20 nm-
thick Ti adherence layer on a silicon substrate. The insulator
consists of a 10 nm-thick HfO2 grown by ALD using TDMAH
and H2O as precursors, at 225 °C with N2 as a carrier and
purge gas (see Fig. 2a). Deposition of a 500 nm Al layer on the
back of the wafer allows for electrically contacting the W
bottom electrode through the Si–n+ substrate.35 The 1000 RS I–
V curves were measured applying a voltage ramp to the device
(see Fig. 2b) with a voltage limitation of 1 V for the set process
and −1.3 V for the reset process. For these devices, the I–V
curves were programmed with a MATLAB software tool that
controls a Keysight B1500A SPA via GPIB.

The RS parameter extraction was performed following two
numerical methodologies previously introduced in ref. 33. For
the set voltage (Vset) extraction, the MS1 technique is based on
the current derivative maximum localization and the MS2 pro-
cedure consists of the determination of the set I–V curve knee
(Fig. 1c and 2c). In the case of the reset voltage (Vreset), the MR1
procedure is based on the current derivative minimum calcu-
lation and MR2 is linked to the current maximum (Fig. 1c and
2c). The set and reset voltages extracted using these procedures

are shown in Fig. 1d and 2d for the MIS and MIM devices,
respectively. The corresponding set (Iset) and reset (Ireset) cur-
rents are also shown in Fig. 1e and 2e versus cycle number.

3. Two-dimensional statistical
analysis of variability

The motivation for a new technique for the analysis of varia-
bility is illustrated in Fig. 3a, b and 4a, b for the MIS and MIM
devices, respectively. In Fig. 3a and 4a, the I–V curves show the
same Vset but have different Iset, and other curves with the
same Iset have different Vset. Similar issues are highlighted in
Fig. 3b and 4b for reset processes.

In view of these results, it is clear that a 1D analysis of varia-
bility, in our cycle-to-cycle variability case, is not appropriate,
or at least it is not complete. However, most of the reported
studies utilize just one of the variables considered previously,
i.e., the set or reset voltages, or the corresponding currents; in
all of the cases, it is a 1D approach. In this respect, a different
statistical approach should be addressed using the variable
pairs (Vset, Iset) and (Vreset, Ireset), that is, the point clouds
shown in Fig. 3c, d (MIS devices) and 4c, d (MIM devices).

Fig. 4 (a) Set I–V curves for the MIM devices. The curves in black have the same set voltage, although different set current; the curves in blue have
the same set current although different set voltage. (b) Reset I–V curves for the MIM devices. The curves in black have the same reset voltage,
although different reset current; the curves in blue have the same reset current although different reset voltage. (c) Iset versus Vset for two different
extraction procedures in the MIM devices, (d) absolute value of Ireset versus absolute value of Vreset for two different extraction procedures in the
MIM devices.
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Consequently, the coefficient of variation (CV) should be evalu-
ated in a multivariate manner.

As highlighted above, CV is commonly used to estimate the
variability of statistical populations. Even though the statistical
populations are characterized by multiple variables, as is the
case in our study, conventional 1D CVs are typically employed
for each single variable. By doing so, the correlation between
the variables is ignored and the analysis does not summarize
the variability of multivariate data into a single index. The
introduction of a 2D CV calculation (with the potential to
handle higher dimensions) addresses this limitation. The
extension of univariate CVs to the multivariate scenario is not
trivial; there are several proposals in the literature.36–39 This
issue is described in the Appendix.

4. Results and discussion

As explained in the Appendix, the multivariate coefficient of
variation (the 2D CV) suggested in ref. 40, MCVVN, is employed
in our calculations. The values of the variables used to calcu-
late the coefficients depend on their units. From a statistical
viewpoint, if the value of a variable is considerably greater
compared to others, its mean will also be greater than the
other variables. Consequently, this variable will likely have a
more important effect on coefficients such as the ones intro-
duced in our study. This influence should be carefully con-
sidered to ensure an accurate interpretation of the statistical
results. This well-known issue affects many statistical models;
regressions are an obvious example, but others are impacted
as well. For this reason, a transformation over the original
extracted RS data is needed (these modifications of variables
are usual in advanced statistical techniques). The most
common transformation is the standardization. A variable is
standardized by subtracting from it its sample mean and then
dividing the result by the variable standard deviation.
However, the new variable would have a standard deviation
that equals one and a mean equal to zero, which implies an
undefined CV. To address this issue, an effective alternative is
scaling using the root mean square.41 Denoting the set/reset

voltage or current as variable X, the transformation proposed

is X* ¼ XffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP ðX2Þ=np (where n is the number of cycles). The uni-

variate (1D) CVs for X* and X are the same, but the 2D CV is
not affected by the issue highlighted above anymore. See the
results in Fig. 5 (the data are given in Table 1).

It is important to interpret the coefficients in Fig. 5, taking
into consideration Fig. 3 and 4. The 1D CV(Vreset) for the MIS
devices is 0.23 for MR1. This value is reasonable for a certain
technology for neuromorphic computing and hardware crypto-
graphy applications; however, the 2D CV equals 0.67, a much
worse number that is influenced, obviously, by the high 1D CV
(Ireset) that equals 1.16. The spread of the black point cloud in
Fig. 3d visually represents this variability. Similar results
(although the 2D CV is lower) are obtained for the MR2, MS1
and MS2 techniques in the MIS technology. In all of the cases,
the variability of the set and reset currents, higher than the set
and reset voltages, is reflected in the much more informative
2D CVs (green bars in Fig. 5).

In the comparison of different technologies (for the MS2
numerical technique), notice that 1D CV(Vset) = 0.10 for MS2

Fig. 5 1D and 2D coefficients of variation for the transformed data of the set/reset voltages and currents shown in Fig. 3 and 4, for the two
different technologies we are considering, (a) MIS devices and (b) MIM devices.

Table 1 1D and 2D coefficients of variation for the transformed data of
the set/reset voltages and currents shown in Fig. 3 and 4

Device type Variable Univariate (1D CV) MCVVN (2D CV)

MIS Vreset (MR1) 0.23 0.67
Ireset (MR1) 1.16
Vreset (MR2) 0.24 0.55
Ireset (MR2) 0.83
Vset (MS1) 0.10 0.44
Iset (MS1) 0.69
Vset (MS2) 0.10 0.44
Iset (MS2) 0.68

MIM Vreset (MR1) 0.01 0.05
Ireset (MR1) 0.08
Vreset (MR2) 0.01 0.02
Ireset (MR2) 0.02
Vset (MS1) 0.18 0.35
Iset (MS1) 0.49
Vset (MS2) 0.12 0.30
Iset (MS2) 0.42
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(MIS) and 0.12 for MS2(MIM). An analysis based on these
numbers would lead to an almost similar variability; however,
the role played by the variability on Iset leads to a 2D CV(MIS) >
2D CV(MIM). Graphically, we can observe that the point cloud
dispersion for the MIS technology (Fig. 3c) is higher than in
the MIM case (Fig. 4c). This indicates a more complex relation-
ship between these variables than what is indicated by the 1D
CV alone. For MS1, we have a similar issue, although the 2D
CV difference between MIS and MIM is lower. The point cloud
in Fig. 4c is more spread out than in the MS2 case. It is note-
worthy that the reset 2D CVs for the MIM technology show out-
standing results in terms of variability, both for MR1 and
MR2; therefore, if we take into consideration the high RHRL/
RLRS that is achieved, this technology would successfully
respond for non-volatile memory applications.

5. Conclusions

A statistical study is performed on the variability of two different
resistive memory technologies based on HfO2 dielectrics. A new
2D coefficient of variation is introduced to account for the joint
variation of set or reset voltages and currents at once. The data
employed in the study allow us to prove that the new coefficient
performs a more comprehensive description of variability than its
one-dimensional counterparts for the voltage and current in both
technologies. The implementation of this new 2D coefficient of
variation is a significant advancement, offering enhanced
insights that are crucial for evaluating the suitability of specific
technologies in applications such as non-volatile memories, neu-
romorphic computing, hardware cryptography, etc.
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Appendix

Let X = (X1, …, Xp)’ be a p-dimensional random vector distribu-
ted according to a given distribution F with mean vector μ ≠ 0
and covariance matrix Σ. For the case we are considering here,
p = 2, our vectors are X = (Vset, Iset)’ and X = (Vreset, Ireset)’ with
different values for each RS cycle. Hereinafter, we consider the
X = (Vset, Iset)’ vector, but it would be the same for the reset
scenario. The mean vector for the set process is obtained as μ
= (mean(Vset), mean(Iset)) and μ′ stands for the transposed
matrix of the mean vector. The covariance matrix (also known
as the auto-covariance matrix or variance–covariance matrix) is
calculated as shown in eqn (1):

Σ ¼ covðVset; VsetÞ covðVset; IsetÞ
covðVset; IsetÞ covðIset; IsetÞ

� �

¼ varðVsetÞ covðVset; IsetÞ
covðVset; IsetÞ varðIsetÞ

� � ð1Þ

where cov stands for the statistical covariance and var for the
statistical variance. Different definitions of the multivariate
coefficient of variation (MCV) have been introduced in the lit-
erature: in ref. 36 (MCVR), ref. 38 (MCVVV), ref. 37 (MCVVN) and
ref. 39 (MCVAZ).

MCVR ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
detΣð Þ1p
μ′μ

s
;MCVVV ¼

ffiffiffiffiffiffiffi
trΣ
μ′μ

s
;

MCVVN ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
μ′Σ�1μ

s
;MCVAZ ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
μ′Σμ
μ′μð Þ2

s ð2Þ

where det stands for the determinant and tr for the trace of a
matrix. All these MCVs are reduced to the univariate CV when
p = 1; however, they are not equal to each other for the multi-
variate setting. The main properties and differences between
them are described in depth both theoretically and via simu-
lations in ref. 39 and 40. The MCVAZ coefficient is more explicit
and closer in its definition to the univariate CV. Therefore, it
has already been generalized for the case where observations
are functions instead of vectors42 and it has been applied pre-
viously to the analysis of variability in RRAMs in the context of
functional data analysis.30 In this case, we considered the
whole measured I–V curve as the basic element to use in our
statistical study.30 However, in the approach we are presenting
here, ref. 40 suggests the use of MCVVN because of its intuitive
definition and interesting invariance and robustness. For that
reason, MCVVN is the one employed in our work. It is interest-
ing to highlight that MCVVN requires non-singularity of the
covariance matrix, i.e., a non-zero determinant. Then, MCVVN

could not be used in these scenarios. The solution would be to
consider the MCVAZ coefficient instead, which was proposed to
solve this practical problem.39,40

For the sake of simplicity, we also name the univariate CV
as 1D CV and the multivariate CV as 2D CV, since in our work
p = 2.

Finally, it is important to highlight that in case we had
more information for the set and reset points (i.e. different
input voltage ramps, compliance currents, etc.), we could use
variance matrices and mean vectors with higher dimensions,
although the mathematical formalism would not change.
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