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The use of collective variables and enhanced
sampling in the simulations of existing and
emerging microporous materials

Konstantin Stracke and Jack D. Evans *

Microporous materials, including zeolites, metal–organic frameworks, and cage compounds, offer diverse

functionalities due to their unique dynamics and guest confinement properties. These materials play a sig-

nificant role in separation, catalysis, and sensing, but their complexity hinders exploration using traditional

atomistic simulations. This review explores collective variables (CVs) paired with enhanced sampling as a

powerful approach to enable efficient investigation of key features in microporous materials. We highlight

successful applications of CVs in studying adsorption, diffusion, phase transitions, and mechanical pro-

perties, demonstrating their crucial role in guiding material design and optimisation. The future of CVs lies

in integration with techniques like machine learning, allowing for enhanced efficiency and accuracy. By

tailoring CVs to specific materials and developing multi-scale approaches we can further unlock the intri-

cacies of these fascinating materials. Simulations are a cornerstone in unravelling the complexities of

microporous materials and are crucial for our future understanding.

1 Introduction

The fundamental goal of computational chemistry is to predict
experiments or to investigate phenomena that are not accessi-
ble by experiments. To achieve this, a model is created to rep-
resent the key characteristics of the experiment or system. In
the field of computational chemistry two major methods for
the simulation of the model persist. Firstly, the Monte Carlo
method (MC), which uses repeated random sampling to
mimic the experiment. Secondly, molecular dynamics (MD), in
which the system is propagated not stochastically but determi-
nistically by following Newton’s equations of motion. Both
approaches attempt to uncover the potential energy surface
upon which the system of interest exists. For chemical appli-
cations the sampling of the free energy or the Gibbs free
energy is of highest interest as it is a very comprehensive
energy expression. Under the right conditions (i.a. from equili-
brium) the free energy difference amounts to the work per-
formed by the system, including chemical processes.1 Yet
many chemical systems, including microporous materials as
we will see, are too complex for plain MC or MD to capture the
desired section of the free energy surface within realistic calcu-
lation times. The need of interacting with the system and
exploring the free energy surface in a more target-oriented

manner is evident and these kind of simulations are called
‘enhanced’.2

Porosity is a sought after property to target exciting new
applications.3 Many scientists aspire to control the size and
shape of the porous space, as well as the scaffolds that define
it. Microporous materials (pore diameter <2 nm) are of par-
ticular interest as these pore sizes are within molecular or ato-
mistic resolution. There are many examples of established and
emerging microporous materials including zeolites, metal–
organic frameworks (MOFs) and also non-periodic, molecular
systems, such as cage compounds (Fig. 1).4–6 Each of these
different classes have their respective advantages and allow for
a wide range of accessible internal volumes and pore struc-
tures leading to confinement effects used for separation and
catalysis.7–9 There are many other classes of porous materials
that show promise in the same applications, not discussed in
detail here, including covalent organic frameworks (COFs),
hydrogen bonded frameworks (HOFs) and polymers such as
conjugated microporous polymers (CMPs).

In understanding the promising application of these
materials it is noted that some exhibit novel properties by
themselves, but also the encapsulation of a guest can lead to
new and unexpected properties of both guest and host. For
example, a change in density of adsorbed water results from
interactions with the interface, the constraints of geometry
causes water reorientation in zeolites to be hindered.11,12

This confinement effects the phase diagram, it is lowering
the freezing point, thereby making supercooled liquids and
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glasses accessible.13 It is not only the adsorbate that is affected
by adsorption, also the adsorbent material can exhibit signifi-
cant changes. Adsorbents can exhibit structural changes14 or
undergo phase transitions in flexible solids.15 This is also
observed in biomolecules where the effects of water filling the
binding pocket of a protein can decisively impact the behavior
of proteins.16 Simulations have played a vital role in understand-
ing this behaviour by following these processes atomistically
and describing the energy cost of these processes.

Zeolites are natural occurring aluminosilicate minerals
where the substructure consists of tetrahedral SiO4 and AlO4

elementary building blocks connected by common oxygen
atoms.4 Zeolites, often referred to as molecular sieves, are
widely recognized and used for their separation properties,
whether on a laboratory scale for drying solvents or on a indus-
trial scale for drying gas streams, e.g. for LNG.17 There has
long been a large discrepancy between hypothetical possible
zeolite frameworks and those synthetically realised, the zeolite
conundrum.18 There are more than two million predicted
structures,18,19 but only 256 listed in the International Zeolite
Association database (as of 14/02/2024).20 Molecular simu-
lations are imperative in the study of zeolites to not only
analyse the individual frameworks, but also screen the feasi-
bility of all the hypothetical frameworks.

Metal-organic frameworks (MOFs) are a class of material
that has attracted greatly increasing attention in recent years.

In the last 10 years, there have been more than 20 000 MOF
structures registered in the Cambridge Structural Database
(CSD).21 These materials consist of metal clusters as nodes
and organic linkers connecting the nodes extending in two or
three dimensions as frameworks. Again, the porosity, the
amazingly high surface area22 combined with a high degree of
functionalisation23 is making these materials promising for a
variety of applications. Particularly noteworthy is the, in con-
trast to zeolites, exceptional property of flexibility, which was
predicted24 and discovered.25 This third-generation of flexible
MOFs are often referred to as “soft porous crystals” (SPCs),
which show drastic structural transformations within the solid
phase. A prominent example are MOFs that show a change in
unit cell volume upon external stimuli.26 This behaviour is
often referred to as ‘breathing’, where the MOF switches
between a closed or narrow pore phase (cp or np) to an open
pore phase (op). Despite the attention and great number of
registered MOF structures, only ∼100 structures exhibit breath-
ing behaviour.27 The dynamic behaviour of MOFs and their
exciting applications calls for the study with advanced
approaches such as enhanced sampling of molecular
dynamics simulations.

Zeolites and MOFs are framework structures, connected in
two or three dimensions, but there are also macromolecular
cage architectures which are discrete entities and still display
the sought after property of porosity.6 One famous representa-
tive is the C60-fullerene, or buckyball,28 but the inside of the
fullerene is not readily accessible by guests (Li+ is a notable
exception).29 Akin to the Zeolites and MOFs, many cages also
demonstrate a high degree of functionalisation of their
internal accessible volume. An abundance of these open
cages30 have been developed, either purely organic31or includ-
ing metal ions as coordination cages.32 In contrast to extended
materials, their discrete nature leads to the solubility of these
cages that can even produce a porous liquid, i.e. a liquid with
permanent porosity.33 Further, these discrete entities can be
packed, solidified, in many different ways. These solids, which
can be disordered and amorphous, have also been investigated
for their bulk porosity.34 This porosity can arise from the cage
pores itself (intrinsic porosity) or from the voids in between
the cages that results from inefficient packing (extrinsic poro-
sity), or a combination of both.35 Since amorphous solids
cannot be analysed via common experimental characterisation
methods (e.g. X-ray diffraction), simulations of these amor-
phous cage packings are of crucial importance to understand
their properties.36,37

Research into zeolites, MOFs and cages requires the col-
laboration of many scientists from a wide variety of fields,
including a significant contribution from computational
chemists using atomistic simulation to both understand
existing observations and predict new avenues of investi-
gation.38 In this review, we describe simulations combining
enhanced sampling and collective variables, a combination
of different structural features, to understand the complex
dynamic behaviour of these exciting materials and showcase
illustrative examples. It is this ability for atomistic simu-

Fig. 1 Atomistic representations of the materials discussed in this
review. The zeolite structure of SOD as an assembly of tetrahedra (A).
MOFs with an example of MOF-5 is shown, which combines a zinc-oxo
cluster with a terephthalate ligand (B). A metallosupramolecular cage
formed by palladium and organic ligand (C).10
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lations to describe the powerful effects of dynamics and con-
finement leading researchers to new materials and new
applications.

2 Background

Any simulation can be broken down into its component parts,
variables (x) connected by mathematical relations. In a broad
definition collective variables (CVs) are only that, a collection
of variables contracted into one:

CV ¼ Afxig; ð1Þ
with A a transformation matrix. The goal of a collective variable
is the reduction of many variables to a lower-dimensional set of
variables, that still describe the crucial characteristics of the
system. In molecular simulation, CVs have also been called
‘order parameters’, ‘(surrogate) reaction coordinates’, and many
other terms. In this review, they will be defined as follows: the
individual variables xi are projected or transformed onto the
CVs (A{xi}) and then span a reaction coordinate

ξðtÞ ¼ ξðCViðtÞ;…Þ ¼ ξðxjðtÞ;…Þ for i; j [ N ð2Þ
CVs are chosen to describe a reaction coordinate such that

the reaction coordinate consists out of a set of discrete CVs
(ξ({CVi})). The idea is to find CVs as a target to drive the
enhanced simulation. As a practical example is the distance
CV, here the CV is the distance between two groups of atoms
(e.g. 3 Å) while the reaction coordinate ξ spans the whole path
between association and dissociation (e.g. from 1 Å–10 Å), here
the positions of the atoms are the individual variables xi.
Many techniques and methods exist to find suitable ways to
transform the variables into CVs (addressing rescaling errors),
namely principal component analysis,39 or for a more direct
application the dihedral principle component analysis
(dPCA)40 for protein folding. Important to keep in mind is that
a loss of information is inevitable, for example errors in rescal-
ing the reduced quantities as well as errors in the projection of
them are the core issues when handling CVs.41 Projection

errors result from the projection of higher dimensional data
onto a set of lower dimensions (see Fig. 2A), while rescaling
errors occur from the transformation of the data. Whereas
unitary transformations such as PCA conserve the metric of
the space, others, such as dPCA, do not. A change in the
metric of the space can cause distortions of the rep- resented
data (see Fig. 2B). Although projection and rescaling errors can
be checked and carefully handled, it is always possible to com-
pletely overlook a governing characteristic, which is why the
process under investigation must be carefully assessed with
respect to all influencing effects. Another intricacy posed by
some enhanced simulation methods is the ‘sufficient’
sampling for energy calculation, new protocols are systematiz-
ing and quantifying this concept.42

In this review CVs are clustered into three groups: state vari-
ables, structural variables and other types and we will also
outline approaches that enhance the sampling of these vari-
ables (see Fig. 3).

3 Applications of collective variables
with enhanced sampling
3.1 State collective variables

In thermodynamics, a state variable is an independent variable
of a state function: it describes a thermodynamic state inde-
pendently of the system’s path. Examples are the number of
particles (N), volume (V), temperature (T ), pressure (P) and
Gibbs free energy (G). State variables are already collective vari-
ables, for example the instantaneous temperature is given by

TðtÞ ¼
XN

i¼1

mivi2ðtÞ
kbNf

; ð3Þ

with N the number of particles, mi the mass, vi the velocity, kb
the Boltzmann factor and Nf the number of degrees of
freedom (usually Nf = 3N − 3). The work performed by a
system, at equilibrium, from state A to B is equal to the free
energy difference. To maintain equilibrium, a simulation is

Fig. 2 Schematic depiction of projection errors for a model energy
surface (A) and rescaling errors with respect to the geometry distortions
of methane (B).

Fig. 3 Selection of the Collective Variables (CVs) discussed in this work.
The state variables are in the top row and structural and other types in
the bottom row.
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carried out with certain state variables held constant, leading
to the definition of ensembles. Common ensembles are the
canonical ensemble (NVT), isothermal–isobaric ensemble
(NPT) and microcanonical ensemble (NVE), where the letters
in the brackets always indicate which state variable is kept
constant.

Firstly, in the chemical context the state variable N is often
referred to as the number of atoms or molecules and it is
sampled in the grand canonical ensemble (μVT ), with μ the
chemical potential.43 The change in the number of atoms of
the porous scaffold itself is interesting for crystal growth44 but
in the case for porous materials, an investigation of their
adsorption properties, i.e. a change in the number of guests, is
often of greater interest. For simulating equilibrium processes
such as adsorption, MC simulations are inherently better
suited, because their dynamics have no hysteresis (due to the
stochastic processes) and one can more easily insert or delete
a molecule without affecting the system. These MC simu-
lations can exchange molecules between the inside of a pore
and the external reservoir which captures external gas pressure
and there are several reviews on simulating adsorption in
MOFs.45,46 Research has been active and newer methods like
GCMC-MD hybrid simulations47,48 have been developed. The
GCMC-MD method includes a MD simulation as a trial move
within the MC simulation, thus combining the advantages of
both methods in a comprehensive way. This leads to the inves-
tigation of dynamic properties of the scaffold with respect to
the adsorption of guests. The guest-induced breathing of
MIL-53 with CO2 was investigated by Vanduyfhuys et al.48 and
Ghoufi et al.47 Another example of the combination of MC and
MD is the dual control volume grand canonical MD (MC)49,50

where the simulation box is divided into control volumes and
transport regions. The MC step keeps the chemical potential
in the control volumes constant, whereby the concentration
differs in both control volumes (dual volume) thus creating a
concentration gradient in the transport regions, unlike in the
GCMC-MD scheme the MC move is initialised at a pre-set ratio
to the MD steps. This approach has been particularly effective
in studying the transport properties of zeolite membranes, the
membrane would be placed in the transport regions.51

The volume V is easily represented by the size of the simu-
lation cell, as the standard approach is to use a finite simu-
lation cell with a fixed volume and approximate the environ-
ment with infinite repetitions of the cell (periodic boundary
conditions). For directly interacting with the volume a bias
force (pressure) has to be applied to the volume of the simu-
lation cell, the CV, and than the system can be driven along
the reaction coordinate sampling the different volumes. The
bias forces can be applied in different ways leading to various
enhanced sampled techniques. Two of these enhanced simu-
lation techniques are metadynamics (2002 by Laio and
Parrinello52,53) and umbrella sampling (by Torrie and Valleau
in 1977 54). These different approaches for sampling the free
energy surface are schematically depicted in Fig. 4.

In Fig. 4A it can be seen that plain molecular dynamics fail
to sample outside of the minimum. Therefore in the approach

of metadynamics, a potential (Gaussian function) is added to
the free energy surface (defined by a chosen CV). This potential
is added on top of any previous potential after a pre-set time
and is always added to the point, or configuration, the system
is currently at. These added potentials discourage the system
to visit the previous points in the future again and over time
this leads to the exploration above energy barriers and outside
of the minimum. The approach of metadynamics is often
referred to as “filling the free energy wells with computational
sand”55 (see Fig. 4B). If the height and width (or the resulting
forces on the system) are adaptively tempered during the simu-
lation the free energy surface can be more accurately sampled
– avoiding excess computational time (see Fig. 4C). A some-
what opposite approach is chosen in umbrella sampling,
where a potential is added to the free energy surface in order
to constrain the system at a certain point and, after a pre-set
time, the applied potential moves along a pre-defined reaction
coordinate in discrete steps (windows), see Fig. 4D. The added
potential is usually a harmonic potential, hence the name
umbrella sampling. Especially for SPCs, the exploration of the
volume and thus the discovery of multiple solid phases has
attracted much attention. Among other enhanced simulation
techniques, umbrella sampling and metadynamics have been
employed to construct the free energy profile as a function of
the unit cell volume for MIL-53 to great success (see
Fig. 5).56–58

Multiple simulations carried out at different, but constant,
temperatures Ti can be used to create a temperature profile
with discrete temperature steps. The interplay of linker func-
tionality in MOFs was analyzed in terms of CO2 capture with
respect to temperature.59 Investigating a defined temperature
profile in combination with a discrete volume profile was
applied to describe the phenomenon of negative thermal
expansion for a variety of MOFs (also with phonon
analysis).60–62 Many MOFs shrink upon heating and switchable
thermal expansion, both negative and positive thermal expan-
sion, could be shown.63 Additionally the correlation of thermal

Fig. 4 Schematic depiction of the sampling scheme in MD plain (A),
metadynamics plain (B), metadynamics tempered (C) and umbrella
sampling plain (D).

Nanoscale Review

This journal is © The Royal Society of Chemistry 2024 Nanoscale, 2024, 16, 9186–9196 | 9189

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
A

pr
il 

20
24

. D
ow

nl
oa

de
d 

on
 7

/2
1/

20
25

 5
:5

3:
50

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4nr01024h


expansion with pore size was also shown.5 Some properties,
phenomena or processes occur so rarely that they are not
plausible to occur in the time span feasible for simulations.
The simulation time would not be enough to wait for these
events to happen so these rare events of minima on the free
energy surface are not easily accessible. To access these
regions on the free energy surface (configurations in phase
space) that would have been separated by to high energy bar-
riers, one approach is to exchange simulations at high temp-
eratures for simulations at low temperatures and vice versa.
The sampling of rare events becomes more likely if the temp-
erature is higher and more kinetic energy is present in the
system to overcome energetic barriers. The enhanced methods
that use this strategy are called parallel tempering or replica
exchange (see Fig. 6). Parallel tempering or replica exchange
can be employed with any state variable, including any variable

within the probability function or the partition function.64 For
example the Hamiltonian65 or force field parameters or the
more apparent ones temperature, pressure and volume, can be
chosen. Other methods utilising temperature in enhanced
simulations are simulated annealing.66 An artifical tempera-
ture is introduced to initially heat up the system and then
gradually cool it down again. The temperature introduces sto-
chasticity into the system and, hopefully, frees the system to
find the global minimum, this is inspired by the annealing
technique in metallurgy. Addressing the Zeolite conundrum,
many hypothetical zeolites were discovered by simulated
annealing.19 Even more zeolite frameworks were constructed,
with the scheme of replica exchange, but with replicas of the
equilibrium constants for condensation/hydrolysis (see
Fig. 7).67 For some of these hypothetical zeolites, the tempera-
ture replica exchange Monte Carlo method was utilised for
screening their thermodynamic feasibility, thereby reducing
the number of possible hypothetical zeolites again.68 The
replica exchange method can also be combined with other
enhanced simulation techniques, for example, in the search
for the relevant structural CVs in MOF phase transitions, the
temperature replica exchange method was used to identify
them and then umbrella sampling was utilised to sample
these CVs.69

Similar to the temperature, the pressure P is also often held
constant during the simulation (NPT ensemble) and an excel-
lent comparison of barostats in MOFs was reported by Rogge
et al.70 To demonstrate the complete picture of adsorption pro-
perties, many adsorption simulations are carried out at a
range of discrete pressures,48,71 where the goal is often to
create the temperature-pressure-gas phase diagram of the
studied material.72 Due to the large degree of flexibility pos-
sessed by many MOFs, mechanical stress and shear forces are
fundamental properties for their characterisation.73 One of the

Fig. 5 The free energy profiles of MIL53(Al) with respect to the unit cell
volume. The two wells of free energy represent the two solid phases.
The switching between the closed pore (cp) and large pore (lp) is con-
sidered as the breathing of the MOF. Calculated with a variety of
enhanced simulation techniques and free energy calculation methods.
Reprinted with permission from ref. 56.

Fig. 7 Replica exchange reactive Monte Carlo simulations for con-
structing zeolites. The structure shown in (a) (unit cell), (b) and (c)
results from a single replica as well as those from (d) (unit cell), (e) and
(f ) stem from a second single replica. Color code: Si (yellow), bridging
oxygen (red). Reprinted (adapted) with permission from ref. 67.
Copyright 2015 American Chemical Society.Fig. 6 Schematic depiction of the temperature replica exchange scheme.

Review Nanoscale

9190 | Nanoscale, 2024, 16, 9186–9196 This journal is © The Royal Society of Chemistry 2024

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
A

pr
il 

20
24

. D
ow

nl
oa

de
d 

on
 7

/2
1/

20
25

 5
:5

3:
50

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4nr01024h


first calculation of the bulk modulus for a MOF was by
Fuentes-Cabrera et al. for MOF-5 (ab initio).74 Later, the bulk
modulus was also calculated by means of classical MD
simulations.75,76 The definition of temperature as undirected
kinetic energy leads to a purely isotropic phenomenon, while
pressure, in contrast, can be anisotropic and the reduction to a
single CV therefore entails an additional loss of information.
It was shown that the existence of high anisotropy in elastic
properties together with small shear moduli (sub-GPa), is a
signature of the flexibility of soft porous crystals and leads to
their ability to undergo large phase transitions.26,77 The
internal pressure was sampled by Rogge et al. and used in
thermodynamic integration to create the free energy profile.
This was carried out for a discrete range of volumes, thus
studying the breathing phases of MOFs.48,70 The procedure or
concept behind thermodynamic integration78 resembles that
of umbrella sampling, with an infinitely strong potential.79

3.2 Structural collective variables

In the field of chemistry, especially within classical simu-
lations, changes to the free energy surface are often results of
structural changes to the molecule or molecules. The struc-
tural definitions can come in many forms—from bending
angles over out-of-plane angles to torsion angles—the ways of
defining structural CVs is limitless.

Distance (d ) as a CV is most commonly used as follows: the
center of mass of two groups of molecules are defined and
enhanced simulation techniques, e.g. umbrella sampling, are
used to sample along the distance coordinate between both
groups. Notable examples of using the distance CV within
umbrella sampling are the guest-host encapsulation mecha-
nisms for cage compounds.80 A different approach to sampling
is steered MD, where the same type of bias potential (e.g. har-
monic) can be used as in umbrella sampling but instead of
constraining the motion of a group a continuous net displace-
ment (defined by a distance) along one direction is enforced
(see Fig. 8). Steered MD simulations are often focused on
transport properties, for example, the transport of ions, or
small molecules, through zeolite membranes was simulated
with steered MD.81,82 A more complex implementation of the
steered MD scheme is the concentration gradient driven mole-
cular dynamics. Depending on the composition of a liquid

mixture, a steered MD is triggered to equilibrate between two
reservoirs, through e.g. a zeolite membrane.83

In contrast to umbrella sampling and steered MD, acceler-
ated MD84 changes the surface itself, see Fig. 9. The system is
not forced above barriers, but the barriers itself are lowered.
Accelerated MD has been used to study the encapsulation or
de-capsulation of fullerenes in supramolecular cages, where
the advantage of accelerated MD over applied force based
methods has been showcased.85 The host, as with protein-
ligand analogues, exhibits self-folding and general dynamic
adaptive capabilities that might have been hindered in a simu-
lation with added strain.85 Importantly, metadynamics does
not need to know the exact reaction coordinate, while acceler-
ated MD does not even need to know the CVs and only
umbrella sampling needs previous understanding of the reac-
tion coordinate and CVs.

For the framework atoms in three-dimensional materials
there are few applications for the distance CV. The distance CV
was used to model the adsorption of water into MOF-5 (via the
nudged elastic band model and thermodynamic integration).86

Not for adsorption, but for the self assembly of MOFs (MOF-5)
the distance CV was utilised successfully.87 In some instances
the distance CV is also implemented more indirectly, e.g. for
imitating pressure on the MOF.88

Angles (Θi) are essential for the characterisation of
materials and molecules, hence they are a key metric for the
screening of new materials such as zeolites.89 In particular,
the flexibility of soft porous crystals, MOFs, raises many geo-
metrical questions such as which angle measurement would
be the angle of rotation for the organic linker? To solve this
groups have quantified rotational barriers by a large variety of
ab initio computational studies90–92 and combined MD/DFT
protocols.93 Interestingly, these soft materials exhibit surpris-
ingly low energy barriers that lead to extremely fast rotations.94

While enhanced simulation techniques can allow for the
exploration of higher energy regimes in these cases due to the
low energy regimes present alternative approaches are
needed.95 Regardless, some interesting observations have been
made considering angles to study rotations. For example, the

Fig. 8 Schematic depiction of sampling with steered MD. Fig. 9 Schematic depiction of sampling with accelerated MD.
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rotations were not only studied independently, but as coupled
motions with the breathing behaviour of MOFs,96 or as syn-
chronized rotation for fluid transport.97 Elsaidi et al. describe
the impact of ring rotation upon gas adsorption.98 Other types
of linker dynamics, namely out of plane swinging, were
studied by Coudert and co-workers.99

Beyond dynamics of the MOF framework itself the
dynamics of guests were also investigated. A rotational and
translational analysis of encapsulated guests within MOFs
including CO2

100 and larger organic molecules101 were
reported. Another example of enhanced simulation techniques
in the field of MOFs, utilising angles, would be the usage of
the unit cell vector angle to study the asymmetrical structure
transformations for gas adsorption.102 For cage compounds,
similar to MOFs, the tracing of the bending and twisting of the
linker is of interest, especially with respect to guest
encapsulation.103,104 A different, interesting, approach is
restraining the intermolecular angle between guest and host,
the guest is kept with a specified orientation to the host cage
during the encapsulation.80

The above summarises a few and widely studied structural
CVs but there are many more such as root mean square devi-
ation (RMSD)105, hydrogen bond between two atoms, gyration,
coordination number (between groups, atoms or both)106 and
intermolecular angles (e.g. contact angles107). There truly is an
endless way to combine angles between reference points and
the best choice may not be obvious.

3.3 Other collective variables

Simulations can also be driven to explore different phases or
conditions in other ways than structural manipulation or
changes to the state variables. One way is to stimulate the
molecules/atoms using an external electric field. Electronic
and optical properties and their corresponding variables are
ubiquitous and often indirectly represented with other obser-
vables or CVs. Especially in applications and experiments they
are the go-to ansatz for interaction with a system.

The responses of MOFs to light have been extensively
studied, but mostly experimentally.108 Reports from a theore-
tical or computational perspective have been comparatively
spare and are still very much in development.109 For example,
most light absorption/emission analysis is based on band
structure calculations.110 The influence of metal exchange74,111

and ligand exchange112 was analyzed, with respect to these
electronic properties. Piezochromism (change in electric and
optical properties due to pressure) of MOFs was investi-
gated.113 Furthermore, the electronic changes upon gas
adsorption were also investigated.114

The effect of an electric field as an external stimuli is of
great interest in the community. Notably, the enhanced separ-
ation of gas molecules as response to an electrostatic-field was
reported.115 This enhancement effect was argued by the di-
hedral angle of dipolar linkers.116 By using dipolar linkers
within the MOF framework, the rotation of the linker as
response to an electric field was shown.117 Also the typical
breathing behaviour of MOFs could be induced by an electric

field.118 Beyond that, an interesting field of research is the
luminescence of MOFs, but they require computational inten-
sive methods (like time-dependent density functional theory)
and this has only been achieved for few MOFs.119–121

In another approach CVs can be created from non-physical
intermediate states in order to bridge two physical states by a
reaction coordinate. These simulations are referred to as
alchemical calculations/simulations. Upon the definition of the
reaction coordinate along intermediate alchemical states the
free energy is calculated by free energy perturbation or thermo-
dynamic integration. For cage compounds, alchemical calcu-
lations can be employed to calculate binding energies of guest-
host interactions.122 Another example of the use of alchemical
calculations is the systematic substitution of carbon units (C,C)
in fullerene by their isoelectronic pairs of Boron and Nitrogen
(B,N). This allowed the exploration of the chemical space for
numerous possible alchemical cage derivatives.123

4 Limitations and future directions

Collective variables (CVs) offer a powerful tool for simulating
complex microporous materials but they are not without limit-
ations. One key challenge lies in the careful selection of CVs
where choosing inappropriate CVs that fail to capture the
essential features of the system can lead to misleading results.
This highlights the importance of a deep understanding of the
system to guide the selection of relevant CVs. Additionally, the
use of CVs inherently involves a trade-off between dimension-
ality and information. By focusing on a reduced set of CVs,
some atomistic details and potentially relevant information
might be lost.41 This necessitates careful consideration of the
balance between computational efficiency and the level of
detail required for the specific investigation.

There are several advanced approaches (beyond statistical
methods like PCA) that exist to identify and extract the domi-
nant CVs of a simulation. The combination of graph theory for
the topology of molecules together with metadynamics
enabled the discovery of isomers, nanoclusters, association,
and dissociation reactions.124 In another approach by
Demuynck et al., time-structure based independent com-
ponent analysis (tICA)125 was used to extract the dominant/
accurate CVs of structural transformations to further employ
enhanced simulation techniques upon these CVs.69 They
included a whole range of structural transformations for the
analysis of the flexibility of the studied MOFs, based on
Kitagawa and coworkers definitions of the different modes of
flexibility.126 Using a set of parameters including volume,
linker bend angles, interlinker distances and the dihedral
angle associated with the so-called knee-cap motion (metal to
linker) the different phases of CAU-13 were successfully
described. Given the sheer quantity and possibilities of CVs, it
is not surprising that discovering the crucial CVs to describe
the respective system is a hurdle.

Employing only volume as a CV cannot describe the
different possible forms a given volume can take. Therefore,
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studies were performed with special focus on the flexibility of
the cell shaping.127 A different perspective on the volume is to
consider the internal volume. This can be done by investi-
gation of the pore size distributions and the accessible pore
volume can be calculated by adsorption simulations.128,129

Recently, theoretical approaches to generate isotherms corres-
ponding to the individual pores were reported.130,131 Pore
volume may also be deployed as a CV but this is not entirely
straightforward. For example, non-periodic MOF nanocrystal-
lites, i.e. finite systems, lack the cell volume as a variable,
therefore individual pore volumes defined by their tetrahedral
tessellation can be used as a CV to drive phase transitions
though the crystal.132

Integrating machine learning techniques offers possibilities
such as active learning for dynamic CV selection and dimen-
sionality reduction.133 Machine learning has been showen to
be a very powerful and flexible tool for extracting the mechan-
istically important CVs,134,105 and also in providing good low-
dimensional system projections, energy surfaces, that can be
used for sampling.135,136 Alternatively, or in addition, machine
learned potentials137 enables efficient screening and has been
demonstrated, for example, in zeolites.138 As another example,
the common form of transportation of H2 is under extreme
high pressures, therefore the investigation of hydrogen storage
in MOFs under lower pressures is of great importance and
interest (via fluid mechanics and artificial neural networks).139

One more way CVs could be used more in the future is by
combining both state variables and structural variables in a
variety of ways. For example, this may be realised by joining
methods together like the GCMC-MD scheme48 or by succes-
sive employment such as the dual control control GCMD(MC).
Another approach could also be temperature replica exchange
followed by umbrella sampling. Recent advances demonstrate
an increased use and development of novel enhanced simu-
lation approaches.140

Bridging the gap between atomistic and continuum simu-
lations through multiscale modeling and hybrid approaches
holds immense potential for efficient exploration of large-scale
phenomena while retaining crucial atomistic details.141 These
advancements will solidify CVs as a powerful tool for unlock-
ing the complexities of microporous materials and driving
innovation in material design and discovery.

5 Conclusion

Microporous materials, encompassing zeolites, MOFs, and
cage compounds, have emerged as a class of versatile materials
with diverse applications. Their unique properties, including
dynamics and confinement effects have propelled them to the
forefront of research in separation, catalysis, and sensing.
However, traditional atomistic simulations can struggle to
capture the complexities of these materials due to their
inherent limitations in describing rare events.

Collective variables (CVs) and enhanced sampling are
powerful tools, enabling efficient exploration of the essential

features of microporous materials. This review has high-
lighted the successful application of CVs in studying various
aspects of these materials, including adsorption, diffusion,
phase transitions, and mechanical properties. By providing
valuable insights into their dynamic behavior, these
advanced simulations play a crucial role in guiding the
design and optimization of microporous materials for
specific applications.
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