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Nonadiabatic molecular dynamics simulations shed light on the timescale of furylfulgide photocyclisation†

Michał Andrzej Kochman*a,b

The sequence of events during the photocyclisation of furylfulgides is not fully understood, and there is a significant disparity between ring closing timescales determined with the use of transient absorption (TA) spectroscopy [Siewertsen et al., Phys. Chem. Chem. Phys. 2011, 13, 3800.], and the timescale estimated on the basis of nonadiabatic molecular dynamics simulations [Kochman et al., Phys. Chem. Chem. Phys. 2022, 24, 18103.] With a view to resolving this issue, in the present study I report nonadiabatic molecular dynamics (NAMD) simulations of the photorelaxation process of a model furylfulgide with a bulky alkyl substituent at carbon atom C3. I employed a pattern recognition algorithm in order to automate the analysis of the simulated trajectories. According to the simulation results, the bulky alkyl group group causes a substantial increase in the photocyclisation quantum yield, but the timescale of ring closing is only marginally affected. I discuss the implications of these findings in light of the available spectroscopic data.

1 Background

The furylfulgides, also sometimes referred to simply as fulgides, are a class of photochromic compounds with potential applications in several technologies, including rewritable optical memory devices17 and photomechanical materials.18,19 The cycle of photoinduced ring-closing and -opening reactions to which they owe their photochromism is illustrated in Figure 1 on the following page. Here, 1 represents a series of furylfulgides with different alkyl substituents (R) at carbon atom C3. The open-ring isomers are all colourless, while the closed-ring isomer (C) shows intense red coloration.

The first half of the photochromic cycle begins with the Eα isomer. Under irradiation in the ultraviolet (UV) range, this isomer undergoes two parallel photochemical reactions: photocyclisation, which leads to the closed-ring isomer (C), and E → Z photoisomerisation around the C3=C4 bond. The latter process competes with ring closing and, as such, it is an undesired side reaction. Both these reactions are reversible photochemically, but they are thermally irreversible at room temperature.10,11

Also involved in the system of reactions that is shown in Figure 1 is the Eβ isomer, which differs from the Eα isomer in the orientation of the 2,5-dimethyl-3-furyl moiety. In the solution phase, the Eα and Eβ isomers exist in equilibrium with one another.12 Unlike the Eα isomer, the Eβ isomer is incapable of photocyclisation, but it does undergo E → Z photoisomerisation. The second half of the photocyclic cycle is the photoinduced ring-opening reaction (C → Eα), which is triggered by irradiation either in the visible or in the UV range. Normally, light with a wavelength of around 500 nm light is used, which selectively excites the C isomer.13

The mechanisms underlying the photoisomerisation reactions of furylfulgides and related photochromic compounds have been the subject of several spectroscopic13–21 and theoretical20,22,26 studies. Recently, in Ref. 25, my co-workers and I investigated the photorelaxation dynamics of the Eα and Eβ isomers of furylfulgide Me-1 (the compound in the series 1 with a methyl substituent at position C3) with the use of nonadiabatic molecular dynamics (NAMD) simulations. In that study, it was found that the photoisomerisation reactions of both isomers take place on timescales of hundreds of femtoseconds, and that they do not involve any long-lived reaction intermediates. The accuracy of these simulations was verified through a comparison of the calculated photoisomerisation quantum yields to the experimentally-determined photoproduct distribution of furylfulgide Me-1, which is known from experiment.27 In this respect, at least, the simulation results obtained in Ref. 25 are in agreement with the available experimental data.

However, an unresolved issue is the kinetics of the photocyclisation reaction. In the NAMD simulations carried out in Ref. 25 most of the calculated trajectories which
underwent ring closing did so at around 200 fs after the initial photoexcitation. This is a somewhat longer timescale than that reported in the transient absorption (TA) spectroscopic study by Siewertsen and co-workers\cite{18} according to whom the ring closing process of furylfulgide Me-1 is characterised by a time constant of roughly 100 fs. In Ref.\cite{25} my co-workers and I argued that the time constant of ca. 100 fs is too short to be ascribed to photocyclisation, especially given the fact that this process involves the motion, relative to one another, of two fairly heavy chemical moieties. We hypothesised that this time constant corresponds instead to the initial motion of the nuclear wavepacket away from the Franck-Condon region.\cite{25} In any case, even the longer, simulation-based, estimate of the timescale of ring closing places furylfulgide photocyclisation among the fastest known photoisomerisation reactions.\cite{28,29,30,31}

The problem extends to how the timescale of ring closing is affected by molecular structure. In this regard, it is well documented that the photoproduct distribution (which is a function of the kinetics of the various photorelaxation pathways) is sensitive to the structure of the given furylfulgide.\cite{32,33} A series of studies by Yokoyama and co-workers\cite{12,23,24} have shown that introducing a bulky alkyl substituent at position C3 has the effect of increasing the quantum yield of ring closing places furylfulgide photocyclisation among the fastest known photoisomerisation reactions.\cite{28,29,30,31}

Within the framework of the kinetic model formulated in Ref.\cite{19} the time constant for the ring closing process of Me-1 was reported as 110 \pm 20 fs. In the case of iPr-1 and 7rF, the time constants for ring closing were reported to be as short as 50 \pm 10 fs.\cite{19}

On the basis of the same argument as was raised previously in Ref.\cite{25} the assignment of the extremely short time constants of ca. 50 fs to ring closing seems implausible. This is especially
true of compound 7rF, in which the furyl moiety is tethered to atom C3 with an alkyl chain. Obviously, the furyl moiety cannot move independently of the heavy alkyl chain, and this is a factor that is expected to extend the timescale of ring closing. The added mass of the chain may be counteracted to some extent by a pre-orientation effect, which is to say, a ground-state geometry that is favourable to photocyclisation,19,20 but even so, a timescale of ca. 50 fs seems unrealistically short for this compound.

The fact that furylfulgide photocyclisation is one of the fastest known photosomerisation reactions makes it all the more important to understand its kinetics. In the present study, my aim was to determine the effect of the presence of a bulky substituent on the timescale of ring closing. To this end, I carried out NAMD simulations of the photorelaxation dynamics of tBu-1, a representative furylfulgide with a bulky substituent at position C3. In order to identify the emergent relaxation pathways, I analysed the simulated trajectories with the use of a pattern recognition workflow.

The rest of this paper is organised as follows. In the following section, I outline the computational methodology, with special regard to the pattern recognition analysis. I then discuss the simulation results, beginning with the mechanistic details of the time-evolution of the system, and then moving on to a global view of the relaxation process and the main simulation pathways.

2 Computational Methods

2.1 Choice of Model System

As mentioned in the Background section, the simulations were performed for an isolated molecule of the $E_a$ isomer of furylfulgide tBu-1. This choice of model system was motivated by a number of factors. The first is the high photocyclisation efficiency of tBu-1 – this compound exhibits the highest quantum yield of photocyclisation from among the five furylfulgides in the series 1 for which experimental data is available.22 This suggests that, in tBu-1, the effect of the bulky substituent at position C3 on photosomerisation kinetics should manifest itself clearly. At the same time, tBu-1 is similar enough in terms of structure to iPr-1, whose relaxation dynamics was studied experimentally by Siewertsen et al.19 to allow a meaningful simulation results with spectroscopic data. Also, from the standpoint of simulations, the tert-butyl group is convenient in that it exhibits threefold rotational symmetry, and hence rotations around the C3-tBu bond do not give rise to distinct conformers.

As discussed in more detail in Section S1 of the Supporting Information, the $E_a \rightleftharpoons E_b$ equilibrium of tBu-1 is dominated by the $E_a$ isomer. For this reason, I only performed NAMD simulations for the predominant $E_a$ isomer, and neglected the minority $E_b$ isomer. The $E_b$ isomers of furylfulgides are, in any case, incapable of photocyclisation, so that modeling the relaxation dynamics of the minority $E_b$ isomer of tBu-1 is irrelevant to the question of the kinetics of ring closing.

The solvent was not included in the simulations. The neglect of solvent effects is justified by the fact that the spectroscopic measurements reported in Refs. 18 and 19 were performed in n-hexane, a non-polar, weakly interacting solvent.

2.2 NAMD Simulations

The NAMD simulations modelled the relaxation process of the $E_a$ isomer of tBu-1 following initial photoexcitation into state $S_1$. Their setup mirrored that used previously in Ref. 25 in which analogous simulations were performed for the $E_a$ and $E_b$ isomers of Me-1. Namely, the electronic structure of the molecule was described with the spin-flip variant of time-dependent density functional theory (SF-TDDFT), and its dynamics was propagated with the well-known fewest switches surface hopping algorithm.17-19 $N_{\text{trajs}} = 50$ simulated trajectories were propagated for a period of 500 fs. For ease of reference, a more detailed description of the simulation methodology is provided in the Supporting Information for this paper. Its accuracy has been thoroughly verified in Ref. 25.

Owing to the fact that the simulation methodology is exactly the same as in Ref. 25 the simulation results can be compared directly to those obtained in the earlier study.

The following parameters were used to describe the relaxation dynamics. The progress of the photocyclisation was followed by monitoring the distance between atoms C1 and C6, which is denoted $R_{16}$. I considered ring closing to have occurred if, at any point during a given simulated trajectory, $R_{16}$ decreased to less than 1.8 Å.

In different simulated trajectories, ring closing occurs at different time delays after the initial photoexcitation. It is convenient to have a single quantity that serves as a measure of the distribution of ring closing times in the ensemble of trajectories. To this end, I calculated the median of the ring-closing times observed in the simulations.

In some simulated trajectories, the molecule did not undergo photocyclisation, but rather, it followed a reaction path that can be described as unsuccessful $E \rightarrow Z$ photoisomerisation. Accordingly, I also monitored the torsion angle formed by atoms C2, C3, C4, and C5, which is denoted $\phi_{2345}$. Lastly, I monitored the electronic state of the molecule by following the classical populations of states $S_0$ and $S_1$. As per the usual convention, the classical population $(P_j(t))$ of the $j$-th adiabatic state from among those included in NAMD simulation is defined as the fraction of trajectories that is currently evolving in that state:

$$P_j(t) = \frac{N_j(t)}{N_{\text{trajs}}}$$

2.3 Pattern Recognition Analysis

NAMD simulations typically produce large amounts of data, which can benefit from analysis with pattern recognition techniques.40-48 In the present case, my goal was to identify the main relaxation pathways which appear in the ensemble of NAMD trajectories. To this end, I designed a pattern recognition workflow in which the set of simulated trajectories was partitioned into clusters of trajectories that are similar to one another, and dissimilar to trajectories in other clusters. I then interpreted each such cluster as a subset of simulated trajectories.
which follow the same relaxation pathway.

For the purposes of the clustering analysis, the state of the molecule along each simulated trajectory was described by a set of three parameters. The first, denoted $Q_1$, was defined as the inverse of the distance between atoms C1 and C6:

$$Q_1 = \frac{1}{R_{16}}$$  

(2)

Using the inverse of the C1...C6 distance, rather than the distance itself, ensures a physically reasonable asymptotic behaviour of parameter $Q_1$ at large C1...C6 distances. Informally speaking, a given change in the C1...C6 distance makes a bigger difference when the distance is short than when it is long.

The role of the second parameter, which was denoted $Q_2$, was to monitor rotation around the C3=C4 bond. It was defined as the cosine of the torsion angle formed by atoms C2, C3, C4, and C5:

$$Q_2 = \cos(\tau_{2345})$$  

(3)

The reason for using the cosine of that angle, rather than the angle itself, is because a torsion angle has a discontinuity at a value of ±180°.

Additionally, a third parameter, denoted $Q_3$, was introduced in order to monitor the electronic state of the molecule. If the current state in the given trajectory was state $S_1$, then $Q_3$ was set to the value of the energy gap between states $S_1$ and $S_0$, and if the current state was $S_0$, then $Q_3$ was the negative of the energy gap:

$$Q_3 = \begin{cases} [E(S_1) - E(S_0)] & \text{if the current state is } S_1 \\ -[E(S_1) - E(S_0)] & \text{if the current state is } S_0 \end{cases}$$  

(4)

Subsequent analysis required that all three parameters vary on a similar scale, and that they are either measured in the same units, or are dimensionless. In order to satisfy both these conditions, prior to further analysis, values of $Q_1$, $Q_2$, and $Q_3$ were each scaled with the standard min-max scaler, which shifts the data in such a way that all features lie in the range [0, 1]:

$$Q^*_i = \frac{Q_i - Q^*_\text{min}}{Q^*_\text{max} - Q^*_\text{min}}$$  

(5)

where $i = 1, 2, 3$, and $Q^*_\text{min}$ ($Q^*_\text{max}$) is the minimum (maximum) value of parameter $Q_i$ found in the entire set of simulated trajectories.

Each simulated trajectory corresponds to a curve in the three-dimensional Euclidean space spanned by $Q^*_1$, $Q^*_2$, and $Q^*_3$. In what follows, I refer to these three-dimensional curves as the representations of trajectories.

The degree of similarity between pairs of representations of trajectories was quantified with the use of the Fréchet distance (FD). The FD is a measure of similarity between curves that takes into account the location and the ordering of points comprising the curves. While the formal definition is mathematically somewhat complex, the FD has a straightforward intuitive definition, which is illustrated in Figure 2. Imagine a person walking a dog on a leash, such that the person follows a curve I, and the dog follows a curve II. Both curves exist in a metric space, and are finite in length. The dog and its owner can each vary their speed, but they cannot move backwards. Then, the FD between the two curves is the length of the shortest leash that permits the dog and its owner to traverse their respective paths from start to finish. A short FD means that the two curves are similar, and a large FD means they are dissimilar. Note that the value of the FD is symmetric with respect to interchanging the two curves. (The FD is the same regardless of who walks which path.) The FD between any curve and itself is zero.

Fig. 2 Informal definition of the Fréchet distance between paths I and II. See text for details.

Because in the NAMD simulations, the trajectories are discretised at successive time steps, the FD was approximated as the discrete Fréchet distance (DFD). The calculation of the DFD was performed using the algorithm given by Eiter and Mannila.

The procedure outlined above yields an $N_{\text{trajs}} \times N_{\text{trajs}}$ symmetric distance matrix $D$ whose elements $D_{ij}$ are the values of the DFD between pairs of representations of trajectories (i and j). On the basis of the distance matrix, the set of trajectories are partitioned into clusters with the use of the single-linkage clustering algorithm. The clustering was performed with the scikit-learn Python library.

While the choice of parameters $Q_1$ and $Q_2$ is ad hoc in character, the overall procedure is quite general, and can easily be adapted to analyse the results of NAMD simulations for other types of system.

3 Results and Discussion

3.1 Photorelaxation Dynamics

For the sake of clarity, the discussion of the simulation results has been split over two subsections. In this subsection, I focus on the mechanistic features of the simulated photorelaxation dynamics of tBu-1. In the following one, I use the pattern recognition analysis to identify the main relaxation pathways that emerge from this data.

The time evolution of molecular geometry and the electronic structure is characterised in Figure 3. In particular, panel (a) shows values of the C1...C6 distance ($R_{16}$) in the ensemble of simulated trajectories. It can be seen that the simulated dynamics was dominated by ring closing, which took place in 38 among the
alkyl group at position C3 has only a marginal effect on the timescale of photocyclisation. I will return to this point later on, in Section 3.2.

Figure 3 (b) shows values of the torsion angle formed by atoms C2, C3, C4, and C5 ($\tau_{2345}$) in the ensemble of simulated trajectories. It can be seen that few among the simulated trajectories underwent a substantial rotation around the C3=C4 bond. In a single simulated trajectory, $\tau_{2345}$ briefly reached a value of around $-90^\circ$. In Figure 3 (b), that trajectory is indicated with an arrow. However, the simulation time of 500 fs was too short to determine whether the molecule in that trajectory would go on to undergo a full $E \rightarrow Z$ photoisomerisation, or whether it would ultimately revert to an $E$-type geometry. Still, it is evident that the incidence of $E \rightarrow Z$ photoisomerisation in the simulations must be very low, or zero. This result is in agreement with the experimentally-determined photoproduction distribution of furylfulgide tBu-1 [24].

Panel (c) of Figure 3 shows the classical populations of states $S_0$ and $S_1$. At the outset of the simulation, the entire ensemble of simulated trajectories were occupying state $S_1$, such that its classical population was equal to unity. The classical population of the state $S_1$ remained at a value of 1 until around $t = 100$ fs, at which point it began to decrease rapidly. The sharp drop in the classical population of the state $S_1$, and the corresponding rise in the population of the state $S_0$, indicates the onset of internal conversion from the former state into the latter. This is due to the photocyclisation reaction: most of the trajectories which underwent ring closing approached the $S_1/S_0$ conical intersection (CI) seam during a narrow time window between $t = 150$ fs and $t = 300$ fs. On doing so, the majority of those trajectories hopped down from state $S_1$ into the state $S_0$, and subsequently continued evolving in state $S_0$ for the remainder of the simulation time of 500 fs.

Complementing this narrative, as part of the the Supporting Information I included animations of ten representative simulated trajectories. Each animation shows the time evolution of molecular geometry, and the energies and populations of states $S_0$ and $S_1$, along the given trajectory. (See Section S2.3 in the Supporting Information for the definition of the state populations.) The passage of time is indicated with a vertical black line moving along the time axis. The occupied state is marked with a black circle.

3.2 Pattern Recognition Analysis

I now move on to examine the results of the NAMD simulations through the lens of the pattern recognition algorithm. The structure of the distance matrix $D$ is visualised in Figure 4. In Figure 5, the resulting clustering of simulated trajectories is depicted in the form of a dendrogram.

Focusing first on the distance matrix, it can be seen that the values of the DFD show considerable variation: for some pairs of trajectories, the DFD between the representations is near-zero, while for some others, it takes values of up to around 1.1. The large variation in the values of the DFD shows that the trio of parameters $Q_1$, $Q_2$, and $Q_3$ are able to capture the differences
between the simulated trajectories. This observation provides a post hoc justification for this choice of parameters. Other than that, it is difficult to analyse the structure of the distance matrix simply by inspection. Hence the need to use a clustering algorithm.

The inspection of the dendrogram in Figure 5 suggests that there are three distinct clusters of trajectories in the ensemble. The largest of the three consists of 26 trajectories out of the total of 50; in Figure 5 the branch which corresponds to this cluster of trajectories is drawn in red. The inspection of the trajectories allocated to this cluster shows that they all follow the same general sequence of events: the molecule underwent ring closing accompanied by a hop to the state $S_0$, and it remained in state $S_0$ for the remainder of the simulation. This indicates that the main photorelaxation pathway of tBu-1 is photocyclisation combined with deactivation to the ground electronic state.

One of the smaller clusters of trajectories, which consists of 11 trajectories, and which is drawn in green, also shows photocyclisation. Here, however, the molecule either did not hop down to state $S_1$, or it spent only a brief time evolving in state $S_0$ before returning again to state $S_1$ through an upward hop. Thus, the simulations predict a second, minor, photorelaxation pathway, one in which photocyclisation takes place without deactivation to the ground electronic state. In this case, the closed-ring isomer is formed in state $S_1$.

The prediction that a substantial fraction of the closed-ring photoproduct is formed in state $S_1$ is not supported by the spectroscopic data reported by Siewertsen and co-workers, according to which ring closing is accompanied by a complete internal conversion to the ground state. For this reason, I do not rule out the possibility that the NAMD simulations have underestimated the incidence of internal conversion to ground state, and that the formation of some of the closed-ring photoproduct in state $S_1$ is a simulation artifact.

The question presents itself, does this possible simulation artifact affect the calculated timescale of photocyclisation? In order to answer that question, I re-calculated the median ring-closing time, but now taking into account only those trajectories which have been assigned to the main (red) cluster. The median ring-closing time for this subset of simulated trajectories is 204 fs, very close to the value for all trajectories which undergo ring closing. Thus, the possible underestimation of internal conversion to the ground state did not significantly affect the calculated timescale of ring closing. This finding can be explained by noting that the timescale of ring closing is mainly determined by nuclear motions (specifically, the approach of the furyl moiety to atom C6), and not by the electronic dynamics.

The third distinct cluster of simulated trajectories also consists of 11 trajectories; in Figure 5, it is drawn in orange. The trajectories which comprise this cluster show deactivation to state $S_0$ without photoisomerisation.

It is remarkable that, in compound tBu-1, unproductive deactivation to the ground state is only a minor photorelaxation pathway. Previously, in Ref. 25 simulations for compound Me-1 showed that it is actually the predominant outcome, with a quantum yield of $0.64 \pm 0.11$. Evidently, the replacement of the methyl group at position C3 with the bulkier and more massive tert-butyl group suppresses this relaxation pathway.

The remaining two trajectories which have not been assigned to any of the three main clusters are essentially outliers. In the dendrogram in Figure 5 these two trajectories appear in blue. One of the two (trajectory no. 7) is a trajectory in which the molecule hopped down into state $S_0$ while undergoing ring closing, evolved in state $S_0$ for around 200 fs, then hopped back into state $S_1$, and remained in that state for the remainder of the simulation. Because the DFD analysis takes into account the entire history of a given trajectory, this trajectory is identified as an outlier.

The second outlier trajectory (no. 33) is one in which the molecule underwent a partial rotation around the C3=C4 bond, possibly indicating an instance of $E \rightarrow Z$ photoisomerisation. However, the simulation time of 500 fs was too short for this process to complete.

Having identified the main photorelaxation pathways, we can estimate the photocyclisation quantum yield of tBu-1. As discussed above, a total of 38 trajectories out of 50 underwent ring closing. Therefore, my simulation-based estimate of the photocyclisation quantum yield is $0.76 \pm 0.12$. (Here, the confidence interval was estimated with the normal approximation interval at a 95% level.)

In Ref. 25 the photocyclisation quantum yield of furylfulgide Me-1 was calculated to be $0.27 \pm 0.14$. (NB: this value pertains to isomer $E_\beta$ alone, which is to say, in the absence of isomer $E_\alpha$.) In other words, there is a substantial increase in the quantum of ring closing on going from Me-1 to tBu-1. This increase is not accompanied by a reduction in the timescale of ring closing. Rather, it is achieved by suppressing
E→Z photoisomerisation, and nonreactive deactivation to the electronic ground state, which compete with ring closing.

3.3 Implications for Kinetics of Ring Closing

My final order of business will be to tie in the results obtained in the present study and in Ref. 25 with the available experimental data. As stated in the previous section, the simulations indicate that the photocyclisation quantum yield increases on going from compound Me-1 to tBu-1. This result is consistent with the photocyclisation quantum yields reported by Yokoyama and co-workers.12,27,34

On the other hand, the presence of the tert-butyl substituent does not have a significant effect on the timescale of ring closing. Indeed, the median ring-closing time calculated for tBu-1 coincides closely with that predicted for Me-1. In effect, the simulation results indicate that the increase in the photocyclisation quantum yield occurs without a reduction of the timescale of photocyclisation. This finding is compatible with the experimental quantum yields of these compounds. However, it cannot be reconciled with the kinetic model proposed by Siewertsen et al.13,18 according to which the timescale of ring closing is shorter than in the NAMD simulations, and sensitive to the presence of a bulky substituent at position C3.

In my view, the possibility must be considered that the TA spectroscopic measurements performed by Siewertsen et al.13,18 have not fully resolved the sequence of events during the first few hundreds of femtoseconds after photoexcitation. That might potentially explain the anomalously short photocyclisation timescales reported for furylfulgides iPr-1 and 7F. The above notwithstanding, there seems no reason to doubt the other findings of Refs. 13 and 18. The issue appears limited to the earliest events following photorexcitation.

4 Conclusions

In this study, I identified the need for a re-assessment of the spectroscopic data on the kinetics of the photocyclisation reaction of furylfulgides. In order to go some way towards achieving this goal, I undertook to determine whether the timescale of ring closing is affected by the presence of a bulky alkyl substituent at position C3. To that end, I modelled the photorelaxation dynamics of compound tBu-1, and I compared the simulation results to those obtained previously25 for compound Me-1.

In the event, it turns out that the timescale of ring closing does not change to a significant extent on going from Me-1 to tBu-1. The apparent lack of sensitivity to the presence of a bulky substituent at position C3 stands in contrast to the findings of the studies by Siewertsen and co-workers13,18 who reported that a bulky substituent reduces the timescale of ring closing. I interpret this discrepancy as supporting my contention that these studies have not fully resolved the very earliest events during the photorelaxation dynamics of furylfulgides.

As a byproduct of the simulations reported in this study, I have formulated a simple, yet effective, pattern recognition workflow for the automated analysis of NAMD trajectories. This algorithm has demonstrated its usefulness by facilitating the identification of the relaxation pathways of furylfuglide tBu-1, and I expect
it can be easily generalized to other types of system.
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