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echanical properties of pristine
and defective carbon nanotubes using a random
forest model†

Ihtesham Ibn Malek, Koushik Sarkar and Ahmed Zubair *

Data-driven models have lately emerged as a faster and less time-consuming method for computing

material properties than computationally expensive conventional molecular dynamics and density

functional theory-based simulations. Here, we developed a random forest (RF) model for

comprehensively predicting mechanical properties such as stress and Poisson's ratio under varying strain

and ultimate tensile strain of pristine and defective carbon nanotubes (CNTs). The variations in stress and

Poisson's ratio with the strain of CNTs with a 0.4–2 nm diameter range were calculated by classical

molecular dynamics simulations and characterized using parameters extracted from fitting polynomial

equations. The fitting parameters and ultimate tensile strength showed distinct dependency on chiral

indices, chiral angles, radii, and the presence of defects in CNTs, which constituted the target dataset.

The dataset features were selected through principal component analysis, and the correlation with

targets was scrutinized. We performed a comparative analysis of different machine learning algorithms

for predicting mechanical properties, revealing the RF model as the best-performing algorithm. The

RMSE for the stress–strain curve had a maximum value of 0.013 and 0.0143 for pristine and defective

CNTs, respectively, while the correlation coefficients were [ 0.99 for all CNTs, showcasing the

excellent predictive power of the model. The model made excellent predictions of properties for CNTs

with diameters >2 nm, which is beyond the training dataset range, demonstrating the robustness of the

model as a substitute for MD simulation. The insight gained from this study will benefit the research of

nanocomposites, nanoelectronics, and nanomechanical systems incorporating CNTs.
1 Introduction

Carbon nanotubes (CNTs), hollow cylinders of graphite carbon
atoms, gained prominence in nanotechnology due to their
nano-size and unique properties.1 Their electronic, thermal,
optical, and structural properties vary with length, diameter,
alignment, and chiral indices (n, m).2–4 CNTs exhibit high
thermal conductivity, a large surface area, ballistic transport on
submicron scales, high electrical conductivity, and ultrahigh
optical absorption.5–7 These attributes make CNTs versatile in
applications such as energy harvesters,8 polarizers,9 thermo-
electric nanogenerators,10 sensors, transparent electrodes,
supercapacitors, and conducting composites.2 With an excep-
tional Young's modulus (∼1 TPa) and tensile strength (∼100
GPa), CNTs nd extensive applications, serving as robust load-
bearing reinforcements in composites and augmenting stiff-
ness and strength through distinctive carbon–carbon bond
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structures.11 In polymer composites, the integration of CNTs
enhances stiffness, strength, and toughness, especially when
combined with resins.12 Efficient load transfer between CNTs
and polymer matrices is evident. Furthermore, CNTs enhance
the structural properties of polymer composites, elevating
toughness through effective energy absorption.13 All these
mechanical properties are interrelated,14 and atomic vacancy
defects are crucial,15 which should be studied comprehensively.

Computer-based numerical simulation has been an integral
part of nanomaterials research due to its ability to rigorously
study atomic dynamics under ideal conditions, which is
extremely difficult, if not impossible, to achieve experimentally.
Due to their nanometer level dimensions and unique thermal,
mechanical, and electronic properties, CNTs are a promising
subject for study with computational techniques. In the study of
mechanical properties, MD simulation methodology has been
predominately used in the case of CNTs.16 Computational
studies have investigated various aspects of the mechanical
properties of CNTs encompassing the effect of chirality,17,18

impact of hydrogen storage,19 elastic and plastic deforma-
tion,20,21 impact of temperature,22 and bending deformation.23

The fracture stress and strain calculated from the MD simula-
tion of pristine CNTs were much higher than experimentally
© 2024 The Author(s). Published by the Royal Society of Chemistry
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observed parameters, and simulations of CNTs with various
vacancy defects revealed that their mechanical properties were
inuenced by defect orientation, position, and number.24,25 The
simulation work by Jhon et al.26 reported excellent agreement
with experimental data by introducing helical defects into
SWCNTs. Several computational studies were carried out to
develop a theoretical or nite element model.27 The studies
mentioned here revealed intricate fracture formation and
propagation details and the difference in stress distribution
between pristine and defective CNTs. However, these studies
only simulated a few CNTs that mostly belonged to the zigzag or
armchair categories. Yazdani et al. pointed out the lack of
comprehensive knowledge regarding the mechanical properties
of CNTs with varying chirality, radius, and temperature.28 They
carried out MD simulations of pristine CNTs at three different
temperatures under compressive and tensile strain. The varia-
tions of buckling stress, fracture strain, and elastic modulus
with diameter, temperature, and slenderness ratio were thor-
oughly investigated. Despite being more expansive than
previous studies, only a qualitative picture of the variation of
mechanical properties with CNT material data, such as radius
and chiral angle, was achieved. The mechanical properties of
nanotube membranes were studied theoretically;29 however,
investigating such a system numerically would require multi-
scale modeling techniques.30

Calculating themechanical properties of different CNTs with
varying chirality and radii to generate a complete database
utilizing MD simulations is extremely time-consuming.
Recently, data-driven computational methods were applied to
predict material properties without resorting to time-
consuming conventional computational methods.31,32 These
new computation techniques can be used to calculate the time-
efficient properties of unmodeled materials. Deep learning
(DL), a cornerstone of machine learning (ML), has revolution-
ized various elds.33 Notably, DL has been successfully applied
to determine chiral indices from electron microscopy images of
CNTs,34 achieving a high accuracy of 90.5%. A further contri-
bution to carbon materials, specically carbon bers, uses ML
to predict the ultimate tensile strength and Young's modulus
and achieves R2 values of 0.85 and 0.67 for the latter properties,
respectively.35 In a different study, the dataset was generated by
systematically varying the number of walls, chirality, crosslink
density, and diameter of MWCNTs by MD simulation.36 The
predicted ultimate tensile strengths exhibited errors of up to
5%. The benets of dimensionality reduction in ML studies
were demonstrated by Yadav et al.37 Their deep neural network
(DNN) model accurately predicted the behavior of an unknown
MWCNT conguration. Moreover, the physics-informed neural
network (PINN) algorithm was proposed for solving brittle
fracture problems by minimizing the variational energy of the
system38 to minimize the residuals of the partial differential
equations, where transfer learning can also be incorporated to
enhance computational efficiency.39 However, developing
a PINN model requires deep domain expertise in the specic
physical laws governing CNTs, whereas data-driven approaches
are simpler, focusing on leveraging existing datasets to make
© 2024 The Author(s). Published by the Royal Society of Chemistry
accurate predictions without the complexity of solving partial
differential equations.

The applications of ML in carbon-related research include
estimating the shear strength of carbon nanotube–polymer
interfaces,40 and investigating the macroscopic delamination of
carbon ber-based composites.41 The interplay between
geometrical and mechanical properties in CNTs, focusing on
parameters such as diameter, number of walls, chirality, and
crosslink density, was investigated by high-throughput molec-
ular simulations.42 The study emphasized optimizing load
transfer from outer to inner tubes, highlighting the enhanced
performance observed in zigzag-type CNTs with 1.5–2.5%
crosslink density and armchair-type CNTs with 3–4% crosslink
density. A novel technique was devised for identifying point
vacancies, the most common defects in SWCNTs, using vibra-
tional analyses and ML.43 Utilizing a molecular-structural-
mechanics approach, 240 SWCNT samples were modeled, and
a polynomial support vector machine (SVM) achieved over 90%
accuracy in classifying pristine and defective SWCNT samples.

Recently, a study regarding developing a DNNmodel capable
of predicting the mechanical properties of SWCNTs was re-
ported.44 The training dataset used in that work consisted of the
tensile strength, stress, Young's modulus, and initial Poisson's
ratio of all SWCNTs with a diameter under 4 nm, derived from
MD simulation. Although the DNN model performed well in
predicting most parameters, it showed a signicant deviation in
predicting the initial Poisson's ratio, indicated by the maximum
deviation of −28.11% between predicted and calculated values.
Moreover, this predictive model's performance was not tested
on CNTs with a diameter beyond the dataset limit. The MD
simulation results generated in the previous study were
employed by Košmerl et al.45 in developing a convolutional
neural network (CNN) model for predicting the stress–strain
curve of SWCNTs. The dataset features consisted of chiral
indices and strain variation for each CNT, and the target was
stress variation. Though excellent predictions were obtained
from the 1D CNN model, this model cannot predict the
maximum tensile strain associated with a CNT. Consequently,
such a model can only be used to predict stress if the maximum
strain limit for a CNT is known from other sources. The dataset
did not include the variation of Poisson's ratio with strain. A
critical issue arose from randomly selecting data for testing,
with no assurance that specic CNT data would be tested
without prior training. Training each CNT individually would
facilitate more accurate curve predictions. Hence, there is huge
scope for developing techniques for CNT property prediction.
Moreover, a comparative analysis between different ML models
is required for better modeling performance.

Our work aimed to develop an ML-based model for predict-
ing the ultimate strain, variation of stress, and Poisson's ratio
with strain. The dataset consisted of the mechanical properties
of all SWCNT congurations with 0.4 to 2 nm diameters,
calculated from MD simulation. Both pristine and defective
CNTs with one single vacancy defect are simulated using the
MD methodology to generate the dataset and develop a more
generalized model. Different ML algorithms belonging to clas-
sical, ensemble, and neural network classes were compared
Nanoscale Adv., 2024, 6, 5112–5132 | 5113
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based on their performance metrics in predicting the stress–
strain curve and ultimate tensile strain to nd the algorithm
best suited for predicting the mechanical properties of CNTs.
The best model was the RF model, which was then employed to
predict the variation of Poisson's ratio with strain. Excellent
agreement between calculated and predicted values was
observed. Finally, the RF model was utilized to predict the
mechanical properties of nanotubes with a diameter of more
than 2 nm, beyond the diameter limit of the training dataset.
2 Computational details

The mechanical properties, such as the variation of true stress
and Poisson's ratio under tensile strain for CNTs with various
chiralities, are calculated by MD simulation. Several parameters
are extracted from the stress–strain and Poisson's ratio–strain
curves by tting second- and fourth-order equations, respec-
tively. The potential features consist of the chiral indices (n, m),
chiral angle (q), radius (r), and a binary indicator (d) denoting
the presence of a defect. The binary indicator d = 0 signies
a pristine CNT and d = 1 indicates a defective CNT. The target
value of this dataset consisted of the tting parameters of the
stress and Poisson's ratio curve and critical strain (3max). The
generated data were investigated using principal component
analysis (PCA) and correlation analysis to extract dominant
features for better ML training. Boxplot analysis provides valu-
able insight into data spread, variability, and the presence of
outliers. A profound comprehension of the Random Forest (RF)
method became imperative, given that the results derived from
the RF model would be meticulously compared with outcomes
from deep learning, classical machine learning, and ensemble
models. The ML models are compared based on their perfor-
mance metrics (R2, RMSE) in predicting parameters corre-
sponding to the stress–strain curve and 3max. The model with
the best performance, the RF method, was further employed in
predicting the parameters of the Poisson's ratio–strain curve.
The sequential workow is concisely depicted in Fig. 1.

The chirality of CNTs is dened by a pair of integers (n, m),
where n $ m and for this work, n ˛ {5, 25} and m ˛ {0, 14}. The
diameter (/) of the CNTs varies from 0.3910 nm to 1.9975 nm
for the chiral index pairs (5, 0) and (25, 1), respectively. The
nanotubes with smaller diameters were not included in this
study because the stochastic nature of the calculated parame-
ters becomes more pronounced for CNTs with smaller diame-
ters due to fewer atoms. The diameter of the CNTs in this work
was constrained below 2 nm as SWCNTs have a diameter of 1–
2 nm, in general,.46
2.1 Initial structure generation

The atom coordinates of the initial structure of CNTs were
generated by exploiting the helical and rotational symmetries of
graphitic tubules.47 Firstly, a helical chain of carbon atoms was
created by mapping atom coordinates on a cylinder with
a radius calculated from chiral indices. Aerward, the helical
chain was rotated to form the whole CNT and the atom coor-
dinates of all the atoms of the CNT were produced. The radii of
5114 | Nanoscale Adv., 2024, 6, 5112–5132
CNTs were calculated from the formula, r ¼ jnR1 þmR2j
2p

, where

R1 and R2 are the primitive lattice vectors of the hexagonal
lattice. The theoretical chiral angle was dened by

q ¼ tan�1
ffiffiffi
3

p
m

2nþm
. The length of each CNT was kept at approxi-

mately ve times its theoretical diameter. Both pristine and
defective CNTs with single vacancy defects were generated and
simulated to calculate mechanical properties. The CNTs with
single vacancy defects were created by removing a single atom
from approximately at the midpoint along the length of pristine
CNTs. Thus, a single vacancy defect conguration with three
dangling bonds was created, which is metastable and can only
exist at very low temperatures.48 CNTs with such defect cong-
urations were denoted as non-reconstructed structures. Energy
calculation using tight-binding methodology and empirical
potentials showed that the vacancy conguration with
a pentagonal ring and only one dangling bond has the lowest
energy among all the possible single vacancy defect congura-
tions.49 Although a few simulation studies were carried out
previously with non-reconstructed defect congurations,50,51 the
tensile elongation in this work, carried out at room tempera-
ture, required the use of a stable reconstructed defect geometry
in the MD simulations. The details of generating defective CNTs
with reconstructed defects are in the ESI.† A total of 408 pristine
and defective CNT structures were generated. The structures of
pristine and defective CNTs of the zigzag, armchair, type-I, and
type-II chiral classes are shown in Fig. 2.
2.2 Molecular dynamics methodology

The CNTs were simulated using classical MDmethodology with
the LAMMPS open source soware package.52 In a recent study,
a machine learning interatomic potential was developed and
showed better conformity to density functional theory (DFT)
data for graphene/borophene heterostructures.53 However, this
forceeld was not used in this work due to the lack of previous
studies applying this potential to CNTs and information about
the computational expense. Instead, the second generation
Tersoff–Brenner potential, also known as the adaptive inter-
molecular reactive empirical bond order (AIREBO)54 forceeld,
was used with the modication prescribed by Shendervo et al.55

to model the interaction between carbon atoms. Previous
studies showed that simulating CNTs with the original AIREBO
potential resulted in unphysically high stress and strain near
the fracture point.18,20 This anomalous behavior was attributed
to a lower cutoff distance of 1.7 Å of the switching function
responsible for gradually turning off the nearest neighbor
interaction. The way to circumvent this problem was to set the
lower cutoff distance to 2 Å, as proposed by Shendervo et al.55

Simulated parameters agreed with the mechanical properties of
CNTs reported in the literature by incorporating modied
AIREBO potential.24,26

The time integration was performed in the velocity-Verlet
algorithm with a time step of 0.5 fs, as recommended in the
literature.20 The shrink-wrapped boundary condition was
applied in all three dimensions of simulation box because it
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 A workflow diagram representing the process of dataset generation and prediction of themechanical properties of CNTs. Themechanical
properties of CNTs are calculated from molecular dynamics (MD) simulation followed by curve fitting, which produces the training/testing
dataset for machine learning (ML). Different ML algorithms are compared based on their performances to predict the parameters of the stress–
strain curve. The best model, random forest (RF), is finally applied to predict parameters corresponding to Poisson's ratio–strain curves.
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enabled changes in the positions of the faces of the simulation
box, ensuring that the simulation box encompassed all the
atoms. The Noose–Hoover thermostat was applied to impose
© 2024 The Author(s). Published by the Royal Society of Chemistry
a constant temperature of 300 K on the simulated systems with
a relaxation constant of 50 fs. In each simulation, the atoms of
CNTs were divided into three groups along the z direction. Two
Nanoscale Adv., 2024, 6, 5112–5132 | 5115
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Fig. 2 Illustration of (a–d) pristine and (e–h) defective carbon nanotubes (CNTs) with varying chiral angles and similar diameters. The figure on
the left of each pair shows the structure before applying any strain, and the right figure shows the structure after the fracture occurs. The chiral
indices of each CNT are mentioned above each pair. The blue and red spheres represent carbon atoms with coordination numbers of 2 and 3,
respectively.
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groups of atoms were dened by a patch of 5 Å width located at
the top and bottom edges of a CNT, and the rest of the atoms
constituted the third and largest group in the middle. The atom
groups at both ends were used to apply tensile strain to the
atoms located in between them. The forces and velocities on all
atoms in the top and bottom groups were set to zero except
during initial energy minimization, and these atoms were not
considered in the calculation of stress and radius in the post-
processing.

The simulation process can be broadly divided into energy
minimization, temperature equilibration, and tensile defor-
mation. Firstly, energy minimization in the steepest descent
algorithm with an energy and force tolerance of 10−10 and
10−10 eV Å−1 was carried out. Stringent minimization criteria
were required to relax the CNTs before applying strain;
Table 1 Maximum, minimum, and mean of R-squared values (R2) and r
fitted data for pristine and defective CNTs

CNT type Curve

R2

Maximum Minimum

Pristine Stress–strain 1 0.9999
Poisson's ratio–strain 1 0.9992

Defective Stress–strain 1 0.9991
Poisson's ratio–strain 1 0.9981

5116 | Nanoscale Adv., 2024, 6, 5112–5132
otherwise, a signicant non-zero stress value was observed
without any strain. The diameter of CNTs was observed to
increase slightly aer energy minimization. Next, the system
was equilibrated at 300 K for 25 ps, and the temperature was
kept constant for the rest of the simulation. The tensile strain
was applied by xing the position of the bottom atom group
while displacing the top atom group at a constant velocity such
that the strain rate was 0.001 ps−1. This part of the simulation
was run long enough for all the CNTs to reach their breaking
points. Each CNT was simulated three times with different
random number generator seeds. A few pristine CNTs were
simulated to observe the effect of the strain rate and length of
the CNTs. The strain rate, initial length, and calculated
parameters, such as fracture strain, tensile strength, and
Young's modulus, are mentioned in the ESI.†
oot mean squared error (RMSE) values calculated from calculated and

RMSE

Mean Maximum Minimum Mean

1 0.5591 0.092 0.2546
1 6.906 × 10−4 6.1986 × 10−5 1.9912 × 10−4

1 0.7902 0.0982 0.213
1 4.9737 × 10—4 2.5225 × 10−5 1.2727 × 10−4

© 2024 The Author(s). Published by the Royal Society of Chemistry
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2.3 Calculation of mechanical properties

The mechanical properties of CNTs, i.e., variation of true tensile
stress (s), Poisson's ratio (n) with tensile strain (3), and
maximum tensile strain (3max), were calculated. The value of
these calculated parameters varied slightly from one run to
another due to thermal inuence. The uctuation in fracture
strain and tensile strength is represented in Fig. S3 and S4†with
error bars in the ESI.† Hence, the data obtained from three
seeds were averaged to produce the dataset. At rst, the
maximum strain was calculated for three different seeds of each
CNT. If any of the maximum strains differed from the other two
by more than 10%, it was considered as an outlier and dis-
regarded from the calculation.44 The 3max is the average of the
individual maximum strain calculated from three seeds for each
CNT. Once the upper strain limit for each CNT was determined,
the variation of s, r, and n with strain was calculated by aver-
aging the data obtained from three MD simulations with
different seeds.

In calculating true stress, the stress induced by thermal
energy was excluded, and only the virial stress due to pairwise
interaction between atoms was considered. The summation of
the product of virial stress and volume was calculated as the
CNT was elongated under tensile strain. True stress can be
determined by dividing the sum by the combined volume of all
atoms. As the volume of a single atom is not well dened, the
summation of the volume-stress product was divided by the
total volume of the portion of the CNT under tensile strain. The
volume was determined by considering the CNT as a hollow
cylinder with a thickness of 3.4 Å with a radius calculated at
each timestamp. The process of radius calculation is detailed in
the ESI.† It is noteworthy that the incorporation of the varying
radius ensured the determination of true stress. Poisson's ratio
was calculated from the fundamental relationship between
radial strain (3r) and tensile strain (3t) as shown in eqn (1).

n ¼ 3r

3t
¼ r� r0

r0
� L0

L� L0

; (1)

where r and r0 are the current and initial radii.
2.4 Target value extraction from simulated curves

Polynomial equations were tted to the curve of variation of
stress and Poisson's ratio with tensile strain, in MATLAB using
the non-linear least squares method, to form the dataset of
parameters, which was fed to the ML algorithm. The expression
of symmetric second Piola Kirchhoff56 stress, as shown in eqn
(2), was chosen as the functional form to be used in curve-tting
to the stress–strain data.

s = D32 + E3, 0 < 3 < 3max (2)

Here, D and E are the third-order elastic and Young's
modulus, respectively. Determining the functional form for the
Poisson's ratio–strain curve was more challenging, as no func-
tional form correlating these parameters was reported in the
literature. A process of trial and error was employed to deter-
mine the best functional form such that the conditions of
© 2024 The Author(s). Published by the Royal Society of Chemistry
considerably low root mean squared error (RMSE) between the
tted curve and simulated data, good correlation factor between
tted and predicted parameters, and minimal RMSE between
predicted and simulated Poisson ratio–stress curves were ful-
lled. The following fourth-order equation provided the best t
among all the equations explored,

n = q43norm4 + q33norm3 + q23norm2 + q13norm + q0, 0 < 3 < 3max,

(3)

where 3norm ¼ 3

3max
. The dataset generated from this section

contained the maximum strain (3max), stress–strain tting
parameters (D and E), and Poisson's ratio–strain tting
parameters (q4, q3, q2, q1, and q0) as the target features. The
goodness of t of the polynomial equations to raw data is rep-
resented in Table 1.
2.5 Principal component analysis

PCA is a crucial dimensionality reduction tool in statistical and
machine learning contexts. Its primary function is to transform
the original variables into a set of principal components (PCs),
thereby aiding in evaluating the feature's effectiveness for pre-
dicting data in regression tasks.57 To illustrate the process,
consider a scenario involving two independent variables,
denoted as X1 and X2. Variable X1 has three observations,
namely X11, X12, and X13, and variable X2 has three observations,
namely X21, X22, and X23, which are subsequently centralized
before PCA is applied. The centralization involves subtracting
the mean of each variable, leading to �X1 and �X2, respectively.
Following centralization, the objective was to identify a line
passing through the origin that maximizes the sum of squared
distances between each point's projected position on the line
and the origin. If the unit vector along this line, denoted as f1, is
calculated, and its perpendicular counterpart, f2, is deter-
mined, both f1 and f2 will have two components, say f11 and
f12 for f1, and f21 and f22 for f2. One is along X1, and another
one will be along the X2 direction. The rst principal compo-
nent (PC1) was then computed for the 1st observation using the
identied vectors,

PC11 = f11
�X 11 + f12

�X 21. (4)

Generalizing the procedure for a dataset with ‘p’ observa-
tions and ‘q’ variables, the ‘i’-th principal component for the
‘m’-th observation is expressed as,

PCi;m ¼
Xq

k¼1

fik$xkm: (5)

The coefficients fik are chosen to maximize the variance of
each PC while ensuring orthogonality. Therefore, if x1, x2,., xq
represent the original variables, and X is the data matrix with q
variables (rows) and p observations (columns), the i-th principal
component for the m-th observation can be expressed as

PCi;m ¼ Pp
k¼1

fik$xkm, where coefficients fik are chosen to
Nanoscale Adv., 2024, 6, 5112–5132 | 5117
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maximize the variance of PCi, subject to the constraint thatPp
k¼1

fik
2 ¼ 1. Each PC should be orthogonal to the others. In

general,

PC = FT �X . (6)

The principal components for all observations were obtained
utilizing the process mentioned above in MATLAB. The result-
ing insights from the PCA were visualized, facilitating a more
straightforward decision-making process. The variance ratio
can be calculated for each PC, which is the ratio of the sum of
squared values of those PC observations to the sum of squared
values of all PCs for all observations. The variance ratio of each
PC was calculated, which is the ratio of the sum of squared
values of those PC observations to the sum of squared values of
all PCs for all observations to assess its signicance. The high
variance in PC1 indicates its enriched information nature,
potentially making it a powerful predictor compared to features
where PC1 has lower variance ratios.

2.6 Correlation analysis

The correlation coefficient is a statistical measure quantifying
the degree to which two variables are linearly related. The most
commonly used correlation coefficient is Pearson's correlation
coefficient (oen denoted by corr). The correlation between two
variables represents the cosine of the angle between the vectors
formed by deviations from the means. If the angle is 0°, indi-
cating a positive linear relationship, corr is 1; if it is 180°,
indicating a negative linear relationship, corr is −1; and if the
angle is 90°, indicating no linear relationship, corr is 0. For
individual data points Xi and Yi corresponding to variables X
and Y, with means �X and �Y respectively, the formula for Pear-
son's correlation coefficient (corr) is given by the following
equation and calculated in MATLAB,

CorrXY ¼
Pn
i¼1

�
Xi � X

�
$
�
Yi � Y

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1

�
Xi � X

�2

$
Pn
i¼1

�
Yi � Y

�2

s : (7)

2.7 Boxplot analysis

A boxplot succinctly illustrates a dataset's central tendency and
variability. The box denotes the interquartile range (IQR), rep-
resenting the span between the third quartile (Q3) and the rst
quartile (Q1), where the middle 50% of the data resides. Inside
Table 2 Summary of the parameters used in the deep learning mode
network (ResNet), and multilayer perception (MLP) models

Parameters CNN ResNet Re

Layer type Convolutional Dense Co
Convolutional layers 2 0 2
Convolutional layers 64, (1, 1), 64, (1, 1) N/A 64
Dense layers 4 — 4
Dense layers 1024-512-256-128 1024-512-256-128 10

5118 | Nanoscale Adv., 2024, 6, 5112–5132
the box, the median is marked. The upper(lower) limit is
dened by a value 1.5 times the IQR above(below) the Q3(Q1).
Any data point beyond these limits is considered an outlier.
Graphically, the box signies the central region of data
concentration, while the extension conveys the extent of vari-
ability. Outliers positioned beyond this range indicate extreme
values. These analyses were carried out and the boxplot was
plotted in MATLAB.
2.8 Decision tree hierarchy in random forest regression

In an RF algorithm, regression combines predictions from
multiple decision trees to provide a more robust and accurate
outcome. Each decision tree in the forest independently
predicts the target variable based on a subset of features. The
nal prediction is oen an average or a weighted combination
of these individual tree predictions. Focusing on a single deci-
sion tree within the RF, it utilizes recursive splitting of feature
space to make decisions.

In a dataset of four samples with features X and Y predicting
Z, a decision tree may split the data based on conditions. These
conditions can be determined based on the residual sum of

squares (RSS) value, dened as RSS ¼ Pn
i¼1

ðzi � bziÞ2, where zi

represents the actual values and bzi is the predicted value. If we
want to predict Z based on themean of the 2nd and 3rd samples
of Y, then the predicted Z values for the rst two samples would
be the mean of the rst two samples, and for the last two
samples, it would be the mean of the last two samples, as the
decision is made based on the average of the mid two values.
This way, we can calculate the RSS for X and Y based on the
average of two consecutive values. The decision is then made by
choosing the value and variable for which the lowest RSS is
obtained.

RF regression, a notable application of ensemble learning,
operates by aggregating predictions from multiple decision
trees. The training process involves bootstrapping, where
subsets of the original dataset are randomly sampled with
replacements for each tree, ensuring diversity. This process,
known as bagging, enhances model generalization. The testing
process leverages out-of-bag (OOB) scores, utilizing the samples
not included in a tree's training set for evaluation.

Key features include the ability to handle non-linearity and
outliers effectively. Hyperparameters, such as the number of
trees, depth of trees, andminimum samples per leaf, are crucial
in optimizing the model. Predictions are made by averaging or
l architectures, namely convolutional neural network (CNN), residual

sNet CNN MLP

nvolutional + residual blocks Dense
0

, (1, 1), 64, (1, 1) N/A
—

24-512-256-128 256-128 × 2-64 × 4-32 × 4-16 × 2-8-3

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 3 Comparison of Young's modulus (E), maximum stress (smax) and maximum strain (3max) of several CNTs of various chiralities with data
reported in the literaturea

Structure Chiral indices (n, m) E (GPa) smax (GPa) 3max Reference

Pristine (5, 5) 780 105 0.297 61
916.9 100.7 0.209 44

123 0.216 62
820 135.3 0.34 58
904.46 105.15 0.213 *

(6, 6) 912 60
907.5 105.52 0.206 *

(7, 7) 930 59
908.12 107.03 0.21 *

(9, 9) 94 0.164 62
982.4 84.5 0.139 44
912.27 89.08 0.144 *

(10, 0) 1010 112.2 0.19 58
1077 88.36 0.14 *

(10, 10) 958.3 119.85 0.195 28
909 105.5 0.207 44
903.65 208 0.2086 *

(11, 9) 918 104.1 0.196 44
921.03 105.96 0.194 *

(12, 8) 966.246 � 4.736 117.098 � 1.377 0.176 � 0.004 26
921 98.8 0.177 44
940.04 101.7 0.1814 *

(12, 12) 112.1 0.188 17
106.1 0.171 44

912.53 107.5 0.206 *

(16, 4) 106.1 0.171 17
1034.95 92.03 0.145 *

(16, 8) 97.01 0.167 17
974.03 96.2 0.16 *

(20, 0) 93, 2 0.158 17
1070.91 90.65 0.138 *

Defective (5, 5) 65 0.096 61
89.1 0.103 27
71 0.117 24

936.94 62.56 0.0969 *

(10, 0) 65 0.087 61
69.6 0.0774 27
64.8 0.086 63
65 0.089 24

1047.18 68.08 0.088 *

(12, 8) 979.244 � 3.821 79.885 � 1.129 0.1 � 0.002 26
933.73 69.8 0.0942 *

a The calculated data from this work are denoted by * symbol. Ref. 26, 28 and 44 are based on molecular dynamics simulations, ref. 58–60 are DFT
studies, and the rest are molecular mechanics simulations.
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taking a majority vote of individual tree predictions. The
advantages of RF regression include robustness against over-
tting due to its ensemble nature, resilience in handling non-
linear relationships in data, and effective management of
outliers through the averaging effect. Collectively, these attri-
butes make RF regression a powerful and versatile tool in the
realm of ML regression tasks.
2.9 Random forest diversity and model architectures

An ensemble of trees was formed with a specied number of
100, allowing intricate relationships to be captured. The trees
can potentially grow without bounds in depth and require at
least a certain number of samples to form a leaf node. The
© 2024 The Author(s). Published by the Royal Society of Chemistry
splitting criterion was mean squared error (MSE). The hyper-
parameters are detailed in the ESI.† Additionally, this ensemble
incorporated diverse base estimators, including a linear model,
an extra tree model, a k-nearest neighbors (KNN) model, and an
articial neural network (ANN) model, which we integrated as
prediction models in our study. The linear model introduces
simplicity with an optional intercept term, while the extra tree
model enhances diversity by considering random splits. The
KNN model relies on the proximity of 5 neighbors with
a uniform weighting scheme, while the ANN model utilizes
a complex architecture with hidden layers and adjustable
hyperparameters.

In this study, we utilized several regression models, namely
linear regression, support vector regression (SVR), decision tree
Nanoscale Adv., 2024, 6, 5112–5132 | 5119
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regression, and KNN regression along with the RF model, to
predict the target variables. Linear regression employed ordi-
nary least squares (OLS) tting, SVR utilized a radial basis
function (RBF) kernel function, decision tree regression utilized
the Gini impurity criterion, and KNN regression defaulted to 5
neighbors with the Euclidean distance metric.

In conjunction with the ensemble and classical ML models,
we designed four deep learning architectures—CNN, residual
network (ResNet), CNN ResNet, and multilayer perceptron
(MLP)—to predict targets D, E, and 3max for predicting the stress
vs. strain curve. Table 2 offers a comprehensive overview of
these models. Each model entails unique architectural cong-
urations, encompassing layer types, the number of layers, dense
layer sizes, activation functions, output dense layer specica-
tions, optimizers, loss functions, and training parameters
mentioned in Table 2. Common parameters across all models
include the Rectied Linear Unit (ReLU) activation function, an
output dense layer with three nodes corresponding to D, E, and
3max the Adam optimizer with a learning rate of 0.001, the MSE
loss function, and evaluation metrics based on R-squared.
Training congurations encompass 2500 epochs, a batch size of
32, and early stopping. Additionally, features are standardized
during data preprocessing.
Fig. 3 Variation of stress (s) with strain (3) curves for representative
members of armchair, chiral, and zigzag configurations of (a) pristine
and (b) defective (single vacancy) CNTs. (c) Variation of Poisson's ratio,
n with strain, 3 for pristine and defective CNTs. The continuous and
broken lines represent defective and pristine CNTs, respectively.
3 Results and discussion
3.1 Molecular dynamics results

Atomistic models of representative pristine and defective CNTs
belonging to the armchair, zigzag, and chiral classes are shown
in Fig. 2. All the CNTs in this gure have similar diameters with
different chiral angles. The initial structure and the structure
right aer the breakdown are given for each CNT. In the case of
pristine nanotubes, no preferable position of fracture formation
was observed. The fracture position was most likely to be
determined by random thermal vibration. For defective CNTs,
bond breaking starts in the vicinity of the defect and gradually
propagates through the surface, bisecting the nanotube. Even
though the CNT structure did not come apart as soon as the
fracture occurred, the stress on the atoms was released; as
a result, the tensile stress dropped signicantly, if not to zero.
The sudden drop in stress was considered as the breakdown.
Videos showing the longitudinal stretching and breakdown of
pristine and defective CNTs from Fig. 2 are provided in the ESI.†

To ensure the validity of the simulation, the results obtained
from MD simulations for various CNTs, both pristine and
defective, were compared to previously reported simulation
results. The calculated Young's modulus (E), tensile strength
(smax) and maximum strain (3max) from this work and other
studies employing various simulation methodologies such as
MD, MM, and DFT are outlined in Table 3. Due to variability in
the simulation methodology and subsequent post-processing
methods, small deviations were observed from previously re-
ported results. Nevertheless, a good agreement between our
calculation and previous work was observed. All three calcu-
lated parameters for pristine CNTs agreed well with the data
reported in ref. 44.
5120 | Nanoscale Adv., 2024, 6, 5112–5132
Fig. 3(a) and (b) show the stress–strain variation for pristine
and defective CNTs. As observed from Fig. 3(a), critical stress
and strain values increase with the increasing chiral angle of the
pristine CNT structure. Hence, armchair (6, 6) and zigzag (10,
10) CNTs had the most and least critical tensile stress and
strain, respectively. As evident from the gure, the chiral angle
also played a major role in determining the shape of the stress–
strain curve and, consequently, Young's modulus. The stress–
strain curves of CNTs (6, 6) and (9, 2) almost overlapped up to
the fracture point. Such similarity was attributed to the value of
similar chiral angles, which are 30° and 24.5° for (6, 6) and (9,
2), respectively. Similarly, the curves of (9, 2) and (10, 0) almost
overlapped due to their chiral angles of 9.83° and 0°, respec-
tively. The Young's moduli for pristine CNTs (6, 6), (7, 5), (9, 2),
and (10, 0) were 936.67, 927.974, 998.86, and 1022.2 GPa,
respectively. Clearly, Young's modulus showed an increasing
trend with the chiral angle. The same trend could be observed
in defective CNTs, where the Young's moduli for (6, 6), (7, 5), (9,
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 (a) Variation of maximum tensile strain (3max) with the chiral index,m ˛ {0, 14} for n= 14 of pristine carbon nanotubes. Contour plots of (b)
maximum tensile strain (3max), (c and d) parameters obtained from fitting eqn (2) to the stress–strain data, and (e–i) parameters obtained from
fitting eqn (3) to the Poisson's ratio–strain data extracted from the MD simulation of pristine carbon nanotubes.

Fig. 5 (a) Variation of maximum tensile strain (3max) with the chiral index,m˛ {0, 14} for n= 14 in defective carbon nanotubes with single vacancy
defects. Contour plots of (b) maximum tensile strain (3max), (c and d) parameters obtained from fitting eqn (2) to the stress–strain data, and (e–i)
parameters obtained from fitting eqn (3) to the Poisson's ratio–strain data extracted from the MD simulation of defective carbon nanotubes.

© 2024 The Author(s). Published by the Royal Society of Chemistry Nanoscale Adv., 2024, 6, 5112–5132 | 5121
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Fig. 6 (a) Variance ratio calculated from the PCA of five features (n,m,
d, q, and r). (b) Color map representing the correlation coefficients
calculated between features (n,m, d, q, and r) and targets (3max,D, E, q4,
q3, q2, q1, and q0). (c) Normalized data distribution for targets. The data
points outside the limits defined by the interquartile range are denoted
by +.

Table 4 Percentage variance ratio for each principal component
alongwith the corresponding combination of features (n,m, d, q, and r)

Combination PC1 PC2 PC3

d, n, m 34.483 33.333 32.194
d, n, q 46.61 33.33 20.057
d, n, r 62.521 33.33 4.146
d, m, q 62.668 33.33 3.999
d, m, r 48.364 33.33 18.303
d, q, r 35.608 33.333 31.059
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2), and (10, 0) were 903.75, 907.44, 987.68, and 995.68 GPa,
respectively. Introducing a single vacancy defect reduced the
Young's modulus for all chiralities. The stress–strain curve for
defective CNTs showed the same dependency on the chiral
angle for the maximum strain and shape of curves. However, as
observed from Fig. 3(b), a small decrease in stress for CNTs (6,
6) was observed before the fracture point. Such small decreases
were observed for some defective CNTs with large chiral angles.
The bond between a pair of pentagonal ring atoms broke down
and produced three dangling bonds at high enough strain,
which led to this small stress relaxation. Notably, such a relax-
ation process did not occur in all CNTs with large chiral angles.
The exact mechanism of this phenomenon requires further
investigation; however, for this work, the deviation introduced
was trivial.

Poisson's ratios of defective and pristine CNTs are shown in
Fig. 3(c). The inuence of the chiral angle on the value of
Poisson's ratio is apparent from the gure, showing an upward
trend with increasing chiral angle. The value appeared almost
constant at low strain and decreased to a minimum at the
5122 | Nanoscale Adv., 2024, 6, 5112–5132
fracture point. The variation in Poisson's ratio was quite large,
with the nal value being less than half of the initial value for
the pristine CNTs (6, 6), (9, 2), and (10, 0), as shown in Fig. 3(c).
The curve of defective CNTs closely follows that of pristine
CNTs, with an early fracture point compared to pristine CNTs.
Due to the lower fracture point, the nal and initial Poisson's
ratio value variation for defective CNTs was not as large as that
observed in pristine CNTs.

3.2 Extracted target values

The overall inuence of chiral indices (n, m), chiral angle, and
CNT diameter on 3max and tted parameters (D, E, q4, q3, q2, q1,
and q0) can be garnered from the contour plots of Fig. 4 and 5
for pristine and defective CNTs, respectively. Fig. 4(a) shows the
variation of 3max with m for pristine CNTs with n = 14. The
increasing trend with q, observed previously in Fig. 3, is clearly
visible here. From Fig. 4, such an increasing trend with q can be
observed for all CNTs with various radii. The curves of 3max

variation with m for pristine and defective CNTs are shown in
Fig. 4(b) and 5(b), respectively.

Fig. 4(c)-(i) and 5(c)-(i) show tting parameters correspond-
ing to eqn (2) and (3) for pristine and defective CNTs respec-
tively. The tting parameters of stress–strain curves E and D
strongly depended on q for both pristine and defective CNTs.
For defective CNTs in addition to q, the diameter inuenced the
stress–strain tting parameters signicantly, whereas only
a minor inuence of the diameter was observed in the case of
pristine CNTs. The variation of Poisson's ratio–strain tting
parameters appeared to have a more complex relationship with
chiral indices. Although q played a prominent role in their
values, as observed in Fig. 4(e)-(i) and 5(e)-(i). The regions of the
contour plot close to zigzag (q = 0°) and armchair (q = 30°)
appear in contrasting colors. Fig. 4(i) and 5(i) represent the
tted initial Poisson's ratio for pristine and defective CNTs,
respectively, since from eqn (3) setting 3 z 0 results in n = q0.
The initial Poisson's ratio strongly depended on the CNT
diameter and q. As seen in Fig. 3(c), the initial Poisson ratio did
not change much from pristine to defective CNTs with the same
chirality. As a result, the contour plots of this parameter for
pristine and defective CNTs had similar color distributions.

3.3 Feature selection and target statistics

In the dataset, we had both features and targets for CNT
mechanical property prediction. The set of potential features
consists of n, m, d, r and q. PCA revealed that three principal
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 5 The R2 and MSE observed in the prediction of stress–strain curves using different machine learning models belonging to broad classes
of classical, deep learning, and ensemble algorithms

Type Models

R2 MSE

3max D E 3max D E

Classical Random forest 0.99851 0.99809 0.99907 0.000017 0.0000043 0.000029
Linear 0.75839 0.93383 0.92643 0.00278 0.00016 0.00206
SVR 0.39946 −0.00722 0.74172 0.00690 0.00241 0.00724
Decision tree 0.96956 0.95499 0.99014 0.00035 0.00011 0.00028
k-NN 0.61709 0.68118 0.90792 0.00440 0.00076 0.00258

Deep learning MLP 0.99267 0.87892 0.99751 0.00008 0.00027 0.00008
CNN 0.97687 0.98128 0.99296 0.00025 0.00004 0.00021
ResNet 0.97708 0.96094 0.98746 0.00027 0.00010 0.00039
CNN ResNet 0.98498 0.97319 0.99048 0.00017 0.00007 0.00030

Ensemble Linear 0.80807 0.93807 0.93537 0.002229 0.000156 0.002011
Extra tree 0.95438 0.98011 0.98984 0.000529 0.018152 0.000316
k-NN 0.56907 0.65901 0.90186 0.005005 0.000860 0.003053
ANN 0.99402 0.99569 0.99773 0.000070 0.000010 0.000070

Fig. 7 Schematic diagram of the random forest model with a partic-
ular decision tree and corresponding leaves.
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components captured almost 99% of the total variance, sug-
gesting that only three features were sufficient for modeling.
Choosing the three features for modeling became a crucial
decision. Fig. 6(a) shows the impact of all ve features using
PCA. Since the binary indicator d is a critical factor, the exclu-
sion of which will lead to data redundancy, d must be included
in features. The remaining four features can be combined in six
ways, and the variance ratios of these combinations are
compared in Table 4.

Among these six combinations, the sets (d, n, and m) and (d,
q, and r) demonstrated the minimal value of the variance ratio
for PC1, 34.48 and 35.6, respectively. Hence, these sets were
discarded for further consideration. Nevertheless, it is essential
to emphasize that decisions cannot be solely derived from
feature analysis. Examining how these features correlate with
the target variables was imperative to making informed choices.
Therefore, a holistic approach that considered feature analysis
and their relationships with the targets was crucial for robust
decision-making.

The correlation analysis unveiled intricate relationships
among various structural parameters (n, m, d, q, and r) and
tting parameters of stress–strain and Poisson's ratio–strain
curves. The correlations between the potential features and
3max, D, and E are illustrated in the rst three columns of
Fig. 6(b). Specically, the chiral angle exhibited a marked
positive correlation of 0.8585 with parameter D and a robust
negative correlation of −0.9441 with property E, indicating
a systematic change in D and E as CNTs transition from
armchair to zigzag congurations. The defect indicator (d)
demonstrated a moderate positive correlation of 0.2176 with D,
a negative correlation of −0.1808 with E, and a strong negative
correlation with 3max. This implied that the presence of defects
signicantly reduced the ultimate strain of a CNT. Chiral
indices (n, m) showed mixed correlations, with n positively
correlated with E and negatively correlated with D and 3max. In
contrast, m displayed a signicant positive correlation with D
and a noticeable negative correlation with E. Meanwhile, the
radius r exhibited minimal correlation with the extracted
© 2024 The Author(s). Published by the Royal Society of Chemistry
parameters from the curve, suggesting a lower impact on these
outcomes. This holistic understanding of correlations provides
valuable insights into the intricate interdependencies govern-
ing the mechanical behavior of CNTs, guiding further explora-
tion and optimization of their material properties.

The last ve columns of Fig. 6(b) illustrate the correlation
coefficients between different features (n, m, d, q, and r) and
their corresponding targets (q4, q3, q2, q1, and q0) that were
extracted from the Poisson's ratio–strain curve. These coeffi-
cients signied the strength and direction of the linear rela-
tionships between each feature and target. These insights
helped us understand how variations in each feature may
inuence changes in the target variables, providing valuable
information for predictive modeling.

Indeed, while correlation analysis provided valuable insights
into linear relationships between variables, it may not reliably
capture complex nonlinear patterns in the data. Based on PCA
analysis, the feature combinations (d, n, and q), (d, n, and r), (d,
m, and q), and (d, m, and r) had the highest variance for PC1;
however, r had the lowest correlation coefficient with most of
the targets for the stress–strain curve. Therefore, considering
Nanoscale Adv., 2024, 6, 5112–5132 | 5123
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Fig. 8 The comparison between the predicted and actual values of (a) D, (b) E, and (c) 3max belonging to the test split. The black dashed and red
lines indicate the linear fit of the data and ideal line (y = x), respectively.

Fig. 9 Percentage deviation between predicted and calculated parameters for (a–c) pristine and (d–f) defective carbon nanotubes (CNT). The
subplots of each row from left to right represent the error corresponding to D, E and 3max respectively.
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these two data analyses, we prioritized (d, n, and q) and (d, m,
and q) as the features. However, m and q had almost the same
correlation coefficients with all targets for the stress–strain
curve, suggesting that these two features may be used inter-
changeably in machine learning. Thus, based on PCA and
correlation analysis, the (n, d, and q) combination was selected
for the initial phase of training ML models to identify the best
model.

The predictability of targets D, E and 3max can be inferred
from their respective boxplots shown in Fig. 6(c), where
normalization enables a unied representation. From Fig. 6(c),
E exhibits a notably lower spread, a symmetric distribution, and
fewer potential outliers, suggesting that it may be more
amenable to prediction compared to D and 3max. The boxplot for
3max indicated a relatively higher spread, a right-skewed distri-
bution, and the presence of potential outliers, implying that it
might pose a greater challenge for prediction. Target D
demonstrated a symmetric distribution with a moderate
5124 | Nanoscale Adv., 2024, 6, 5112–5132
spread, and while reasonably predictable, the presence of
outliers warranted careful consideration during modeling and
evaluation.

Moreover, the boxplot illustrated the targets q4, q3, q2, q1, and
q0 used in predicting the Poisson's ratio versus strain curve.
Notably, ve outliers are observed for the target q1. However, the
most inuential parameter q0 did not have any outliers, so it is
expected that good curve prediction is possible, provided an
accurate prediction of the q0 parameter. Since q0 had a lower
spread and no outliers, this would not pose a problem. If the
prediction turns out to be inadequate, tting parameters can be
extracted by applying constraints.
3.4 Comparative performance of various ML models

3.4.1 Classical machine learning models. Table 5 summa-
rizes the performance metrics of various models belonging to
classical, deep learning, and ensemble types in predicting
© 2024 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4na00405a


Fig. 10 Comparison between the calculated and predicted stress–strain curves, corresponding to the (a–c) minimum and (d–i) maximum
deviation between actual and predicted parameters for (a, d and g) D, (b, e and h) E and (c, f and i) 3max. The second and third rows exclusively
consist of the stress–strain curves of pristine and defective CNTs, respectively.

Table 6 Normalized RMSE and R2 calculated from the stress–strain curve of pristine and defective carbon nanotubes with the maximum
percentage deviations between the actual and predicted values of D, E and 3max

Parameters

Pristine Defective

D E 3max D E 3max

Deviation error (%) −0.842 0.482 1.772 −3.298 −1.372 3.971
Chiral indices (5, 5) (6, 0) (5, 4) (5, 4) (5, 3) (5, 4)
Normalized RMSE 0.00524 0.00483 0.00545 0.00564 0.01314 0.00564
R2 0.99987 0.99994 0.99989 0.99981 0.99981 0.99981
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targets (D, E, and 3max) corresponding to the stress–strain curve,
utilizing R-squared (R2) and MSE. Although the R2 and MSE
values appeared favorable for most models, even slight devia-
tions in predicting D, E, and 3max will have a signicant impact
on the accuracy of predicting the stress–strain curve by intro-
ducing a high RMSE with the actual curve. Among the models,
the RF stood out because of its exceptional accuracy across all
targets, as evidenced by R2 values close to 1 and the lowest MSE
values of 1.7 × 10−5, 4.3 × 10−6, and 2.9 × 10−5 for 3max, D and
© 2024 The Author(s). Published by the Royal Society of Chemistry
E, respectively, indicating superior predictive performance. The
linear model also performed well, displaying relatively high R2

and low MSE values. In contrast, SVR and k-NN exhibit
comparatively lower performance. The decision tree model
demonstrates robust performance, particularly for target 3max.
These metrics collectively offer a comprehensive assessment of
each model's predictive capabilities for the specied targets.

3.4.2 Deep learning models. TheMLPmodel demonstrated
high accuracy across all targets, with R2 values close to 1 and
Nanoscale Adv., 2024, 6, 5112–5132 | 5125
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Fig. 11 The variation of (a and c) R2 and (b and d) RMSE for stress–strain curves with chiral indices for (a and b) pristine and (c and d) defective
carbon nanotubes.

Fig. 12 The variation of (a and c) R2 and (b and d) RMSE for Poisson's ratio–strain curves with chiral indices for (a and b) pristine and (c and d)
defective carbon nanotubes.
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minimal MSE values, indicating superior predictive perfor-
mance. The CNN, ResNet, and CNN ResNet models also
exhibited strong predictive capabilities, with relatively high R2

and low MSE values. The choice of architecture, such as
5126 | Nanoscale Adv., 2024, 6, 5112–5132
convolutional layers or residual blocks, inuenced the model's
performance, but overall, all models provided effective predic-
tions for the specied targets. However, it was noteworthy that
despite MLP's strong performance among neural networks, it
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 13 Comparison between the calculated and predicted curves of
Poisson's ratio–strain data with the chiral index, n = 12, for (a) pristine
and (b) defective CNTs. The continuous and broken lines represent the
calculated and predicted data, respectively.
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exhibited lower accuracy than the RF model, emphasizing the
impact of model selection on overall predictive capabilities.

3.4.3 Ensemble models. Recognizing the strength of RF,
ensemble models were introduced to harness the diversity of
Fig. 14 The variation of the predicted initial Poisson's ratio and the variat
Poisson's ratios for (a and b) pristine and (d and e) defective CNTs, res
Poisson's ratios of (c) pristine and (f) defective CNTs belonging to the test
data and ideal line (y = x), respectively.

© 2024 The Author(s). Published by the Royal Society of Chemistry
different estimators. The linear model demonstrated robust
performance, achieving high R2 values and relatively low MSE
values for all targets. The extra tree model has excellent
predictive capabilities, as evidenced by its high R2 values and
minimal MSE values across all targets. k-NN exhibits reasonable
performance, with satisfactory R2 values and MSE values,
although the MSE for 3max is relatively higher. ANN out-
performed other estimators, displaying superior accuracy with
the highest R2 and lowest MSE values. These metrics compre-
hensively assessed each estimator's ability to predict the spec-
ied targets, offering valuable insights for model selection in
stress vs. strain curve prediction. However, it is noteworthy that
these estimators fell behind the performance of the actual RF
model with the default estimator, where the decision tree esti-
mator demonstrated the best results among all classical, neural
network, and ensemble models.

In conclusion, RF consistently outperformed other models,
underscoring its robustness in handling complex datasets.
Neural network models were incorporated to enhance predic-
tive performance with their capacity to capture intricate rela-
tionships. The RF emerged as the optimal model for predicting
stress–strain curves owing to several key factors. Its ensemble of
decision trees effectively captured intricate patterns and
nonlinear relationships in the data, ensuring robust general-
ization to new samples and mitigating overtting.

Notably, the RF required less hyperparameter tuning than
neural networks, making it practical for datasets of moderate
size. The model's interpretability, driven by its straightforward
feature importance measure, enhanced insights into the impact
of different features on predictions. The ability of RF to handle
outliers and accommodate widespread data contributes to its
superior performance. Aggregating predictions from multiple
ion of the absolute percentage deviation between predicted and actual
pectively. Regression plots comparing the predicted and actual initial
split. The black dashed line and the red line indicate the linear fit of the

Nanoscale Adv., 2024, 6, 5112–5132 | 5127
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trees reduced sensitivity to noise, ensuring consistent results
across estimators.

Compared to other ML and neural network alternatives, the
model's versatility, computational efficiency, and feature space
exploration further solidied it as the preferred choice for stress
vs. strain curve prediction. Moreover, Fig. 7, which illustrates
the decision-making process of RF, provided valuable insight
into the internal workings of the model. This visual represen-
tation showcases how the RFmade decisions based on the input
features, offering a comprehensive view of its predictive capa-
bilities. The parameters for the RF regressor included 100 trees,
minimum samples to split set to 2, minimum samples per leaf
set to 1, auto feature selection, and bootstrap sampling enabled.
3.5 Performance of the random forest model

In illustrating the model's predictive performance, Fig. 8(a–c)
provide visual comparisons between the actual and predicted
data for parameters D, E1, and 3max, respectively. These gures
vividly showcase the model's capability to closely align its
predictions with the actual values. Furthermore, additional
gures are presented to delve into the specic nuances of the
model's accuracy. Fig. 9(a–c) specically focus on percentage
deviation errors for pristine CNTs, while Fig. 9(d–f) highlight
Table 7 Comparison between the performance metrics correlation coeffi
work with other reports regarding the application of machine learning m
(CNTs)a

Parameters

Performance parameters

R R2 MAPE MSE

Compressive strength 0.939 5.4%
Fracture strength !! 0.92 5.8%
Tensile strength 0.993 33.394%
Tensile strength 4.1%
Young's modulus 8.8%
Tensile strength 0.986
Fracture strain 0.989
Young's modulus 0.908
Initial Poisson's ratio 0.969
Stress–strain curve
(best prediction)

1 9 × 10−6

Stress–strain curve
(worst prediction)

0.987 0.0125

Tensile strength 0.996 0.988 0.521% 0.468%
Fracture strain 0.998
Young's modulus 0.99953 0.0199%
Initial Poisson's ratio 0.9922
Stress vs. strain curve best 0.999993 1.64 × 10−6

Stress vs. strain curve worst 0.99987 2.97 × 10−5

Tensile strength 0.98 0.9571 0.641% 0.703%
Fracture strain 0.9905
Young's modulus 0.99769 0.0578%
Initial Poisson's ratio 0.9888
Stress–strain curve
(best prediction)

0.999988 2.16 × 10−6

Stress–strain curve
(worst prediction)

0.99971 1.37 × 10−4

a The data calculated in this work are denoted by the * symbol.

5128 | Nanoscale Adv., 2024, 6, 5112–5132
the corresponding errors for defective CNTs. These visual
representations offered a comprehensive view of the model's
performance across distinct parameters, highlighting its effi-
cacy in capturing deviations and trends in pristine and defective
CNT scenarios.

The stress–strain curve's prediction relied on predicting the
parameters D, E, and 3max. Several plots illustrating the actual
and predicted stress–strain curves of defective and pristine
CNTs are provided in Fig. 10, to demonstrate the excellent
prediction the RF model provides. Fig. 10(a–c) show the curves
of CNTs for which the percentage deviations are minimum for
the parameters 3max, D and E, respectively. The minimum
percentage deviations for these three parameters are 1.41 ×

10−3%, 3.8 × 10−3%, and 6.15 × 10−3%, corresponding to
pristine CNT (18, 11), pristine CNT (8, 2) and defective CNT (21,
5), respectively. Interestingly, the other two parameters for these
CNTs also had excellent agreement between actual and pre-
dicted parameters, resulting in the almost perfect superimpo-
sition of actual and predicted stress–strain curves, as seen in
Fig. 10(a–c). Fig. 10(d–i) show the curves of pristine and defec-
tive CNTs, respectively, with maximum percentage deviations
between the three parameters under discussion. The plots
vividly illustrate the disparities between the predicted and true
cient (R), R2, mean absolute percentage error (MAPE), and MSE of this
odels in the prediction of mechanical properties of carbon nanotubes

Model/material Sample/split References

XGBoost/CNT in cementitious
nanocomposites

276/80 : 20 4
261/80 : 20

GPR/polymer CNT composites 198/80 : 20 14
HS-GNN/carbon
nanostructure with defects

1159/90 : 10 15

DNN/pristine SWCNT 818/70 : 15 : 15 44

MLP/pristine SWCNT 10, 48, 575/
60 : 20 : 20

45

RF/SWCNT 204 SWCNT +
204 SV-SWCNT =

408 samples/75 : 25

*

RF/defective SWCNT

© 2024 The Author(s). Published by the Royal Society of Chemistry
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values, emphasizing the variations in the stress–strain curves
for each scenario.

Regarding assessing the performance of the model in pre-
dicting stress–strain curves, Table 6 presents the normalized
RMSE and R2 values calculated from predicted and actual curves
for pristine and defective CNTs, belonging to the test split of the
dataset, for which the percentage deviations are maximum
between predicted and actual parameters D, E and 3max.
Notably, defective CNTs exhibited more signicant deviations.
Furthermore, the RMSE for the predicted curves served as
a comprehensive metric for assessing the model's overall
performance. Although the maximum absolute error deviation
for predicting parameters remained below 5 percent, noticeable
RMSE arose when tting the curve using these parameters. An
important consideration was the imposition of zero stress
beyond 3max, whether predicted or actual, contributing to the
observed RMSE. This observation signied themodel's inherent
potential for accurate predictions and illuminated a trajectory
for continual enhancements in its predictive capabilities.

Leveraging the RF model, we generate color plots depicting
the RMSE and R2 values corresponding to various chiral indices
(n, m) for stress–strain and Poisson’s ratio–strain curves.
Fig. 11(a) and (b) illustrate R2 and RMSE values for stress–strain
curves for pristine CNTs, while Fig. 11(c) and (d) present the
corresponding plots for defective CNTs. These color plots
visually represent the model's performance for most CNTs, with
better results observed for pristine CNTs than their defective
counterparts, although the deviation is not particularly
pronounced. Fig. 12(a) and (b) illustrate R2 and RMSE values for
Table 8 Summary of the performance of our proposed random forest (R
(CNTs) with diameters higher than the diameter upper limit (2 nm) of ou

Type m / (nm)

R2 No

Stress Poisson's ratio Str

Pristine 0 2.30 0.999941 0.999446 0.0
4 2.48 0.999944 0.998491 0.0
8 2.68 0.999965 0.999643 0.0
12 2.89 0.999984 0.999479 0.0
16 3.14 0.999995 0.999733 0.0
18 3.26 0.999996 0.999496 0.0
20 3.39 0.999997 0.999827 0.0
22 3.52 0.999994 0.998397 0.0
24 3.65 0.999990 0.997896 0.0
26 3.78 0.999996 0.999520 0.0
29 3.99 0.999992 0.999475 0.0
Absolute mean 0.999981 0.999218 0.0

Defective 0 2.3023 0.999959 0.999860 0.0
4 2.4765 0.999964 0.999546 0.0
8 2.6770 0.999977 0.999647 0.0
12 2.8986 0.999989 0.999681 0.0
16 3.1367 0.999993 0.999833 0.0
18 3.2608 0.999995 0.998317 0.0
20 3.3879 0.999985 0.998138 0.0
22 3.5175 0.999973 0.999898 0.0
24 3.6494 0.999980 0.997501 0.0
26 3.7834 0.999984 0.998506 0.0
29 3.9878 0.999985 0.993771 0.0
Absolute mean 0.999980 0.998609 0.0

© 2024 The Author(s). Published by the Royal Society of Chemistry
Poisson's ratio–strain curves for pristine CNTs, while Fig. 12(c)
and (d) present the corresponding plots for defective CNTs.

Utilizing the successful RF model employed for stress–strain
curve predictions, we extended its application to forecast the
Poisson ratio vs. strain curve. The actual and predicted curves
for the Poisson ratio are represented in Fig. 13. Fig. 13(a)
corresponds to the pristine CNTs with chiral indices (12, 0), (12,
4), (12, 8), and (12, 12), while Fig. 13(b) illustrates the same for
the defective CNTs with the same chiral indices. These plots
directly compare the observed Poisson ratio behavior and the
predictions generated by the model, offering insights into the
model's accuracy and performance for specic chiral
congurations.

Fig. 14(a) and (d) show the predicted values of q0, which
represents the initial Poisson's ratio, for pristine and defective
CNTs, respectively. A comparison with the actual values in
Fig. 4(i) and 5(i) reveals a close match. The absolute percentage
deviation error is depicted in Fig. 14(b) and (e) for pristine and
defective CNTs, respectively. Notably, the deviation is generally
low, especially for pristine CNTs. Actual vs. predicted values are
plotted in Fig. 14(c) for pristine CNTs and Fig. 14(f) for defective
CNTs, demonstrating the excellent accuracy of the predictions
compared to the actual values, aligning closely with the ideal
line of slope 1.

Finally, referring to Table 7, which presents a comparison
between this work and previous studies, it is evident that all
performance metrics in this study demonstrated superior
performance compared to the compressive, fracture and tensile
strength reported in ref. 4, 14, 15 and 44, despite having
F) model in predicting the mechanical properties of carbon nanotubes
r dataset. The CNTs used for testing have the chiral index, n = 29

rmalized RMSE Deviation error (%)

ess Poisson's ratio 3max smax E n0

045 0.0788 −1.88 1.81 −0.29 −14.45
044 0.0447 −0.45 0.51 −0.31 −10.15
044 0.0446 −1.61 0.04 −0.63 −8.74
023 0.0299 0.27 0.75 −0.21 −5.91
015 0.0260 −1.64 0.81 −0.08 −4.74
012 0.0239 −2.23 0.49 −0.25 −4.22
037 0.0362 −0.44 0.89 −0.58 −6.24
019 0.0241 −1.98 0.67 −0.47 −3.69
013 0.0416 −1.19 1.17 −0.28 −5.40
051 0.0303 −2.02 −0.05 −0.59 −4.84
036 0.0284 −2.01 0.68 −0.61 −4.39
031 0.0371 1.43 0.72 0.39 6.62
036 0.0407 −1.09 −0.13 −0.57 3.15
034 0.0093 −0.36 0.23 −0.52 −0.89
026 0.0409 3.21 2.89 0.11 5.11
017 0.0232 1.43 2.10 −0.08 3.30
014 0.0142 1.48 2.39 −0.26 2.40
012 0.0401 12.59 10.49 −0.38 0.16
017 0.0294 12.21 10.37 −0.72 −1.46
039 0.0181 5.07 5.65 −0.48 −2.25
022 0.0313 6.70 6.40 −0.48 −2.34
021 0.0196 1.92 2.92 −0.27 2.42
016 0.0127 0.29 2.05 −0.37 0.04
023 0.0254 4.21 4.15 0.39 2.14
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a smaller number of train data samples. As the ultimate tensile
stress (smax) was not a target, it was predicted from the pre-
dicted targets D, E, and 3max, following the equation smax =

D3max2 + E3max. The higher R-squared value for fracture strain
than that in ref. 44 underscores the superiority of the RF model
in predicting the fracture strain of SWCNTs. Notably, the MSE
in percentage represents the mean of squared percentage
deviation errors, yielding higher values due to its squared
nature. Notably, the best and worst stress vs. strain curve
predictions outperformed those in ref. 45 even with a signi-
cantly smaller dataset in comparison, clearly indicating the
effectiveness of the methodology employed in this work.
3.6 Robustness of the proposed method

To assess the model's robustness and generalization capabil-
ities, we conducted tests using the values of (n = 29), m, and /

beyond the training range (/ ˛ {0.391, 1.9975} nm) for both
pristine and defective CNTs. It must be mentioned that the MD
simulation of this new set of CNTs took almost 54 hours to
complete with the computational facilities available to the
authors, whereas the predicted parameters from the RF model
were practically generated instantaneously. The results are
presented in Table 8. A few gures comparing the predicted and
calculated stress–strain curves are provided in the ESI,† illus-
trating the prediction capability of our proposed model for
CNTs beyond the dataset utilized. Notably, the model demon-
strated remarkable accuracy in predicting the stress and Pois-
son's ratio variation, with strain curves providing very high R2

values and low RMSE, indicating its prociency in replicating
complex mechanical behaviors. Furthermore, the percentage
deviation errors for critical mechanical properties such as 3max,
smax, Young's modulus, and initial Poisson's ratio are provided.
These values unveiled the model's excellent predictive capabil-
ities, even for CNTs falling outside the training dataset. The
model's generalization performance underscores its ability to
adapt and provide accurate predictions for diverse chiral
indices and diameters of CNTs.
4 Conclusion

MD simulations were conducted to analyze pristine and defec-
tive CNTs with single vacancies under uniaxial tensile strain at
room temperature. Mechanical properties such as tensile stress
and Poisson's ratio were computed for each CNT, and their
variations with strain were determined. Such a comprehensive
study on the mechanical properties of single vacancy defective
CNTs is yet to be reported. To streamline the dataset, tting
parameters for the stress–strain curve, Poisson's ratio–strain
curves, and critical strain were derived and utilized to train ML
models. The low RMSE values indicated a high level of agree-
ment between the tted and calculated curves, enabling
a reduction in the size of the ML dataset. Characterizing the
curves with a set of parameters and critical strain resulted in
a dataset that enables setting only the structural parameters of
a CNT as features. Themodel trained on this dataset can predict
the stress or Poisson's ratio curve of any CNT, provided only the
5130 | Nanoscale Adv., 2024, 6, 5112–5132
chiral indices and defect information. A thorough investigation
of different ML models was conducted, and their performances
were compared to identify the most accurate model for pre-
dicting CNT stress–strain curves. The RF method emerged as
the best-performing model, demonstrating excellent predictive
capability with the highest percentage deviation of only 3.971%
and a corresponding normalized RMSE of 0.00564. Subse-
quently, the RF method was applied to predict Poisson's ratio–
strain curves. The average R2 for predicting the Poisson's ratio–
strain curve was above 0.999, and the average RMSE was below
0.03 for both pristine and defective CNTs. The tensile strength,
fracture strain, and Young's modulus were derived from the
stress–strain curve, and the initial Poisson ratio was obtained
from the Poisson's ratio–strain curve. The R2 for predicting all
four parameters was above 0.95 for all the cases. This work is
the rst demonstration of an ML model capable of predicting
both stress and Poisson's ratio at any given strain within the
maximum strain limit specic to a CNT for both pristine and
defective CNTs, given just structural information. Good agree-
ment between predicted parameters from the RF model beyond
the 2 nm diameter limit and MD simulated parameters implies
that a great deal of computational resources are saved by
employing our model. However, the predictions are subject to
the predictive limit of the algorithm and the shortcomings of
the empirical potential employed to generate the dataset. Our
model delivered results quickly with reasonable accuracy. The
inclusive dataset, encompassing both pristine and single
vacancy defective CNTs, implies the potential extension of the
RF method to model diverse defective structures, including di-
vacancy, Stone-Wales defects, composites of CNTs, and nano-
ropes made of CNTs. Optical and electrical properties are ex-
pected to be predicted by applying our methodology.

Data availability
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