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ritical applications of resistive
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The rapid advancement of new technologies has resulted in a surge of data, while conventional computers

are nearing their computational limits. The prevalent von Neumann architecture, where processing and

storage units operate independently, faces challenges such as data migration through buses, leading to

decreased computing speed and increased energy loss. Ongoing research aims to enhance computing

capabilities through the development of innovative chips and the adoption of new system architectures.

One noteworthy advancement is Resistive Random Access Memory (RRAM), an emerging memory

technology. RRAM can alter its resistance through electrical signals at both ends, retaining its state even

after power-down. This technology holds promise in various areas, including logic computing, neural

networks, brain-like computing, and integrated technologies combining sensing, storage, and

computing. These cutting-edge technologies offer the potential to overcome the performance

limitations of traditional architectures, significantly boosting computing power. This discussion explores

the physical mechanisms, device structure, performance characteristics, and applications of RRAM

devices. Additionally, we delve into the potential future adoption of these technologies at an industrial

scale, along with prospects and upcoming research directions.
I. Introduction

In accordance with Moore's law, semiconductors are antici-
pated to exhibit a doubling of performance every 24 months,
a trend upheld by the advancement of cutting-edge technolo-
gies of semiconductors.1–9 Nonetheless, the endeavor to develop
semiconductor processes at scales of just a few atoms, aiming
for energy-efficient operation and high speed information pro-
cessing, encounters constraints, several of which stem from the
Moore's law principles.10–19 Challenges with traditional
computer technologies include energy-intensive data process-
ing between processors and memory and memory bottlenecks.
Integrated systems utilising in-memory and on-chip computing,
parallel information processing, and substantial data analysis
are also required due to the advent of articial intelligence (AI)
techniques.20–23 The classic von Neumann architecture,
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however, has memory bottlenecks as a result of frequent data
movement between memory and the processor, resulting in
poor energy efficiency and poor memory processing.24–26

Computing and information technology built on von Neu-
mann architecture has excelled in a number of elds during the
past 70 years. But the rise of AI that is data-driven has exposed
the reliability and capacity limits of these traditional computer
platforms. Due to frequent data transmissions between physi-
cally separated processor and memory components, such
systems are discrete in nature, which results in poor energy
usage and signicant delay in latency.27 Furthermore, advances
in processor units have far surpassed advances in memory
technology, resulting in memory access latency being a perfor-
mance constraint for computing devices. This kind of
phenomenon is known by the term “memory wall”.28 As a result,
the energy consumed by transferring massive volumes of data
surpasses that of the computer processes itself. Despite the
development of novel architectures such as graphics processing
units (GPUs),29 hybrid memory cube (HMC)30 high-parallel high
bandwidth memory (HBM),31,32 and 3D monolithic integra-
tion,33 the problem of latency and consumption of energy
caused by extensive data transmission remains. As a result, it is
necessary to improve the architectural connection between both
memory and processor units in order to increase the capacity
for information exchange. The problem of separate processing
andmemory units is solved by non-von Neumann design, which
© 2024 The Author(s). Published by the Royal Society of Chemistry
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reduces the impact of the bus bandwidth on the efficiency of
computation. A data-centric paradigm is becoming more prev-
alent in computing as neural networks, and other technologies.
Complex memory structures are required by these applications'
demanding computational tasks.34–37 Expanding multi-level
storage capacity and reducing transistor dimensions are the
main focuses of recent advancements in nonvolatile memory
technology, especially ash memory.38 The disadvantages of
this strategy, however, are an increased bit error rate (BER),
shrinking technical node size, and reduced reliability.39–42

The rapid development and increasing number of Internet of
Things (IoT) devices require storage and on-line processing of
a huge amount of data. According to projections made by the
International Data Corporation, processed data will reach 175
zettabytes by 2025, up from 44 zettabytes in 2020.45 Data pro-
cessing and storage technologies that are quick and non-volatile
are thus necessary to handle such massive volumes of data.
Given that they are quick, scalable, and non-volatile, a number
of developing non-volatile memory technologies, including
resistive random access memory (RRAM) based on metal oxides
and phase change memory (PCM) based on chalcogenide phase
change materials, satisfy many of the requirements of emerging
data storage devices. Non-volatile electrical data storage at the
nanoscale is made possible in large part by PCM technology. In
a phase-change material device, two electrodes are positioned
between a small active volume of phase-change material. The
phase-change material's low-conductive amorphous phase and
high-conductive crystalline phase are used to contrast electrical
resistance to store data in PCM. By applying electrical current
pulses, the phase change material can be changed from a low to
a high conductive state and vice versa. By determining the PCM
device's electrical resistance, the stored data can be retrieved.
The fact that PCM writes data in a matter of nanoseconds and
retains it for an extremely long period—typically 10 years at
room temperature—makes it an attractive option. Due to this
feature, PCM could operate almost as fast as high-performance
volatile memory such as Dynamic RAM (DRAM) when employed
in non-volatile storage solutions like ash memory and hard
disk drives. The potential of PCM as a pure memory technology
has been shown in a variety of studies over the past ten years,
and the primary obstacles still standing are probably cost,
product-level fabrication, and high-level integration in
a computing system.46–48

RRAM devices have become a viable alternative to silicon-
based memory in the future due to their unique characteris-
tics such as a simple structure,49 low power consumption,50 high
scalability,51 low cost,52 enormous data storage,53 highly desir-
able multi-bit data storage/unit cells, compatibility with CMOS
technology,54 and compatibility with fabrication techniques.55

Owing to these advantages, in this review we will focus primarily
on the various aspects of RRAM device technology and its
applications.
Fig. 1 (a) Cross-sectional view of an RRAM device. (b) Set/Reset
process in RRAM. (c) Unipolar switching and (d) bipolar switching I–V
curve in an RRAM.43
A. RRAM device and materials

An emerging nonvolatile memory device built on resistance
principles is resistive random access memory (RRAM) with an
© 2024 The Author(s). Published by the Royal Society of Chemistry
arrangement of a metal insulator metal (MIM) pattern.56–66 This
monolithic three-dimensional (3D) integration structure has
been extensively studied for its outstanding memory capabil-
ities and is useful for examining the outstanding characteristics
of various resistance switching (RS) semiconductors.67–69

TaOx,70,71 AlOx,72 Ga2O3,73 TiO2,74 HfOx,75 and ZnO76 are some
examples of transition metal oxides that have favourable
manufacturing costs and are well-matched with the common
complementary metal oxide semiconductor (CMOS) method.77

Due to their application in the development of RRAM, they have
garnered a lot of attraction. As a result, there is a lot of interest
in using these materials to make RRAMs. The resistive switch-
ing (RS) characteristics that occur under electrical bias as
a result of anions and cations migrating within the materials
are demonstrated by RRAM technology, which combines
memory and resistors.78–85 A conductive lament forms inside
the RRAM device, which causes RS.86–88 When there is channel
construction within the device, the resistance will fall to a low
resistance state (LRS) from a high resistance state (HRS) and the
process is known as “SET”. The opposite scenario is referred to
as “RESET” in contrast.89,90 The schematic structure of RRAM
having a metal-switching-layer-metal composition is shown in
Fig. 1(a). The Set/Reset mechanism in RRAM is depicted in
Fig. 1(b). Fig. 1(c) and (d) depict the current–voltage (I–V) curve
for RRAM operating in the unipolar and the bipolar mode
respectively. According to the materials used, the RS operation
mechanism can be divided into layers of different materials
including silicon, boron-nitride, dichalcogenides, and transi-
tion metal oxides.91–94 RRAM devices differ from conventional
ash memories in that they include features like low voltage of
operation, minimal power-usage, and increased density. Addi-
tionally, RRAM is produced using the same methods as
Nanoscale Adv., 2024, 6, 4980–5006 | 4981
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Fig. 2 Switching in various RRAM types (a) electrochemical metallization memory and (b) valence change memory.44
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traditional CMOS devices, advancing scientic research. The
type of dielectric materials, parameter change, storing tech-
niques and the stability of the device are still problems that
need to be solved.

Numerous dielectric materials have been thoroughly
considered to clarify the observed resistance's modication
phenomenon, in the study of RS memory. RRAM's resistance
switching processes, however, are still controversial. Although
the conductive lament mechanism is universally acknowl-
edged, there are still substantial differences of opinion about
key elements such as the microscopic process, makeup, and
structure of the conductive laments. The Electrochemical
Metallization Mechanism (ECM),95 Valence Change Mechanism
(VCM),96 and Thermochemical Mechanism (TCM) are cat-
egorised depending on how RRAM cells function.97 By exam-
ining the resistance modication patterns of the dielectric
material and microstructural modications within the dielec-
tric layers, the researchers were able to conrm the conductive
lament mechanism. Devices having active-electrodes of metals
that are comparatively mobile, like Ni, Cu, Ag, and
more,80,89,98–100 are frequently explained using the ECM mecha-
nism. Given that they both include electrochemical reactions
and ion transport pathways, the VCM and the ECM have much
in common. While the VCM depends on oxygen-based defects
existing within the layer itself, the ECM principally relies on
active metals for its electrochemical reaction. Typically, the
oxide of well-designed layer-materials exhibits a change in
device resistance ascribed to the electrochemical reaction of
oxygen-based defects. According to reports, the formation or
destruction of routes made by oxygen vacancy laments causes
the transition between high and low states of resistance in
RRAM devices.101–104 The forming/set process in RRAM devices,
which are primarily inuenced by thermochemical reactions,
entails the heat-induced breakdown of the storage material and
the subsequent development of conductive threads, whereas
4982 | Nanoscale Adv., 2024, 6, 4980–5006
the heat-induced dissociation of the existing conductive threads
is initiated during the reset operation of the device.105–107 These
RRAM cells can operate in both unipolar and bipolar modes
since Joule heating is unaffected by electrode polarity. In order
to describe this behaviour of memory resistance alteration, non-
polar switching has been introduced in some publications. A
schematic presentation of lamentary switching of ECM and
VCM devices is shown in Fig. 2.

In the literature, multiple surveys focusing on the RRAM
have been presented previously. However, there is no survey
which primarily focuses on the application-centric nature of
RRAM. Therefore, our survey dra is important, as it focuses on
a wide domain of applications where RRAM can be used. The
remainder of the paper is divided into the following sections:
rst we will discuss the important concepts of hyperdimen-
sional computing and use of RRAM to realize such architectures
in Section II. Section III and Section IV discuss the applications
of RRAM in the cryogenic memory and reservoir computing
applications, respectively. More information about the archi-
tecture utilising RRAM for hardware security applications is
detailed in Section V. The concepts of in-memory computing,
neuromorphic computing and probabilistic computing
approaches utilising RRAM are elaborated in Sections in VI, VII,
and VIII, respectively. The memristive sensor approach is dis-
cussed in Section IX. The use of RRAM for various applications
such as electronic skin, radio frequency (RF) switches and
ternary logic is presented in Sections X, XI, and XII, respectively.
Finally, the summary and the outlook in Section XIII conclude
the paper.

II. Hyperdimensional computing

The development of novel machine learning (ML) models,
creative algorithms that use these models, cutting-edge hard-
ware architectures that can support these procedures, as well as
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Diagram of a monolithic three dimensional HD system utilizing
RRAM and CNTFETs.108
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cutting-edge tools for energy-saving executions of said designs
are all examples of how quickly the area of ML is progressing. In
this regard, hyperdimensional (HD) computing serves as an
example. A computer paradigm based on the brain that uses
various tasks on multidimensional binary-vectors is called HD
computing.109 In contrast to deep neural networks, it does not
require extensive hyperparameter tuning.110 Rapid and energy-
efficient training and inference are possible with HD
computing.111 This study focuses on effective HD computing
hardware implementations using cutting-edge nanotechnol-
ogies. Similar to other machine learning computing models,
HD computing hardware implementations are anticipated to (1)
securely incorporate computation as well as storing data to
minimize the energy usage and delay connected with data
transmission;112 (2) utilize streamlined circuit designs (possibly
involving approximation) to conserve energy as well as accom-
plish satisfactory precision stages as dictated,113 and (3) harness
the inconsistency inherent in fundamental tools (unlike relying
solely on a single technology to perform a given task) like the
HD which utilises randomness or instabilities.114

Monolithic integration in three dimensions is frequently
used to achieve closely integrated energy-efficient memory and
compute units. This method uses short, high-density interlayer
vias, similar to the usual vias employed in connecting layers of
the metal found in joints of modern Integrated Circuits
(ICs),115,116 to vertically integrate many layers of transistors and
memory in a sequential way. When checked with the conven-
tional chip layering,117 uniform incorporation in three dimen-
sions has the potential to provide more memory bandwidth and
higher orders of magnitude.118 Through the use of technologies
like RRAM and carbon nanotube eld-effect transistors
(CNTFETs), which can be manufactured at low temperatures
(less than 250 °C), monolithic three-dimensional integration
has been demonstrably made practicable.33 For example,
CNTFETs have the potential to outperform a silicon CMOS in
terms of energy-delay-product by about an order of magnitude,
enabling computation that uses less energy. RRAM is a devel-
oping memory technology that has the potential for signicant
data storage capacity in a non-volatile manner, including multi-
bit storage per cell. When compared to DRAM, this technology
provides improvements in terms of its data density, speed and
energy efficiency.119

Moreover, a cognitive-based HD computer nano-system was
proposed by Tony F. Wu et al.,120 and the system can be used to
recognise languages. They created efficient circuit blocks inte-
grating CNTFETs with detailed and precise access to RRAM
memory using unied 3D assembly of CNTFETs and the RRAM
device. The use of monolithic 3D assembly of CNTFETs and
RRAM in computing system topologies has the potential to
considerably improve the energy efficiency of many upcoming
applications by lowering the energy consumption product and
execution time. Some of the mentioned skills have been
employed to demonstrate HD-computing processes in addition
to the whole method implementations.108,121,122 CNTFETs are
considered amongst the emerging transistor technologies that
promise a signicant enhancement in the power-time trade-off,
which is a measure of energy effectiveness in digital devices.
© 2024 The Author(s). Published by the Royal Society of Chemistry
CNTFETs use numerous carbon-nanotubes (CNTs) as channels
that assume the shape of cylindrical carbon atom arrangements
with diameters ranging between 1 and 2 nm. Also, CNTFETs
offer improved mobility of the carriers and electrostatic control.
Interestingly, CNTs accommodate digital logic components
with a low operating power.123,124 CNTFETs are affected by
peculiar variations in CNTs, such as variations in the count of
CNTs within a CNTFET, apart from the inherent method
disparities found in silicon-transistors, such as disparities
associated with the length of the channel, thickness of the oxide
material and onset voltage. These variances can cause uctua-
tions in drive current, which can cause delays in digital circuits.
To mitigate these differences, techniques such as optimised
process and circuit design can be used.125,126

Nonetheless, as demonstrated by Wu et al.,122 these innate
modications are easily leveraged in HD processing to create
seeded hypervectors through uctuations in the threshold
power and CNT number. Inconsistency and uncertainty effec-
tively function as computational resources in this scenario. The
hardware implementation of HD computing can be accom-
plished through unied 3D assembly of CNTFETs and the
RRAM device, providing great accuracy in pairwise language
categorization.120,122 As illustrated in Fig. 3, the different char-
acteristics of CNTFETs as well as the RRAM device might be
employed in building a compact CNTFET-based low power
circuit through precise contact with RRAM devices. The
diagram illustrates 32-functional pieces networked in parallel,
with every piece displaying the HD classier, HD encoder, and
Random Projection Unit (RPU), each utilising specic CNTFET
and RRAM features. The RPU, which is reset by clk2, employs
CNTFET and RRAM changes in delay devices to conduct
random input-to-hypervector mapping. The HD encoder
employs CNTFET digital logic for hypervector multiplication
and permutation, as well as HD approximation incrementers
that take advantage of RRAM's progressive reset feature for
hyper vector accumulation. Subsequently, the HD classier
Nanoscale Adv., 2024, 6, 4980–5006 | 4983
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Fig. 4 Delay cells that leverage the intrinsic variabilities of RRAM and
CNTFETs.108
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compares the hyper vectors using RRAM and CNTFET Ternary
Content Addressable Memory (TCAM) devices via current aver-
aging. When implemented for smaller technology nodes, such
as the 28 nm node, this system may accomplish both lower
latency and low power consumption, exceeding classic silicon-
based CMOS techniques. It, for example, shows a signicant
improvement with around 7.6 × lower energy consumption
with 4.6 × fast execution time.120,122

The fundamental differences in CNTFETs and RRAMmay be
utilised to create an item memory for mapping input letters to
hypervectors using randomly generated seeds, as shown in Fig.
4(a–d). Delay cells are employed in transforming the level of the
device deviations into delay variations, like drive-current uc-
tuations caused by changes in CNT count or CNTFET onset
voltages, as well as deviations in the RRAM's resistance.
Therefore, to construct hypervectors, each potential input
(space character plus the 26 alphabet letters) is plotted from
a reference clock-edge to a delay, thereby encoding the inputs
using the time reference. Therefore, random-delays were
introduced to the reference clock-edge and the input signal via
delay units to compute each bit of the hypervector. In a situation
when the resultant signals coincide (dropping edges sufficiently
near to one another to cause SR-latch), this corresponding
output is equivalent to ‘1’. Prior to the training of the structure,
the RRAM resistance is reset to a HRS and subsequently con-
verted to a LRS for the initiation of delay cells.
Fig. 5 Numerous electrical benefits of semiconductor devices are
realized at cryogenic temperatures, opening up possibilities for prac-
tical uses.127
III. Cryogenic memory

As transistors continue to scale down in accordance with
Moore's law,128 cryogenic electronics is emerging as a tech-
nology for enhancing computing efficiency and tackling the
problem of static power utilization. The utilization of cryogenic
computing is gaining recognition because of its diverse
4984 | Nanoscale Adv., 2024, 6, 4980–5006
applications, including aerospace electronics and quantum and
cloud computing.127,129–132 Operating at cryogenic temperatures
offers several advantages for ICs like enhanced reliability,
reduced noise levels and increased switching speed, as depicted
in Fig. 5. The demand for electrical equipment that can operate
in cold temperature (cryogenic) environments is generally
regarded as an ideal property for applications in deep space.
Nevertheless, the rising need for processors and memory units
to operate at extremely low temperatures is now being driven by
both quantum and high performance computing, in particular.
Quantum computers typically function in the range of milli-
kelvin (mK). However, there is a demand for interface structures
functioning at helium-temperatures (4 K) and memory sub-
systems able to function at the boiling point of liquid-
nitrogen (77 K) to provide more affordable alternatives.133–135

Therefore, this approach could possibly bridge the gap between
operating at cryogenic temperatures of helium or lower and
room temperature.136 Recent demonstrations have highlighted
the advantages of cooling memory systems and processors at
cryogenic temperatures as low as 77 K, which corresponds to the
boiling point of liquid nitrogen.137,138 The research presented in
ref. 139 and 140 primarily centers around conventional
embedded memory systems that rely on 6T-SRAM, or six-
transistor static RAM. These systems have presented substan-
tial performance enhancements. Nevertheless, the relatively
large size of the individual memory cells in 6T-SRAM restricts
general memory density arranged in the circuit, and the pres-
ence of numerous leakage paths in these memories also
contributes to this limitation.141

Non-volatile RS devices, including neuromorphic computing
and RRAMs, are considered promising prospects for applica-
tions involving the next generation of memory devices that
should operate at or higher than the ambient temperature.
Nevertheless, it is essential to comprehend their ability to
operate under cryogenic conditions before considering them as
fundamental components for large scale quantum technologies
through the integration of classical quantum electronics. To
establish the feasibility of resistive memories operating under
cryogenic conditions, it is imperative to demonstrate unipolar
and bipolar non-volatile RS and a capability of multilevel
operation. Additionally, gaining a deeper understanding of how
the geometry of the conductive lament evolves during the
© 2024 The Author(s). Published by the Royal Society of Chemistry
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switching process is essential. Hao et al.142 introduced an
intricately designed 2-layer resistive memory device. This device
incorporates a RS layer and a thermal enhancement capping
layer, which serve to limit Joule heat generation, thereby
enhancing the switching performance. Furthermore, the
capping layer also functions as a reservoir for oxygen vacancies.
This innovative design enables the device to exhibit multilevel
RS capabilities across a broad temperature range (8 K to 300 K).
The results obtained from the endurance test at 8 K temperature
demonstrate that the cryogenic resistive memory device is
capable of switching >106 cycles. Additionally, switching char-
acteristics and the conduction mechanism of devices using
transition metal oxides at ultralow temperature (4 K) have also
been investigated.143 However, it is important to note that this
temperature range still falls above the required range for
quantum systems, which typically operate between 0.02 K and
1.5 K. This limitation restricts the co-integration of these
technologies.

At 1.5 K, multilayer switching for Al203/TiO2−x RRAM cells,
built through CMOS-attuned materials and methods, was ach-
ieved by Beilliard and colleagues,144 with the characteristic
progressive multilevel switching behavior of these devices being
investigated to exploit their capability for electronics based on
cryogenic analogue resistive memories. Due to the meta-
l:insulator conversion found in the Ti4O7 conductive lament
induced by Joule heating, this I–V physical characteristic show
a phenomenon known as Negative Differential Resistance
(NDR). Analysis of carrier transport in every multifaceted
switching I–V graph indicates that something happened during
the insulating phase. This behavior adheres to the Space Charge
Limited Current (SCLC) framework for every level of resistance.
Conversely, the trap-assisted and SCLC tunnelling dominate
HRS and LRS processes, respectively, in the metallic-domain.
Fig. 6(a) illustrates the schematic of the RRAM device. In
Fig. 6(b), binary RS processes at both 300 and 1.5 K are
Fig. 6 (a) A graphical perspective of an overview of the investigated RRAM
at two temperatures: 300 K (represented by red-lines) while the blue-lin
having a current-compliance set at Ic = 500 mA. The crosspoint structure
in the LRS as a function of temperature, spanning the range from 220 K do
bias. Notably, at a temperature of Tc, the critical cryostat, which is 110 K,
manifest.

© 2024 The Author(s). Published by the Royal Society of Chemistry
illustrated, displaying current in relation to Vmem data. The
device's temperature-inuenced I–V graphs during the LRS, as
presented in Fig. 6(c), enable us to identify the temperature of
the cryostat at which Tc is 110 K, for both positive and negative
bias (as seen in the inset). Lan and colleagues showcased an
improved Zn-doped HfOx RRAM device utilizing an alloying
technique relying on atomic layer deposition.145 This HfZnO
RRAM device exhibited notable enhancements, including lower
switching voltages (over 20%), reduced switching energy
(greater than 3), and improved uniformity in voltage and
resistance states. Furthermore, the constant voltage pulse
scheme demonstrates exceptional linearity and repeatability in
adjusting conductance, achieving an impressive 90% accuracy
when applied in a layered perceptron network simulation
design, aimed at recognizing modied handwritten digits in the
National Institute of Standards and Technology database.
What's particularly noteworthy is that the HfOx RRAM per-
formed reliably even under cold temperatures (cryogenic)
circumstances, as low as 4 K, in a comprehensive study of its
conduction process. These ndings pave the way for systemat-
ically engineering outstanding durability of RRAM used in
a well-ordered method, opening up exciting possibilities for
a range of innovative applications, including cold temperature
(cryogenic) circuitry and computing with memory (in-memory)
for space-based research, quantum computation, and other
applications.
IV. Reservoir computing

Computers have evolved into an essential component of our
daily existence. These devices, responsible for performing
logical tasks and retaining data, power an array of technologies,
including instant messaging, web searches, and intelligent
virtual assistants. Given the widespread use of these applica-
tions, it comes as no surprise that energy consumption has also
cells. (b) A semi-logarithmic graph illustrating RRAM operation phases
es depict 1.5 K. The forming process is visible in the bottom left inset,
is schematically illustrated beneath the rightmost corner. (c) I–V curves
wn to 1.5 K, with a positive bias. The inset provides readings for negative
144 the NDR influence linked to the metal-insulator transition begins to
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surged. Predictions project that by the end of the decade,
information and communication technology could account for
8% to 21% of the world's total electricity usage.152 Indeed,
specic applications may have a greater impact than others. In
an economy heavily reliant on data, advancements in infor-
mation technology offer advantages across various sectors such
as robust computing systems which are indispensable for rapid
technological advancement. Nonetheless, if the gap between
current computing power requirements and the capabilities of
existing technologies remains unaddressed, progress in this
regard may be impeded. The substantial increase in data
transmission costs linked to the von Neumann architecture,
along with the inherent limitations of CMOS technology, pose
signicant challenges for enhancing energy efficiency.153

Reservoir computing represents a groundbreaking approach for
reshaping conventional digital computers and is poised to play
a pivotal role in upcoming computing systems.154–156

Reservoir computing stands out as a top-tier machine
learning technique designed for handling data generated by
dynamic systems using sequential data.146,147,157,158 It is worth
highlighting that it works effectively with modest training
datasets, utilizes linear optimization, and demands minimal
computational resources. Reservoir computing, rooted in
recurrent neural networks (RNN), presents a challenging
concept to be viewed as a more advanced emulation of the
Fig. 7 (A) A typical reservoir computing system's architecture.146 (B) The
The electrical synapses can provide history-dependent responses in eve
photo-synapses can detect optical stimuli and modify conductance in
sampling. As the classification foundation, samples 1 and 2 are evaluate
a memristor system. As node inputs, the pixels are stored as spike patte
Glass data sets using a reservoir computing system based on RRAM.151

4986 | Nanoscale Adv., 2024, 6, 4980–5006
human brain, despite its remarkable capacity to process
temporal data, as demonstrated in various immediate-term
applications.159 Reservoir computing employs a stable and
dynamic “reservoir” for iterative data processing and the
transformation of data into larger-scale analytical environ-
ments. Since the pool's dynamics are steady, only the readout-
layer necessitates training, rendering reservoir computing
advantageous for cost-effective training, strong adaptability,
and rapid learning.148–150

The reservoir computing network, which employs modules
for self-feedback, is empirically showcased in procedures
exhibiting immediate-term and nonlinear characteristics, and
the scenario is illustrated in Fig. 7(A). Features from low
dimension feeds are transformed into characteristics in the
larger-scale analytical domain by nonlinearity, while
immediate-period memory permits networks to refresh their
conditions for processing sequential data. But, in practical
application, numerous evolving systems featuring immediate-
period memory effects and nonlinearity are being employed
as storage cells, as illustrated in Fig. 7(B). As an illustration, Ag
diffusive devices, which progressively decay with each frame, as
depicted in Fig. 7(C), prove to be well-suited for the imple-
mentation of the reservoir computing system. In the upper
section, the initial presentation of two sequential stimuli trig-
gers the formation of strong conductivity and an uninterrupted
fundamental dynamic reaction of a reservoir computing system.147 (C)
ry framework under distinct programmed sequence signals.148 (D) The
accordance with optical patterns.149 (E) Input processing and output
d.149 (F) Recognition of handwritten digits via the RC device based on
rns with varying frequencies.150 (G) Automated modelling of Mackey–

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Depiction of the reservoir system comprising 3 notable
components (from the left): the output-node, the memristor device
and the pulse stream.164
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Ag lament inside the system, a condition examined in the
fourth attempt in the domain. Similar procedures are used to
operate the other separate panels, each subjected to different
pulse conditions. The resulting conductance varies depending
on the dynamic characteristics of the device. This divergence in
conductance levels arises from the unique sequences employed.
It is important to note that the temporal information is
comprehensively captured through the dynamics of ions within
the device. In the pursuit to integrate both sensing and
computing functionalities, photo-synapses have been engi-
neered using ultra-wide bandgap semiconductor GaO tech-
nology, specically designed for in-sensor ngerprint
identication, as is evident from Fig. 7(D). When subjected to
optical stimuli, these photo-synapses exhibit a response pattern
akin to that observed in Ag electrical diffusive systems, as
illustrated in Fig. 7(E). Thanks to the photosensitive reactivity of
the elements based on GaO, the reservoir computing structure
can function without the need for data communication among
the reservoir and the sensor. Besides RRAM devices, experi-
mental implementations of reservoir computing have been
achieved by utilising magnetic-skyrmions, and the complex
patterns of spintronic generators and nanowires.160–162 Reservoir
computing showcases remarkable prociency in handling
temporal and recognition challenges, achieved through the
mapping of input data into high-dimensional spaces and states
updates at each time frame. For example, the task of recog-
nizing handwritten digits is accomplished by transforming
pixels into pulse patterns,163 as illustrated in Fig. 7(F).
Conversely, exceptional results are observed in time-series
estimation tasks, such as the challenge of the Mackey–Glass
sequence,151 as is evident from Fig. 7(G). Some of the benets of
low power usage and compatibility with the system's architec-
ture underscore the immense prospect of employing reservoir
computing in the eld of sequential estimation.

Over the year, RRAM has garnered signicant attention in
the context of reservoir computing due to its suitability as
a physical resistor. In a study published in 2021, a Ti/TiO2/Si cell
having varying dopant concentrations on a silicon surface was
fabricated and characterized.164 They utilised the Ti/TiO2/p

+Si
cell's short-term effect to construct the storage computing
architecture, allowing for the differentiation of 4 bits (16 states)
through the application of various pulse sequences to the cell,
which works well when used for pattern identication. It has
been convincingly shown that RRAM devices exhibiting short-
term memory effects are capable of acting as reservoirs within
reservoir computing systems. Fig. 8 illustrates a schematic
representation that includes a readout, through a pulse stream
to a pulse input mechanism. At the outset, it calculates the
weights through straightforward learning algorithms during
training. Hence, the reservoir system offers cost-efficiency
benets in training. In order to depict the input signals
within the storage level using RRAM devices, it employed
encoding with four bits through short-term effects. The task of
recognizing input images involves distinguishing the digits
inside every picture and forwarding them to the storage via
short-period effects. To convey the binary data for every pixel in
the image, they are converted into pulses, serving as the
© 2024 The Author(s). Published by the Royal Society of Chemistry
storage's input signal. The storage is then connected to these
pulse stream points of data and subsequently plotted into the
larger-scale analytical domain. This approach allows for the
differentiation of pixel images with 4 bits per row. Images with
a higher pixel density in a single row can be accommodated by
encoding them with 4 or more bits continuously. Kim et al.165

conducted an investigation into the short-term memory
features of a glass-based Ni/WOx/ITO RRAM cell for reservoir
computing systems. Reservoirs can be physically realized uti-
lising a range of tangible systems and resources. Given that the
Ni/WOx/ITO RRAM cell demonstrates non-linearity as well as
short-term memory features, it stands out as an appropriate
candidate for a tangible storage cell. Verication of the 4-bit
arrangements is achieved by the use of different pulse-train
sources. Once all 16 states were implemented using four bits,
it has been demonstrated that the system can effectively
accommodate 5 sets of 4-binary pixel images. This nding
implies that with further expansion, the system can handle
images comprising 28 × 28 pixels.
V. Hardware security

In today's world, the signicance of hardware security has
surged, surpassing the protective measures applied to soware
and protocols.166 This heightened concern is notably accentu-
ated by the rapid proliferation of the IoT and cloud-based and
edge computing, which has enhanced convenience in our daily
lives, but has also resulted in a simultaneous increase in threats
to information security.167 Contemporary information security
heavily depends on cryptographic mechanisms to establish
a substantial disparity between authorized and unauthorized
utilization of intended data. In this context, random numbers
assume a pivotal role within security algorithms. Presently, the
majority of random numbers are generated by soware-based
algorithms, oen using predened seeds.168–170 These methods
are at risk of being exploited by determined attackers, as they
can potentially compromise the initial-seeds or the
mathematical-algorithms using advanced intelligent processes
or computing-power. To guarantee the generation of random
numbers, leveraging hardware primitives that possess inherent
Nanoscale Adv., 2024, 6, 4980–5006 | 4987
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Fig. 9 PUF based on RRAM that demonstrates challenge response
generation showing the sneak path current as indicated in red color.176
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unpredictability at the physical level represents a highly
encouraging avenue. In recent decades, research in this eld
has produced a plethora of security building blocks, including
the true random number generators (TRNGs), an array of
defensive mechanisms, physical unclonable functions (PUFs),
and various applications designed to fortify different facets of
hardware security.171–174 Nonetheless, a substantial portion of
these security strategies is closely tied to the CMOS techniques,
which are gradually reaching their limits. Additionally, novel
attack models and vulnerabilities continue to surface, and the
current CMOS technology, on which these security primitives
and countermeasures have been developed, is insufficient to
effectively counter these emerging threats.

In the realm of recent technological advancements, nano-
scale technologies like CNTs, memristors, phase-change
memory (PCM), and two-dimensional (2D) materials have
come to the forefront, offering notable improvements in terms
of performance and speed when compared to traditional CMOS
methods.175 However, these emerging technologies are still in
the early stages of development, and they possess some
distinctive characteristics that may somewhat restrict their
comprehensive integration into memory applications and
standard logic processes. Although much of the research has
concentrated on optimizing their energy efficiency, reliability
and performance, there remains a signicant gap in exploring
their potential applications for enhancing security measures.

On the other hand, PUFs are gaining prominence as excep-
tionally reliable hardware security primitives for purposes such
as device key generation and authentication.177 PUFs typically
harness the inherent variations in the manufacturing process
and the physical randomness of the device, rendering them
highly dependable and resistant to cloning.178 PUFs operate on
the concept that a device-specic, unique key can be generated
on-the-y rather than storing a predetermined set of keys. The
fundamental principle of a PUF involves computing a distinct
output response in response to an applied input challenge, thus
establishing a challenge–response pair (CRP). This CRP is of
utmost importance in the development of security protocols,
encompassing tasks from device authentication to the encryp-
tion of data. This method signicantly enhances security by
thwarting potential adversaries from gaining access to stored
keys and simultaneously reduces the cost associated with
creating secure storage slots. A PUF is frequently described
using a black-box model, where the challenge vector, origi-
nating from the input space, is translated into the response
vector within the output slot. The mapping function in this
context remains entirely concealed, unidirectional, and exclu-
sive to the specic device. This function is intimately linked
with the device's intrinsic characteristics, and manufacturing
variations can further induce this distinctive behaviour. The
practical utility of PUFs hinges on the quantity of available CRPs
obtained. PUFs can be categorized into two types based on the
size of their CRPs as stated: a (a) strong PUF and (b) weak PUF. A
strong PUF offers a signicantly larger CRP space, which ideally
grows exponentially with the size of challenge bits. In contrast,
weak PUFs typically support a limited number of CRPs, which
could be loosely described as linearly dependent on the number
4988 | Nanoscale Adv., 2024, 6, 4980–5006
of components subject to intrinsic variation.179,180 Conse-
quently, securing and restricting access to weak PUFs becomes
crucial, a consideration that doesn't apply to strong PUFs. In
most scenarios, weak PUFs are used as a substitute for storing
keys in non-volatile memory to deter key extraction, and the
derived key can be used for for device identication and certain
cryptographic applications, while in the case of strong PUFs,
owing to their more extensive CRP space, they offer greater
versatility and are well-suited for secure authentication
purposes.

Interestingly, a RRAM-based PUF has garnered considerable
interest among the recent PUF based devices. It has the capacity
for high-density integration and a reduced BER. The inherent
variability found in RRAM technology serves as a valuable
entropy source for craing PUF designs. In particular, the
variations in the HRS of RRAM devices are frequently employed
as the source of entropy for integration due to their broader
distribution range in comparison to the LRS. An illustrative
RRAM-based PUF conguration is presented in Fig. 9. Initially,
the crossbar is provided with an entropy source derived from
a prior TRNG system. Subsequently, the PUF's responses are
gathered by applying electrical challenges to the rows of the
crossbar.176 These challenges are translated into a read voltage
pulse before being applied to the crossbar. Leveraging the
inherent device variations and the input challenge, Kirchhoff's
current law is employed to aggregate the current owing
through each device along the lines of the column. Further-
more, the sneak-path current within the crossbar adds to the
current in each column, and this contribution is inherently
random. At the output, a current sense amplier (CSA) is
employed to transform the analog current values into boolean
response bits. Additionally, a multitude of CRPs are collected to
evaluate various PUF properties. An early RRAM-based PUF, as
described in ref. 182, has been designed and produced using
a weak-write method for producing behaviour within cells that
is inuenced by procedure variations. Moreover, an enhanced
robust PUF embedded is showcased in ref. 183, demonstrating
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 10 (a) The planned TRNG circuit based on RRAM reset. (b) The
TRNG circuit procedure generating true-random bits. (c) Illustration of
the plan for the generation of true-random bit-streams. (d) The
measurement of the RRAM voltage taken at the electrode. Readings
and experimental predictions are shown by dotted and solid lines,
respectively. (e) This shows that between the ten 1M bit sequences
produced by the TRNG, the pair-wise correlation coefficients are less
than 0.2. (f) The parameters of autocorrelation of 1M bit-streams
produced by the TRNG are below 0.003 within a 95% confidence-
interval.181
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exibility without requiring further design work modications.
The PUF introduced in ref. 184 takes advantage of write time
variation and sneak path-current to get the most the distinctive
settings for various response bits. However, in ref. 185 a Voltage
Sense Amplier (VSA) is employed to create a robust interme-
diary PUF using a 1T-1R bit cell conguration. Additionally,
other variations of RRAM-based PUFs with recongurability
have been suggested. The recongurable approach entirely
replaces the current CRP storage of the PUF. Lin and his
colleagues showcased a recongurable PUF, achieving an
impressively low inherent BER of approximately 6 × 10−6 for
a response bit length of 128 bits.186 Recongurability is achieved
by capitalizing on the cycle-to-cycle uctuations in device
resistance. To clear the CRP space, all devices are initially set to
the LRS. Subsequently, a RESET pulse is applied, leading to the
stochastic redistribution of device resistances across the entire
array. The response bit can then be generated using the resis-
tance evaluation method.

Random number generators (RNGs) play a vital role in
various applications, including problem-solving methods,
industrial simulations, computer gaming, and hardware
encryption modules used in communication systems.187 Certain
crucial applications, particularly in the realm of security where
key generation is crucial, demand random number sequences
that must meet stringent statistical testing criteria.188 There is
a demand in these applications for devices that can fulll these
requirements by extracting entropy from physical phenomena
like metastability, jitter, and more. RNGs that derive random-
ness from physical sources are referred to as TRNGs.189 In recent
times, TRNGs have become essential considering the increasing
security concerns in the IoT era. As a result, various TRNGs have
been previously showcased using sources such as thermal-
noise,190 random-telegraph-noise (RTN),191 and current-uctua-
tions.192 However, these TRNGs possess limitations related to
operating power, scalability, and susceptibility to external
factors like temperature. They oen require post-processing
methods to meet the stringent testing requirements. There-
fore, RRAM devices have emerged as a promising technology
due to their advantageous characteristics. RRAMs are compat-
ible with CMOS technology and they also have fast switching-
speed, low power of operation, durability, and scalability.
Moreover, Yang et al. presented a TiN/Ti/HfOx/TiN RRAM-based
TRNG that leveraged the merging of the HRS and the time delay
in the reset process.181 The schematic depicted in Fig. 10(a)
illustrates the circuit components. These components encom-
pass the RRAM core within the array, along with an additional
capacitor. Additionally, peripheral circuitry elements such as
a 1-bit counter, a comparator, resistor, clock sampling, and
a switch are incorporated. As a result, it occupies a smaller chip
area and consumes less energy. The essential laboratory-
established circuit is also depicted. The associated TRNG
process and signal diagram are outlined in Fig. 10(b) and (c)
respectively. Upon activation, a reset pulse is used in charging
the RRAM core. To assess the randomness of the complete reset
process, during the TRNG circuit simulation various constant
resistors are initially used in place of the RRAM. The measure-
ment curve of RRAM charging and discharging is notably
© 2024 The Author(s). Published by the Royal Society of Chemistry
distinct from the simulation results using constant resistors, as
depicted in Fig. 10(d). Furthermore, SPICE simulations of the
TRNG circuit utilizing the variability aware RRAM model are
conducted to conrm the enhancement of entropy. However, in
Fig. 10(e), through TRNG circuit simulations, one million bit
sequences are produced in order to evaluate the effectiveness of
the cross-correlation and auto-correlation constants. Moreover,
the auto-correlation constants for different sequence lengths
are below 0.003 throughout a 95% condence-interval, while
the cross-correlation constants among 1M bit-streams are all
below 0.2. This indicates that the TRNG exhibits high inde-
pendence and meets the desired criteria, as presented in
Fig. 10(f).
VI. In-memory computing

ML, particularly within the domain of deep learning (DL), has
played a pivotal role in pushing recent fundamental
Nanoscale Adv., 2024, 6, 4980–5006 | 4989
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Fig. 11 Depiction of diverse computing architectures: (a) illustration of
the von Neumann architecture, featuring a separated central pro-
cessing unit and memory unit, interconnected via a data bus. (b) Near-
memory computing architecture integrates a processing unit with an
eNVM unit for storing commands and parameters. (c) SRAM-based in-
memory computing involves direct computation within the SRAM unit
using dedicated peripherals, while eNVM acts as storage for compu-
tational parameters. (d) eNVM-based in-memory computing utilizes
eNVM for both nonvolatile storage and computation. (e) Schematic
representation of the memory hierarchy in conventional CMOS-based
computing systems, showcasing the trade-off between access speed
and capacity. Registers and cache memories near the CPU offer fast
access with limited capacity, while memories farther from the CPU
exhibit slower access with larger capacity. Notably, storage class
memory serves as a bridge between high-performance working
memory and cost-effective storage devices.193
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advancements in AI techniques.195 DL relies on computational
models inspired to some extent by biology, employing networks
of interconnected simple computing units that operate in
parallel. The success of DL is contingent upon three crucial
factors: (a) the availability of expansive datasets, (b) the contin-
uous growth in computing power, and (c) ongoing algorithmic
innovations. While DL solutions have led to substantial
improvements across various AI tasks, there has been an expo-
nential surge in the demand for computing power.195 Recent
analyses reveal a 300 000-fold increase in this demand since 2012,
with projections suggesting a doubling every 3–4 months—an
acceleration surpassing historical improvements under Moore's
scaling, which exhibited a seven-fold enhancement over
a comparable time frame. Simultaneously, the deceleration of
Moore's law in recent years, combined with indications that
scaling down CMOS transistors may encounter limitations,
underscores the necessity to explore alternative technology
roadmaps for creating scalable and efficient AI solutions.195,196 It
is crucial to recognize that transistor scaling is not an exclusive
avenue for enhancing computing performance. Architectural
innovations, including graphics processing units (GPUs), eld-
programmable gate arrays (FPGAs), and application-specic
integrated circuits (ASICs), have signicantly contributed to the
advancement of machine learning.113 A notable trend in modern
computing architectures for ML involves a departure from the
traditional von Neumann architecture, which physically sepa-
rates memory and computing. In this context, in-memory
computing (IMC) has emerged as a novel paradigm, providing
potential solutions to address or alleviate the memory bottle-
neck—an essential consideration for energy efficiency and
latency in contemporary digital computing.113

Various IMC concepts have been proposed that differ in the
degree of integration between memory and computation, as
illustrated in Fig. 11. The conventional von Neumann archi-
tecture (Fig. 11(a)) features physically separate memory and
computing units. This leads to signicant latency and increased
energy consumption due to the movement of input and output
instructions.193,197,198 To address these issues, one solution is the
concept of near-memory computing (NMC), depicted in
Fig. 11(b). To mitigate latency, embedded nonvolatile memory
(eNVM) is incorporated on the same chip as the computing
unit.99,112 In NMC, eNVM functions as dedicated data storage for
parameters and instructions, while SRAM acts as a cache
memory for intermediate input/output data.

A more integrated solution is represented by IMC as shown
in Fig. 11(c). In this approach SRAM functions directly as
a computational engine, particularly in accelerating tasks such
as matrix-vector multiplication (MVM).199 An inherent drawback
in this technique is the need to transfer computational
parameters from local eNVM (or off-chip DRAM) to volatile
SRAM every time computation occurs. To address this chal-
lenge, the ultimate approach for maximizing memory and
processing integration is IMC within the eNVM, as depicted in
Fig. 11(d).200 Emerging memories, capitalizing on their scaling
advantages, 3D integration capabilities, and nonvolatile storage
of computational parameters, exhibit promise as eNVM in
integrated IMC architectures. Achieving synergy across device
4990 | Nanoscale Adv., 2024, 6, 4980–5006
technologies, circuit engineering, and algorithms necessitates
a comprehensive co-design effort spanning multiple
disciplines.

The memory hierarchy of CMOS-based computer systems is
portrayed in Fig. 11(e). These systems feature on-chip registers
and SRAM at the top, followed by off-chip DRAM and nonvol-
atile ash storage. Access time reduces from top to bottom,
while area density and cost decrease from bottom to top.
Notably, owing to 3D integration, NAND ash achieves the
highest density.201 Emerging memories, on the other hand, aim
to strike a more favorable balance between performance, space,
and cost in this conguration. These devices employ innovative
storage methods rooted in the physics of materials, offering
advantages in scalability, integration within 3D structures, and
energy efficiency.
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 12 (a) In-memory computing utilizing analog techniques with a memory array. The VMM is executed through a parallel read operation,
where input bits undergo conversion to a pulse train via bit-serial DACs, facilitating bit-wise multiply-accumulate (MAC) computations. (b)
Depiction of RRAM integrated into the 65 nm BEOL process. The inset shows a transmission electron microscopy image of the RRAM stack
showcasing contacts to both top and bottom electrodes. (c) I–V curves illustrating the behavior of Fe-RRAM devices. Arrows indicate the sweep
direction for set and reset operations. Currents are normalized to arbitrary units, and the forming process is not depicted. Inset: schematic
representation of the 1 T1R bitcell. (d) The specially designed PCB tailored for silicon testing and the demonstration of AI applications.194
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There are several fundamental physical characteristics that
enable RS devices to be used for IMC architectures. The ability
to store and seamlessly switch between two non-volatile states
of resistance/conductance values (binary storage capability) is
critical for computing applications.205,206 This non-volatile
binary and analog storing capability is useful for IMC primi-
tives, particularly MVM. Physical laws such as Ohm's law and
Kirchhoff's current summation laws are used in this procedure.
Cai et al. demonstrated a System on Chip (SoC) that incorpo-
rated RRAM tiles, analog peripheral circuitry, and a RISC-V
processor on a single die.194 The RRAM tile, which is designed
as a programmable intellectual property (IP) block, is a key
component in the construction of various neural networks.
Fig. 12(a) depicts a VMM operation computed in analog in-
memory using a parallel read method. Digital-to-analog
converters (DACs) transform neural weights, which are repre-
sented by various conductance levels, into voltage, which is
subsequently given to the memory array. Using analog-to-digital
converters (ADCs), the current in each column is measured in
parallel and decoded to obtain dot-product results. A 65 nm
technology node SoC chip is manufactured utilizing a split-fab
technique, in which the foundry deposits CMOS circuits and
back-end-of-line (BEOL) metal layers up to the RRAM bottom
© 2024 The Author(s). Published by the Royal Society of Chemistry
metal layer. The wafer is subsequently sent to the Applied
Materials META R&D foundry, along with the other metal layers,
for RRAM integration. RRAM devices are built using a 1T1R
architecture, with lamentary RRAM (f-RRAM) sandwiched
between two metal layers in the BEOL (Fig. 12(b)). While f-
RRAM normally requires an extra high voltage for the one-
time formation phase, it benets from a bigger memory
window.119 During the forming and programming phases, the
series transistor ensures exact current compliance and controls
lament geometry and stochastic behavior. Fig. 12(c) depicts
a typical DC I–V curve for the f-RRAM, exhibiting bipolar
switching with discrete set and reset operations. The chips are
sliced and packaged in a pin-grid-array (PGA) for silicon testing
aer RRAM integration and metal deposition on the top layers.
A custom PCB is constructed employing a FPGA for digital
control signals and data transfer for simplicity of testing, as
shown in Fig. 12(d).194

VII. Neuromorphic computing

A signicant challenge in neuromorphic engineering lies in the
development of innovative devices that mimic the functions of
biological elements within a neural network, such as spiking
Nanoscale Adv., 2024, 6, 4980–5006 | 4991
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neurons and learning synapses.202–204,207–211 In this context,
resistive (or memristive) devices, particularly RRAM, have
attracted considerable interest due to their simple structure,
low-power operation, and seamless integration with the CMOS
process ow.212–214 The ability to control device conductance
through electrical stimuli, similar to neuronal spikes inducing
potentiation and depression in biological synapses, has driven
the development of articial synapses utilizing RRAM
devices.215–217 The research in the neuromorphic computing
domain has diverged into two primary directions: (i) the
development of Articial Neural Networks (ANNs) aimed at
highly accurate recognition of image, video, and audio data,218

and (ii) the engineering of Spiking Neural Networks (SNNs) to
closely emulate the adaptability and high-energy efficiency
observed in the human brain.219 The scaling behavior of RRAM
devices, in terms of both device area220 and 3D integration,221
Fig. 13 (a) A visual representation comparing a biological neuron to it
illustrating a 3-terminal memristive synapse within a Spiking Neural Net
sentation of memristor technology based synapses. (d) Illustration of
Dependent Plasticity (STDP) rules. The network's accuracy shows impro

4992 | Nanoscale Adv., 2024, 6, 4980–5006
facilitates the implementation of high density of synapses
essential for both DL architectures and brain-inspired circuits,
fostering robust connectivity between neurons and synapses.
Similar to how biological synapses inuence communication
among neurons, the resistance states of nonvolatile RRAMs can
modulate the connections among articial neurons.222,223

A biological neuron receives spike signals from presynaptic
neurons and integrates them into its membrane potential, as
illustrated in Fig. 13(a).202 The membrane potential of the
neuron increases when spikes occur within a specic interval.
Upon reaching the threshold potential, the neuron generates
spikes directed towards its post-synaptic neuron. However, due
to the leaky integrate behavior, if the presynaptic neuron ceases
to send spikes and the membrane potential drops below the
threshold, the potential returns to its initial level, known as the
resting potential. The leaky-integrate-and-re (LIF) neuron
s artificial counterpart utilizing memristor technology.202 (b) Diagram
work (SNN) implementing supervised learning.203 (c) Schematic repre-
an SNN trained for a classification application using Spike-Timing-
vement proportional to the number of memristive synapses.204

© 2024 The Author(s). Published by the Royal Society of Chemistry
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model provides a detailed description of these features
observed in biological neurons.224

In SNNs, the hardware design for supervised learning (SL)
favours 3-terminal memristive synapses, with the third terminal
providing supervisory signals. Chen et al.203 demonstrated 3-
terminal memristive synapses for SL in SNNs, as schematically
represented in Fig. 13(b). When applied to an SL problem, the
complementary synapse and neuron circuit are built to perform
the remote supervised method (ReSuMe) of a SNN, exhibiting
rapid convergence to effective learning through network-level
simulation. Boybat et al.204 proposed the concept of a multi-
memristive synapse, which is schematically depicted in
Fig. 13(c).

The collective conductance of N devices determines the
synaptic weight in this synapse. Utilizing numerous devices to
represent a synaptic weight enhances the overall dynamic range
and resolution of the synapse. To achieve synaptic efficacy, an
input voltage comparable to neural activation is applied to all
constituent devices. The net synaptic output is the sum of
individual device currents. Researchers explored the impact of
multi-memristive synapses on the training of both ANNs and
SNNs. They developed a spiking neural network using a Spike-
Timing-Dependent Plasticity (STDP)-based learning technique
for handwritten digit recognition. Simulations utilized a multi-
memristive synapse model to describe synaptic weights, with
devices arranged in either a differential or non-differential
architecture. The increase in the number of devices per
synapse resulted in a corresponding improvement in the
network's categorization accuracy. The simulations were con-
ducted with ve different weight initializations, and the test
accuracy was obtained from a double-precision oating-point
implementation as represented by the dotted line.

Numerous research reports highlight the maturity of RRAM
devices craed from inorganic materials like oxides, solid
electrolytes, and 2D materials, showcasing robust performance.
This provides a promising avenue for exploring the application
of organic materials, including biological and polymer mate-
rials, in RRAM devices. The performance of these devices is
intricately linked to RS mechanisms, with a signicant reliance
on the selection and processing techniques applied to thin lm
materials. To effectively integrate RRAM devices as synapses in
neuromorphic systems, a comprehensive comprehension of the
meta-plasticity mechanism and internal states of these mem-
ristive devices is indispensable. The elucidation of the under-
lying mechanisms governing RRAM devices is inevitable and
will stem from investigations into conduction and RS mecha-
nisms, drawing insights from both experimental results and
simulations. Further advancements in research should
encompass the interplay between materials, device levels,
circuit designs, and computing processes, promising to accel-
erate the realization of RRAM synapses for neuromorphic
computing systems.

VIII. Probabilistic computing

The von Neumann architecture poses limitations in conven-
tional computing systems, requiring signicant computational
© 2024 The Author(s). Published by the Royal Society of Chemistry
and memory resources, leading to prolonged operation times
for solving classical problems like combinatorial optimization
and invertible logic. To effectively address these challenges,
researchers have been continuously exploring innovative
computational methodologies. Probabilistic computing,
emerging as a revolutionary paradigm, offers a promising
approach to tackle these difficulties efficiently and with
minimal power consumption, referred to as a p-circuit.225,226 At
the core of the p-circuit lies the probabilistic bit (p-bit), a resil-
ient unit that uctuates between 0 and 1 over time, in contrast
to typical binary digital circuits where bits rigidly represent
either ‘00 or ‘1’.227 p-bits interact with one another within the
same system using specic principles.

Employing a p-circuit for implementing Boolean functions
provides high accuracy comparable to that of traditional digital
circuits and leads to a unique feature—invertibility, which is
absent in traditional digital circuits. In the direct mode, the
input is clamped, and the network produces an exact output.
Conversely, in the inverted mode, the output is clamped, and
the system oscillates through all conceivable inputs consistent
with that particular output. Meanwhile, in the oating mode,
the network dynamically uctuates among all viable input/
output combinations. In a binary stochastic neuron within
a neural network or neuromorphic computing system, the p-bit
has the probability of being ‘0’ or ‘1’, and the variation in input
can modify these probabilities.228,229

In a recent implementation of p-bits, a magnetic tunnel
junction (MTJ) served as a stochastic element, as discussed in
a study by Borders et al.230 Despite the presence of thermal
noise, the magnetization direction changed by lowering the
energy barrier that controls the resistance states of the MTJ. A
three-terminal p-bit was developed by connecting this
stochastic MTJ to an n-type metal-oxide-semiconductor (NMOS)
transistor. However, adhering to the p-bit principle, there is no
inherent requirement for the MTJ to be the sole p-bit generator;
any stochastic electronic device that can be regulated by an
external input voltage can be employed. Table 1 provides
a comparison of various computing methods.

RRAM is considered a strong and promising choice for the
future development of memory technology while the non-
uniformity issue poses a signicant hurdle that must be
addressed before commercialization.232,233 This non-uniformity
stems from the random nature of the switching mechanism in
RRAMs. Intriguingly, the same stochastic processes that
contribute to the non-uniformity in RRAM have been harnessed
for hardware security applications, as mentioned earlier. Addi-
tionally, the stochastic characteristics of RRAMhold potential for
applications in computing paradigms, including stochastic
neural networks.234,235 There are various studies in the literature
which introduce a novel application of RRAM's stochastic nature,
specically as p-bits in probabilistic-computing. Liu et al.231

presented an RRAM-based TRNG, and combining this TRNG
with an activation function implemented by a piecewise linear
function yields a standard p-bit cell, a fundamental component
of a p-circuit. To optimize resource utilization and reduce the
number of p-bits, a p-bit multiplexing approach is employed.
Fig. 14(a) illustrates the overall architecture of the proposed
Nanoscale Adv., 2024, 6, 4980–5006 | 4993
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Table 1 Comparison of different computing methods

Computation methods Classical computing Quantum computing Probabilistic computing

Data expression Deterministic values 0 or 1 Superposition of 0 and 1 Probabilistic values 0 or 1
Innite states b/w 0 and 1

Hardware implementation Digital logic circuits based on
CMOS

Electron spin resonance based
computing

Oscillating ouputs of a digital
nature

Output Deterministic Probabilistic Probabilistic
Power consumption High High Low

Fig. 14 (a) Top: illustration of a probabilistic computing system con-
sisting of a probabilistic circuit (p-circuit), UART interface, PC, and
controller. Bottom: detailed structure of the p-circuit, featuring P-bits
(green) and weight-logic components (yellow).231 (b) Structure of an
N-bit Ripple Carry Adder (RCA) p-circuit employing a two-multiplexing
strategy.231 (c) Structure of a full adder utilizing time-division multi-
plexing in the p-circuit design.231 (d) Depiction of the calculation
process within the weight matrix in the context of the described
probabilistic computing system.231

4994 | Nanoscale Adv., 2024, 6, 4980–5006
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probabilistic computing system, encompassing the p-circuit,
UART (Universal Asynchronous Receiver/Transmitter) interface,
PC, and controller. The p-circuit integrates the p-bit and weight-
logic, crucial for invertible logic. Guided by the weight-logic
calculation, the p-bit adjusts the probability of output 1 and
awaits sampling by the weight logic. To improve the efficiency,
a multiplexing method is utilized, facilitating the serial update of
p-bits through a nite state machine (FSM) in the weight-matrix.
As illustrated in Fig. 14(b), an N-bit ripple carry adder (RCA) is
examined, incorporating two multiplexing techniques. The rst
technique is applied to the basic unit full adder (FA) of the RCA
(Fig. 14(c and d)), resulting in both natural serial updates and
a substantial reduction in the number of p-bits. The N-bit RCA is
multiplexed using the secondmultiplexing approach (Fig. 14(b)),
with the update order transitioning from FA1 to FAn. Although
multiplexing extends the operation time, it proves acceptable for
statistical-based probabilistic computing, effectively reducing
hardware consumption.

Kyung et al. developed p-computing, a novel computing
paradigm based on the threshold switching (TS) behaviour of
a Cu0.1Te0.9/HfO2/Pt (CTHP) diffusive memristor.236 p-bits, which
are required for p-computing, are realised by the stochastic TS
behaviour of CTHP diffusive memristors and interconnected to
form a p-computing network. A diffusive memristor, unlike
electrochemical metallization cells, is a two-terminal ionic device
with volatile TS behaviour, switching to an ON (TS-on) state at
a particular threshold voltage and reverting to an OFF (TS-off)
state when the voltage is removed. This is in contrast to the
behaviour of electrochemical metallization cells, in which the
metallic conductive lament remains intact for an extended
period of time, guaranteeing persistent memory function. In
prior research on memristors as synaptic devices in hardware
neural networks or neuromorphic circuits, Boolean logic opera-
tions were frequently overlooked. In contrast, p-computing pla-
ces a strong emphasis on Boolean logic operations, aligning
more closely with in-memory logic operations. To effectively
implement all 16 Boolean logic operations, the researchers
employed a p-computing system based on CTHP memristor-
based p-bits. The p-computing network demonstrates the
ability to perform logic operations, and the determination of the
cost and input functions for all 16 Boolean logic operations was
simplied compared to that in earlier studies. The memristor-
based p-computing network showcased the implementation of
both forward and reverse directions. Moreover, the study illus-
trated complex functions, including a full adder and
multiplication/factorization, demonstrating the methodology's
© 2024 The Author(s). Published by the Royal Society of Chemistry
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potential for application in more intricate logic circuits. The
presented memristor-based p-bits exhibit signicant potential
for computing hardware based on diffusive memristors, offering
a potential solution to the memory wall challenge inherent in
existing von Neumann computing approaches.
IX. Memristive sensors

Semiconductor nanowires are currently under investigation for
their potential in producing low-cost microchips, positioning
them as highly efficient building blocks for miniaturized
bioassays utilized in diagnostics and therapies. Notably, silicon
nanowire-arrays with memristive electrical capabilities are
biofunctionalized with receptor molecules such as antibodies or
DNA aptamers, resulting in what is referred to as memristive
biosensors.237 These biosensors have proven successful in
achieving ultrasensitive detection for cancer biomarkers,238

demonstrating atto-molar concentration sensing capabilities.239

Additionally, they have exhibited effectiveness in screening
medicinal compounds and offer the potential for continuous
drug monitoring,240 showcasing considerable promise for
ultrasensitive and precise biosensing applications. Moreover,
the work by Naus et al.241 and Tzouvadaki et al.242 validated the
design and implementation of memristive biosensing electrical
systems. These technologies facilitate swi, fully automated,
and simultaneous sensing outputs from multiple independent
memristive biosensors on a single chip. Carrara et al.243 con-
ducted a study emphasizing the growing interest in research on
memristors, particularly in the context of various types of
memristor sensors encompassing both physical and chemical
sensors. The detection mechanism for biomarkers using
memristors shares similarities with eld effect transistors
(FETs), wherein the binding of bioreceptors and biological
analytes induces a change in conductance. In memristors,
however, the attachment (bio-functionalization) of charged
residues on the device's surface leads to a distinct gap in the
logarithmic current–voltage curve, as illustrated in Fig. 15.

The primary focus of research on memristive biosensors has
been on silicon nanowire sensors. Carrara et al.244 played
Fig. 15 Illustration of the voltage gap in a functionalized memristor
biosensor.238

© 2024 The Author(s). Published by the Royal Society of Chemistry
a pioneering role in this domain by leveraging the memristive
effect for biosensing. They covalently functionalized silicon
nanowires with rabbit polyclonal antibodies to detect rabbit
antigens. Tzouvadaki et al.237 further advanced this eld by
developing a multi-panel chip capable of biosensing through
both electrical (memristor) and uorescence characterization
approaches. This versatile device holds signicant potential for
point-of-care (POC) applications as it can identify single or
multiple biomarkers from a sample containing various target
and non-target molecules, utilizing a range of characterization
techniques. The device successfully identied rabbit antigens in
a sample containing three additional negative control reagents
aer adjusting the voltage gap.

Several studies have utilized silicon nanowire memristors for
the detection of cancer biomarkers, including Vascular Endo-
thelial Growth Factor (VEGF) and Prostate Specic Antigen
(PSA). Puppo et al.245 employed nickel silicide to create mem-
ristive silicon nanowires with a Schottky barrier at their ends.
Their research focused on investigating the impact of humidity
variations on covalently functionalized silicon nanowires with
anti-VEGF antibodies, successfully detecting the VEGF at
concentrations ranging from 0.6 to 2.1 femtomolar. Tzouvadaki
et al.239 played a pioneering role in utilizing memristive silicon
nanowires functionalized with DNA aptamers for prostate
cancer detection. They also veried a prototype memristive
biosensing board, which included a sensor module, ADC, MUX,
microcontroller, data storage, and power supply. The biosens-
ing component comprised 12 identical memristive nanowires,
each generating a unique signal and activated by the same
common source. Memristive biosensors based on silicon
nanowires have effectively identied non-cancer biomarkers
such as Tenofovir and the Ebola virus, in addition to cancer
biomarkers. Tzouvadaki et al.240 utilized memristive silicon
nanowires manufactured using both top-down and bottom-up
fabrication techniques, functionalized with DNA aptamers, to
detect Tenofovir in both a buffer and full human serum.

Certain memristors exhibit chemical sensing capabilities,
manifesting changes in resistance when exposed to specic
compounds.244,246,249–253 Memristive hydrogen gas sensors have
been engineered, demonstrating suitability for applications in
fuel cells and hydrogen safety.249,250 Additionally, memristive
sensors designed for detecting liquid glucose concentrations
and proteins associated with tumor tissues and vascular
disorders have been developed.245,251–253 Typically, a memristor
gas sensor consists of a metal oxide semiconductor serving as
the switching and sensing material sandwiched between two
electrodes.250 To address process variations and enhance overall
performance, Khandewal et al.246 proposed a gas sensor archi-
tecture incorporating four memristors (M1, M2, M3, and M4) as
shown in Fig. 16(a). In the presence of chemicals, these mem-
ristors collectively function as a single sensor, assuming similar
gas concentrations. They are designed under identical initial
conditions and respond in a manner akin to a target gas. To
read the sensed value, a non-zero voltage is applied while
ensuring that the sensors remain in a hold state to prevent
alterations in their state variables (resistance). The perceived
resistance is then obtained by dividing this voltage by the
Nanoscale Adv., 2024, 6, 4980–5006 | 4995
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Fig. 16 (a) Design and configuration of a 4-memristor gas sensor
architecture. (b) The reconfigurable architecture of a 4-memristor gas
sensor. (c) Memristive magnification and the consequent read power
consumption during the sensing of oxidizing gas.246
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resulting current. This architecture signicantly mitigates
sensitivity changes due to inherent process variations in
chemical sensing applications, while maintaining an overall
resistance similar to that of a single sensor. Moreover, the gas
sensor design can be recongured by incorporating switches (S3
and S4) and an NMOS transistor, enabling the creation of
a multifunction logic architecture and a Complimentary
Resistive Switch (CRS)254,255 as shown in Fig. 16(b). The impact of
memristive magnication was studied for a single device
architecture, revealing results similar to those of a single sensor
under comparable conditions. The enhanced overall resistance
leads to a substantial improvement in read power consumption,
as depicted in the lower plot in Fig. 16(c).
X. Electronic skin

Skin, which is the body's largest organ, plays a crucial role in
protecting against external elements, maintaining homeostasis,
4996 | Nanoscale Adv., 2024, 6, 4980–5006
and facilitating the sense of touch.248,256–258 It harbors an
extensive nerve network with diverse sensory receptors distrib-
uted across the epidermis, dermis, and hypodermis layers, as
illustrated in Fig. 17(a). These receptors detect various internal
and external stimuli, including pressure, strain, vibration,
temperature, pain, and chemical signals, enabling humans to
perceive and interact with their surroundings. This has moti-
vated scientists and engineers to develop electronic skin (e-
skin), exible and stretchable electronic devices or systems
that emulate the functions of human skin. Recent advance-
ments in e-skin development focus on materials, structural
designs, and functional enhancements, with an emphasis on
improving sensing capabilities (stretchability, sensitivity, and
long-term monitoring), ensuring user-friendly detection modes
(non-invasive, inammation-free, and implantable), integrating
at the system level (data transmission and power supply), and
introducing new functions (self-healing).259 However, the
perception functionality, essential for mimicking human
intelligence, is oen lacking in many e-skin systems. The
implementation of perception functionality in a exible and
stretchable sensing system, referred to as articial skin
perception, is crucial for achieving genuinely intelligent arti-
cial skin, surpassing the capabilities of human skin, as depicted
in Fig. 17(b). When coupled with sensing, feedback, and other
technologies, as illustrated in Fig. 17(c), articial skin percep-
tion will signicantly advance the development of next-
generation so robotics, requiring low-latency and energy-
efficient data processing for fast adaptation to dynamic envi-
ronments. Presently, the perception processes of most e-skin
systems occur in centralized processing units, typically
computers or cloud servers located far from the sensing systems
generating sensory signals. Transmitting these time-serial,
unstructured, and redundant signals to an external processing
end results in substantial data movement and energy
consumption. Articial skin perception aims to address these
critical issues.

Articial skin perception has become feasible due to recent
progress in materials science, manufacturing processes, elec-
tronic device miniaturization, and computing architectures.
RRAMs, emerging as nonlinear electronic components, are
considered promising for integrating non-volatile memory and
advanced computing technology. The memristive mechanism,
well-understood and implemented in hardware, has facilitated
RRAM's wide applications in next-generation AI, particularly in
wearable electronics and articial e-skin. Flexible memristors in
articial e-skin demonstrate signicant potential. Changes in
resistance in response to electrical stimulation can serve as
a threshold detection criterion. The RS phenomenon in RRAM-
based memristive devices is oen explained by the formation/
rupture of nanoscale conductive laments, where externally
driven ion transport plays a crucial role. This mechanism
inherently facilitates the evaluation of information processing
thresholds. For instance, He et al. presented a exible articial
reex arc system (Fig. 17(d)) comprising a non-volatile RS device
for perception, a pressure sensor for tactile sensing, and an
electrochemical actuator that functions as a muscle in response
to stimuli.247 The RS mechanism is triggered only when the
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 17 (a) Human skin composed of the epidermis, dermis, and hypodermis. (b) Artificial skin comprises sensing, perception, and encapsulation
layers. (c) A comparison of the functionalities of human skin and artificial skin. Artificial skin not only replicates human skin functions like
sensation, protection, and regulation but also exceeds human skin capabilities with features such as localized perception, super-sensing, and
active feedback. (d) Illustration of an artificial reflex arc system integrated with artificial skin perception functionality, as described in ref. 247. (e)
Depiction of an artificial nociceptor with artificial skin perception functionality, as presented in ref. 248.

Review Nanoscale Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

9 
Se

pt
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 2

/9
/2

02
6 

8:
36

:1
4 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
tactile stimulation surpasses a threshold, showcasing threshold
computing in the exible system. This decentralized processing
enables a rapid response to pressure stimuli, relieving central-
ized processing units of time-consuming low-level decision-
making activities. In addition to non-volatile RS devices, diffu-
sive memristive devices excel at threshold computing due to
their natural threshold effect, wherein created conductive la-
ments spontaneously break up aer the removal of externally
applied voltages.99,261 The functioning mechanism of a biolog-
ical nociceptor and an articial nociceptor based onmemristors
is depicted in Fig. 17(e). Nociceptors, located in parts of the
human body sensitive to noxious stimuli, generate electrical
potentials when detecting stimuli. Electrical pulses from the
sensor are applied to the memristor in the articial nociceptor
based on memristors. The memristor switches between ON
(LRS) and OFF states (HRS) depending on whether the pulse
amplitude reaches the threshold voltage. The detection of an
© 2024 The Author(s). Published by the Royal Society of Chemistry
output current at the ON state corresponds to the response to
a noxious stimulus.
XI. Radio frequency (RF) switches

Memristive devices with two stable resistive states have appli-
cations as radio frequency (RF) switches, essential components
for routing or reconguring high-frequency signals in wireless
communication systems.262–264 In modern wireless systems,
a vast number of communication channels spanning a wide
range of frequencies, including the terahertz (THz) regime, are
employed to transmit multimedia data at high rates, such as 10
Gb s−1 for 5G networks and 100 Gb s−1 for the emerging 6G
standard.265,266 While silicon transistors are currently the main
technology for RF switches due to advantages in chip integra-
tion and cost, they have limitations. Transistors operate in ON
and OFF states and are volatile, consuming energy during
Nanoscale Adv., 2024, 6, 4980–5006 | 4997
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switching and when idle. This characteristic leads to poor
energy efficiency, potentially reducing the battery life of mobile
devices.260,267 The energy consumed during switching represents
necessary work, but the wasted energy maintaining the ON or
OFF states contributes to inefficiency.

Oxide-based resistive switches have been extensively studied
for memory and neuromorphic computing applications due to
their analog switching features. However, their utilization in RF
switching has been restricted due to their high ON-resistance
states, leading to unacceptable insertion loss. In a theoretical
hypothesis presented in ref. 268 a recongurable passive planar
absorber using RRAM required a LRS of 300 U, which was
achieved by constructing TiOx-based RRAM devices. However,
more advanced RF circuitry demands switches with a signi-
cantly lower LRS to minimize insertion loss. Experimental
results of an RF oxide RRAM switch for the X-band (Fig. 18(a)),
utilizing highly reduced TiOx (30 nm thick) as the active mate-
rial, were reported in ref. 260.

The device, designed with a coplanar waveguide featuring
a 100 mm signal line width and 60 mm gaps to ground to ensure
50 U impedance matching, exhibited promising results. The
intentional misalignment of the top electrode (TE) from the
bottom electrode (BE) was employed to reduce device dimen-
sions below the resolution limit, minimizing capacitance at the
cost of some yield. The smallest functional device achieved had
an area of approximately ∼0.5 mm2(Fig. 18(b)) Following TE
lithography, a 30 nm TiOx layer was deposited in a vacuum
through e-beam deposition from TiO2 pellets, followed by
electrode metal deposition. This ensured a clean interface
between the TiOx layer and TE. The fabricated devices demon-
strated highly conductive, nearly linear behavior, with resis-
tances of approximately 38 U at 0.05 V. The devices had low
switching voltages (1 V) and could be switched at least 20 times
at room temperature in an air environment.

Efforts to reduce ON-resistance by using higher set currents
led to irreversible damage to the device. At 10 GHz, the switch
exhibited favorable insertion loss (−2.1 dB) and isolation (−32
dB) (Fig. 18(c)). The non-volatility of these devices, comparable
to that of similar devices reported for other applications,269 and
reliable switching for tens of cycles demonstrated superior
endurance compared to previously reported RRAM-based RF
switches.270 With further device engineering, these devices
Fig. 18 Oxide-resistive RF switch. (a) Schematic illustration showing a
electrodes (Pt). (b) Top view SEM photograph. (c) Characterization resul

4998 | Nanoscale Adv., 2024, 6, 4980–5006
could potentially achieve greater endurance and improved
performance, suggesting the feasibility of oxide RRAM RF
switches with endurance surpassing 106 cycles. Advanced
nanolithography techniques may further reduce device area for
enhanced isolation.
XII. Ternary logic

Arithmetic operations are pivotal in the realm of digital
systems, and the conventional design has long been rooted in
binary logic, featuring two possible logical values (0 or 1, true or
false). In nanoscale design, a critical challenge arises in the
form of interconnect limitations, where the lines used for
integrated circuit design contribute to noise, delay, and
increased power consumption.271,272 Continuous scaling of
semiconductor devices has accentuated the importance of
interconnects, becoming crucial determinants of integrated
circuit performance. To address these challenges, multiple
valued logic (MVL) has emerged as a promising solution for
modern circuits, offering signicant advantages over binary
logic in digital system design.273 One key advantage of MVL
systems is their ability to transmit more information per wire
and store more than one bit of information in each memory
cell, a contrast to binary logic systems where each cell can only
store one bit of information. This results in reduced intercon-
nect complexity and enhanced storage capacity. MVL circuits
employ more than two levels of logic for computation, leading
to categorizations such as ternary (base= 3) or quaternary (base
= 4) logic systems, depending on the number of logic levels.274

Considering hardware implementation challenges, ternary
logic systems with a radix of three have proven to be the most
effective implementation of MVL systems.276

Various emerging technologies, including CNTFETs,
Quantum Dot Cellular Automata (QCA), and Single Electron
Transistors (SETs), have been explored for the implementation
of MVL circuit designs. Among these, CNTFETs have stood out
as a particularly promising technology for design of MVL
circuits. CNTs are basically rolled graphene sheets with a cylin-
drical structure, which are utilized to implement ternary logic
gates based on CNTFETs, which share similarities with MOS-
FET devices used in CMOS logic.277–281 Another suitable tech-
nology for realizing ternary logic systems is RRAM primarily due
substoichiometric TiO2−x oxide layer sandwiched between two metal
ts.260

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 19 Ternary RRAM cell: (a) circuit schematic and (b) FinFET-based
cell layout.275

Fig. 20 Ternary RRAM array architecture.275
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to its ability to handle multiple resistance states without
complex additional circuitry which makes it well-suited for
conguring logic circuits, including logic gates in digital
systems.282 Binary logic gates with nanowire RRAM devices have
already been proposed, leveraging RRAM's non-volatility, large
on/off ratio, low ON-resistance, and excellent scalability.283 The
non-volatility of RRAM devices allows for low power consump-
tion, non-volatile on-chip data storage, high capacity, and
simple fabrication, making RRAM highly suitable for MVL
circuit designs. A hybrid RRAM/CNTFET architecture for ternary
logic gate design has been proposed as an innovative approach.
This design utilizes active-load RRAM and CNTFETs, demon-
strating signicant benets for ternary NAND, ternary TNOR,
and standard ternary inverter (STI) logic gate designs. The
proposed approach reduces the transistor count by 50%,
offering advantages in chip area, circuit density, and ease of
fabrication.284–288 The logic voltage levels considered in this

approach are dened as follows: logic ‘1’ is
Vdd

2
(0.45 V), logic ‘2’

is Vdd (0.9 V), and logic ‘0’ is 0 V. Utilizing RRAM for imple-
menting ternary logic design opens up new opportunities in the
design of digital systems.

In addition to CNTFETs, FinFET technology has garnered
recognition for its potential in achieving smaller cell areas with
enhanced reliability. FinFETs, owing to their three-dimensional
gate coverage over the ultra-thin channel region, offer effective
gate control and reduced short-channel effects.289,290 A recent
proposal by Youse et al. introduces a hybrid RRAM/FinFET-
based ternary nonvolatile memory cell along with its array
architecture as depicted in Fig. 19(a).275 The schematic layout is
depicted in Fig. 19(b). In this architecture, the RRAM device
serves as a nonvolatile ternary storage element, while FinFETs
are employed to implement the peripheral circuitry. The
proposed ternary memory cell adopts a 3-transistor 1-RRAM
(3T1R) structure. The writing operation is managed by two p-
type FinFETs, whereas the read operation is facilitated by an
© 2024 The Author(s). Published by the Royal Society of Chemistry
n-type FinFET. The design incorporates a dual-step ternary write
process and a write-isolated read operation, leading to
substantial reductions in read and write delays. The ternary
RRAM cell operates in three modes: write, read, and hold. The
RRAM device serves as the storage element, and FinFETs are
responsible for constructing the peripheral circuitry for each
operation mode.

The ternary RRAM array architecture is composed of the cell
array (CA), which stores the actual data, the pre-charge circuit
(PRC) for initializing or pre-charging the necessary signals or
lines before specic operations, the row decoder (RD), which
selects a specic row of memory cells in response to an address,
the column decoder (CD), which selects a specic column of
memory cells during a read operation, and the output ternary
buffer (OTB) to process and store the output signals from the
memory array. Under the control of a Memory Control Unit
(MCU), the array operates in three modes: write, read, and idle.
TheMCUmanages the RD, CD, OTB, and DEMUX sections, with
the OTB in each line comprising two cascaded STI inverters,
serving as a ternary buffer for sensing output node line changes
during the read mode as depicted in Fig. 20. The ternary cell
structure is also implemented using 7 nm FinFET technology,
showcasing the potential of integrating RRAM and FinFET for
ternary nonvolatile memory applications.291

XIII. Summary and outlook

The investigation of RRAM applications has shown a multitude
of opportunities, demonstrating its adaptability and potential
Nanoscale Adv., 2024, 6, 4980–5006 | 4999
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inuence in many technical elds. Commencing rst with the
introduction in Section I, which detailed the peculiar RS
features of RRAM, the next sections explored particular appli-
cations, each providing unique contributions to the technical
eld. The implementation of RRAM in hyperdimensional
computing signies a fundamental change in computing effi-
ciency. RRAM shows potential in expediting processing activi-
ties crucial for AI, machine learning, and data-intensive
applications by effectively managing intricate mathematical
calculations. The analysis of cryogenic memory applications
uncovers the capacity of RRAM to function under highly chal-
lenging temperature conditions. The signicance of this
capacity lies in its relevance to space exploration missions and
research activities, where conventional memory technologies
may fail. This highlights the durability and adaptability of
RRAM. RRAM in reservoir computing presents non-traditional
computing techniques. The incorporation of this technology
into physical reservoirs for data processing presents a new
method for performing computational tasks, demonstrating the
potential progress in cognitive computing and analysis of
dynamic systems. Furthermore, the random and unpredictable
switching properties of RRAM make it a very desirable option
for safe data storage and cryptographic applications, effectively
addressing weaknesses in current hardware security designs.
Moreover, the utilization of RRAM for in-memory computing, as
discussed in Section VI, represents a deviation from conven-
tional computer architectures. The incorporation of RRAM into
memory-centric processing offers substantial enhancements in
speed and efficiency, effectively meeting the increasing need for
memory-intensive applications.

Section VII highlights the signicance of RRAM in neuro-
morphic computing since it has the ability to imitate human
brain-like characteristics. This application facilitates the prog-
ress of energy-efficient and exible computing systems, hence
propelling the advancement of the AI domain. RRAM, among
other emerging technologies, provides a high level of practi-
cality for simulating biological synapses and neurons. RRAM, as
a two-terminal device, has a physical structure that is correlated
with biological synapses. By incorporating RRAM into proba-
bilistic computing, as explained in Section VIII, a dynamic
component is introduced into computing systems. The intrinsic
unpredictability of RRAM is utilized to carry out probabilistic
computations, providing benets in managing uncertainties
and improving the resilience of algorithms. Section IX examines
the incorporation of RRAM into memristive sensors, demon-
strating its capacity in pioneering sensing technologies. RRAM-
based sensors demonstrate versatility and precision, hence
enhancing the advancement of effective and reactive sensing
technologies. The implementation of RRAM in electronic skin,
as described in Section X, demonstrates its capacity to generate
adaptable and reactive surfaces. RRAM, by emulating the
characteristics of human skin, plays a signicant role in
advancing wearable and tactile technology, hence transforming
human–machine interactions. The application of RRAM in
Radio Frequency (RF) switches, as explained in Section XI,
emphasizes its contribution to the progress of wireless
communication technologies. RRAM-based switches provide
5000 | Nanoscale Adv., 2024, 6, 4980–5006
enhancements in both speed and energy efficiency, hence
contributing to the advancement of communication systems.
Section XII delves into the utilization of RRAM for the devel-
opment of ternary logic. This application represents a shi away
from conventional binary computing, providing the possibility
for increased information density and more efficient represen-
tation of computational processes. The future prospects for
RRAM are quite favorable in several aspects. Further progress in
manufacturing techniques is anticipated to improve the cost-
efficiency and scalability of RRAM, hence increasing its acces-
sibility for wider use. The combination of interdisciplinary
cooperation and integration with upcoming technologies, such
as AI and quantum computing, is expected to enable the
discovery of new levels of performance and efficiency. The
continuous investigation of unexplored domains, along with an
increasingly profound comprehension of the underlying prin-
ciples of RRAM, is expected to lead to the identication of novel
applications and utilization scenarios. As RRAM is more and
more incorporated into industry and the IoT, its ability to retain
data without power, consume less energy, and work with ex-
ible devices make it an important factor in determining the
future of intelligent and interconnected systems. Ultimately,
RRAM has evolved from a groundbreaking emerging memory
technology to a exible catalyst for many applications, charac-
terized by its potential and inventive nature. The combination
of collaborative research, improvements in manufacturing
processes, and integration with developing technologies
suggests that RRAM will be at the forefront of memory tech-
nologies and computer architectures in the near future.
Data availability

No primary research results, soware or code have been
included and no new data were generated or analysed as part of
this review.
Conflicts of interest

There are no conicts to declare.
Acknowledgements

The authors express their gratitude to the Deanship of Scientic
Research at King Faisal University in Al-Ahsa, Saudi Arabia, for
providing nancial assistance for this study under (Grant No.
KFU241567).
References

1 R. Chen, Y.-C. Li, J.-M. Cai, K. Cao, et al., Int. J. Extreme
Manuf., 2020, 2, 022002.

2 M. A. Zidan, J. P. Strachan andW. D. Lu,Nat. Electron., 2018,
1, 22–29.

3 F. Zahoor, M. Hanif, U. I. Bature, S. Bodapati,
A. Chattopadhyay, F. A. Hussin, H. Abbas, F. Merchant
and F. Bashir, Phys. Scr., 2023, 1, 1–33.
© 2024 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4na00158c


Review Nanoscale Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

9 
Se

pt
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 2

/9
/2

02
6 

8:
36

:1
4 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
4 H. Seok, S. Son, S. B. Jathar, J. Lee and T. Kim, Sensors, 2023,
23, 3118.

5 D. Harshini, V. M. Angela, P. M. Imran and S. Nagarajan,
ACS Appl. Electron. Mater., 2024, 6(1), 358–369.

6 M. Asif, R. K. Rakshit and A. Kumar, Adv. Phys. Res., 2024,
2300123.

7 F. Bashir, F. Zahoor, A. S. Alzahrani and A. R. Khan, IEEE
Transactions on Circuits and Systems II: Express Briefs,
2023, vol. 70, pp. 4018–4022.

8 M. A. Khanda, F. A. Khanday, F. Bashir and F. Zahoor, IEEE
Trans. Nanotechnol., 2023, 22, 430–435.

9 M. Hanif, V. Jeoti, M. R. Ahmad, M. Z. Aslam, S. Qureshi and
G. Stojanovic, Sensors, 2021, 21, 7863.

10 M. M. S. Aly and A. Chattopadhyay, in Emerging Computing:
from Devices to Systems: Looking beyond Moore and Von
Neumann, Springer, 2022, pp. 3–11.

11 G. E. Moore, et al., Electron Devices Meeting, 1975, pp. 11–13.
12 F. Bashir, S. A. Loan, M. Rafat, A. R. M. Alamoud and

S. A. Abbasi, IEEE Trans. Electron Devices, 2015, 62, 3357–
3364.

13 F. Bashir, S. A. Loan, M. Rafat, A. R. M. Alamoud and
S. A. Abbasi, J. Comput. Electron., 2015, 14, 477–485.

14 F. Bashir, A. G. Alharbi and S. A. Loan, IEEE J. Electron
Devices Soc., 2017, 6, 19–25.

15 J. Shalf, Philos. Trans. R. Soc., A, 2020, 378, 20190061.
16 B. Ding, Z.-H. Zhang, L. Gong, M.-H. Xu and Z.-Q. Huang,

Appl. Therm. Eng., 2020, 168, 114832.
17 W. Kang, Y. Huang, X. Zhang, Y. Zhou and W. Zhao, Proc.

IEEE, 2016, 104, 2040–2061.
18 S. Wang, X. Liu and P. Zhou, Adv. Mater., 2022, 48, 2106886.
19 M. Hanif, O. Farooq, U. Raq, M. Anis-Ur-Rehman and A. Ul

Haq, Nanotechnology, 2020, 31, 255707.
20 D. A. Hashimoto, E. Witkowski, L. Gao, O. Meireles and

G. Rosman, Anesthesiology, 2020, 132, 379–394.
21 A. L. Hornung, C. M. Hornung, G. M. Mallow, J. N. Barajas,
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