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Impact of static and dynamic disorder effects on
the charge transport properties of merocyanine
single crystals†

Nora Gildemeister,‡a Sven Geller, ‡a Robert Herzhoff,a Fabrizia Negri, b

Klaus Meerholz*a and Daniele Fazzi *ab

Merocyanines are polar organic p-conjugated molecules consisting of electronic donor (D) and acceptor

(A) subunits connected via a conjugated bridge. They have been investigated because of their unique

self-assembly and optoelectronic properties, making them ideal active materials for organic electronic

applications. The understanding of their charge transport properties at the nanoscale is very challenging

and mostly an unexplored field. We report a theoretical study on modelling the hole transport

parameters and mobility, together with the investigation of the structure–property relationships of seven

merocyanine single crystals, consisting of different combinations of D–A units. We critically discuss the

impact of both static (energetic) and dynamic (thermal) disorder effects on charge mobility and transport

networks, by emphasizing the importance of including such contributions for an in-depth understanding

of the charge transport properties of polar organic semiconductors.

Introduction

Merocyanines are polar organic p-conjugated molecules con-
sisting of electron donor (D) and acceptor (A) subunits con-
nected via a methine bridge. They have been studied for their
self-assembly and optoelectronic properties, and they have
been tested in the field of organic electronics (OE), namely
nonlinear optical devices, photorefractivity,1,2 photodetectors,
organic solar cells (OSCs),3 and organic field effect transistors
(OFETs).4 Merocyanines are considered as ideal model systems
to investigate the dipole–dipole interaction at the molecular scale,
allowing the elucidation of both ground and excited state mechan-
isms governing the response functions in the solid state.5 Struc-
ture–property relationships were drawn by correlating the self-
assembly characteristics with the charge and exciton transfer
properties. Würthner et al. demonstrated how different D–A units,
as well as the length, steric hindrance and flexibility of the lateral
groups (e.g., solubilizing alkyl substituents) can remarkably influ-
ence the packing in the solid state and consequently the optical
response of merocyanines, leading to sharp and well-defined J- or
H-bands in the absorption spectrum.6

Extensive experimental investigations were also carried out
to rationalize the charge transport properties. Seminal contri-
butions by Würthner and Meerholz7 highlighted the correlation
between the merocyanine molecular packing in single crystals
and the charge mobility. For crystals characterized by a hole
mobility of m 4 0.05 cm2 V�1 s�1, merocyanines are organized
in one-dimensional (1D) columns or 2D brickwork-type
architectures.4 By optimizing the casting conditions to create
extended single-crystalline domains, hole mobilities as high as
2.34 cm2 V�1 s�1 were measured in a single-crystal organic field
effect transistor (SC-OFET), reaching similar performance levels
as classical organic semiconductors, such as those based on
acenes, naphthalenediimides or oligothiophenes.8

In contrast, few theoretical and computational investiga-
tions are present in the literature. Engels et al. first modelled
the intra-molecular charge transport properties of a series of
merocyanines, highlighting the impact of the cyanine-like
structure in affecting both charge and exciton reorganization
energy.9 Recently, we reported an extended computational
study by modelling the intra- and inter-molecular charge trans-
port (CT) properties of a library of merocyanines consisting of
various donor and acceptor groups.9 For the CT intra-molecular
properties (e.g., internal reorganization energy), we found that
constrained density functional theory (C-DFT) is an effective
method to describe the ground state bond length alternation
(BLA) pattern of merocyanines in condensed phases, leading to
hole reorganization energies (l) of the order of 120–280 meV.
Through the evaluation of electronic coupling integrals ( J ) and
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the use of a charge diffusion (hopping) kinetic-Monte Carlo
algorithm, we computed the hole mobility for six merocyanine
single-crystals belonging to the D1A1 species (D1 – 2-amino-
thiophene and A1 – 2-(4-alkylthiazol-2(3H)-ylidene)malonitrile,
see the chemical structure in Fig. 1), and one crystal belonging
to the D2A1 species (D2 – 1-butyl-3,3-dimethylindolin-2-ylidene
(‘Fischer base’)). In agreement with experimental data, we
found that the hole mobility maximizes when the merocyanines
are packed in slipped, antiparallel, pairs arranged in 2D inter-
connected architectures.

The importance of including both static (electrostatic and
polarization effects) and dynamic (thermal fluctuations) dis-
order in the simulations of the charge transport mechanisms of
organic semiconductors has been largely documented.10–13

Electrostatic and induction effects shift the energy levels of
the charge carriers14,15 affecting the site energy distribution
(DEij) and ultimately the transfer rates (keT

ij ) and the mobility.16

Dynamical effects can induce large fluctuations of the electro-
nic transfer integrals, impacting as well on the transfer rate and
charge mobility.17–20 The fine interplay between the electronic
coupling and the reorganization energy, as quantified by the
parameter x = 2|J|/l, determines the charge transport regime,
which can range from adiabatic (band-like, x Z 1) to inter-
mediate (0.2 o x o 1) and non-adiabatic (hopping-like, x r
0.2).21–23 Thermal disorder can either enhance the transfer
rates opening new transport channels,24–26 for cases of highly
localized charges (e.g., hopping regimes), or reduce the charge
mobility, for cases of delocalized charge carriers (e.g., band or
intermediate regimes).27,28 Generally, thermally induced fluc-
tuations dynamically localize the charge carrier wave function over
few molecular sites on the picosecond time scale, leading to

complex (e.g., polaronic) transport mechanisms.17,18,22,29–31 While
for classical (non-polar) organic semiconducting systems, such as
acenes (e.g., naphthalene, tetracene, pentacene, and rubrene)26

and thioacenes,18 the impact of disorder effects on the charge
transport properties has been well addressed theoretically and
experimentally, for strong dipolar compounds such as merocya-
nines such effects are yet unexplored, and a fundamental under-
standing is still lacking.

In this investigation, we analyse how static and dynamic
disorder effects impact on the charge transport properties of
different merocyanines characterized by various D–A moieties and
furbished with different lateral chains. The latter induce various
solid-state packing motifs, ranging from columnar (1D) to brick-
wall (2D and 3D) self-assembly. Our findings reveal a detrimental
impact of static disorder on the charge mobility, regardless of the
nature of the D–A groups. At the same time, our simulations show
that thermal fluctuations lead to a broadening of the electronic
coupling, independent of the D–A units and lateral chains. The
thermal broadening, as well as the oscillations affecting the charge
transfer integrals the most, parallels what was already observed for
other organic semiconductors, like acenes10,25,32,33 perylene-bis-
imide derivatives12 and thioacenes.34 Finally, we demonstrate how
disorder effects change the hole mobility and the charge transport
network by affecting its topology.

Methods
Materials

Two species of merocyanines were studied (Fig. 1a). The first
(D1A1) is composed of a donor unit D1 (2-amino-thiophene)

Fig. 1 Chemical structures of R1-D1, R1-D2 and R2-A1 (a), with R1 = me-, bpr-, nbu-, hex-, oct- and pyrl- (blue sketches) and R2 = tbu- and nbu- (red
sketches). (b) BLA path (see bond numbering) exemplary for me,tbu-D2A1. Bond lengths in Å are, respectively, from XRD data4 (red line), C-DFT (CAM-
B3LYP-D3/6-311G**, gas phase, blue line, dD/A = �0.6q) and DFT (oB97X-D/6-311G**, gas phase, black line).
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and an acceptor unit A1 (2-(4-alkylthiazol-2(3H)-ylidene)malo-
nitrile).9 The second (D2A1) is made by a D2 (1-butyl-3,3-dimethyl-
indolin-2-ylidene (‘Fischer base’)) group and an A1 unit (Fig. 1b).
To reduce computational costs (as related to the evaluation of the
static and dynamic disorder effects), we considered one prototypical
species from D1A1, namely R1,R2-D1A1, with R1 pyrrolidine (pyrl-)
attached at the donor moiety and R2 tert-butyl attached at the
acceptor (pyrl,tbu-D1A1). For the D2A1 species (Fig. 1b), a molecular
library was generated by varying the lateral solubility groups
attached on D2 (R1-), including methyl (me), propyl bridge (bpr),
n-butyl (nbu), n-hexyl (hex) and n-octyl (oct) alkyl chains, as well as
those attached on A1 (R2-), namely tert-butyl (tbu-) and n-butyl (nbu-)
groups. The six resulting combinations (R1,R2-D2A1) are me,tbu-,
bpr,tbu-, nbu,tbu-, nbu,nbu-, hex-tbu-, and oct,tbu-D2A1. All six com-
binations have been previously synthesised by Würthner et al. and
the experimental data referring to the synthetic procedure and X-ray
diffraction analyses can be found in ref. 4, 35 and 36.§

Computational methods

Equilibrium geometries. Density functional theory (DFT)
geometry optimization and vibrational frequency calculations
were performed with Gaussian16 version C.0137 using the range
separated hybrid functional oB97X-D and the polarized Pople
split-valence triple-zeta 6-311G** basis set with polarization
functions. Constrained DFT (C-DFT) calculations were per-
formed with NWChem version 6.8,38 using the Coulomb atte-
nuated method CAM-B3LYP with the D3 dispersion correction
scheme and the 6-311G** basis set. Neutral ground state
calculations were performed at the restricted DFT level, while
calculations of the charged states were performed at the spin-
polarized unrestricted (UDFT) level.

Charge transport parameters and Brownian charge mobility
(absence of static disorder). Internal reorganization energies
(li) were computed via the adiabatic potential approach (four-
point method).39,40 Charge transfer integrals ( Jij = ci|Ĥ|cj,
where c is the molecular orbital wave function on site i/j and
Ĥ is the dimer electronic Hamiltonian) were computed both
at the DFT (oB97X-D/6-311G**) and at the semi-empirical
ZINDO/S41 levels, according to the dimer projection method
(DIPRO).42,43 A network analysis to map the transfer integrals of
each crystal was carried out via the python package NetworkX
(see the ESI,† Fig. S9).44 Transfer rates between sites keT

ij were
calculated using the semiclassical Marcus formulation:45,46

keTij ¼
2p
�h
Jij

2 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4plkBT
p exp

� DEij þ l
� �2
4lkBT

(1)

where l is the total reorganization energy as the sum of the
internal and external contributions (li + lo), in which lo is set
to 0.05 eV,9,47,48 DEij is the site energy difference, kB is the
Boltzmann constant and T is the temperature. lo is conserva-
tively set to 0.05 eV, reflecting the value explicitly computed in
our previous study by using a C-DFT supra-molecular approach
as applied to pyrl,tbu-D1A1.9 Such a value is about the same

order of magnitude as those reported in other investigations, in
which lo was instead evaluated via quantum mechanics/mole-
cular mechanics (QM/MM) approaches based on polarizable
force fields.48–50

Charge carrier mobilities (m), in the absence of static ener-
getic disorder (DEij = 0), were computed for each single crystal
of R1,R2-D2A1 (see the Materials section) via kinetic Monte-
Carlo (kMC) simulations considering the Brownian diffusion
scheme and calculating the diffusion coefficient D with a
multiple set of kMC trajectories.19,20,51 An approximate linear
dependence of the mean square displacement (MSD) of the
charge [r(t) � r(0)]2 as a function of time t was obtained by
averaging over the subsets of 1000 kMC trajectories. The
diffusion coefficient D was obtained from the fitted linear
dependence of the MSD:

D ¼ lim
t!1

MSD

6t

� �
(2)

The charge mobility (m) was finally computed by the Ein-
stein–Smoluchowski equation:

m ¼ eD

kBT
(3)

Static disorder. Electrostatic and induction effects were
evaluated for all compounds (ESI,† Fig. S10), considering super-
cells containing each 512 molecules. Supercells were con-
structed, so that their extension (i.e., the number of
molecules per each crystallographic axis) was the same. This
procedure resulted in an 8 � 8 � 4 supercell of pyrl,tbu-D1A1
(2 molecules in a unit cell), a 4 � 4 � 8 supercell of me,tbu-
(4 molecules in a unit cell), a 4 � 8 � 4 supercell of bpr,tbu-
D2A1 (4 molecules in a unit cell), an 8 � 8 � 4 supercell of
nbu,tbu- (2 molecules in a unit cell), a 4 � 8 � 4 supercell of
nbu,nbu- (2 molecules in a unit cell), an 8 � 4 � 4 supercell
of hex,tbu- (4 molecules in a unit cell) and an 8� 4� 8 supercell
of oct,tbu-D2A1 (2 molecules in a unit cell). The static disorder
parameters were computed as implemented in the program
package VOTCA42,51 and partial charges were computed via DFT
calculations (ORCA version 5.0.1)52 based on the CHELPG
scheme at the oB97X-D3/6-311G* level of theory. Site energies
(Eel

i ) are evaluated from partial charges of neutral (qn) and
charged (qc) molecules:53,54

Eel
i ¼

1

4pe0

X
ai

X
kai
bk

qcai � qnai

� �
qnbk

esraibk
(4)

where raibk
= |rai

� rbk
| is the distance between atoms ai

(referring to molecule i) and bk (referring to molecule k a i),
and es is the static relative dielectric constant. Polarization
contributions are computed explicitly and included in es. Such
effects are modelled via a polarizable force field based on the
Thole model55 (as implemented in VOTCA) where multipolar
contributions are refined via an iterative procedure based
on the evaluation of the induced dipole moments and
polarizabilities.

§ CCDC 2004947 contains the supplementary crystallographic data of oct,tbu-
D2A1 measured by Murrey et al.36
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Thermal disorder. Thermal effects were computed for a
subset of R1,R2-D2A1, namely me,tbu- and nbu,tbu-D2A1, and
for pyrl,tbu-D1A1. Rigid molecular dynamics (MD) simulations
were performed via GROMACS56 on supercells of me,tbu-,
nbu,tbu-D2A1 and pyrl,tbu-D1A1. Bonded and non-bonded
(e.g., van der Waals) parameters were taken from the OPLS-AA
force field.57,58 Partial charges were evaluated following the
CHELPG scheme on top of the XRD geometries, at the oB97X-
D3/6-311G* DFT level of theory by using ORCA 5.0.1.52–54 For
MD rigid body approximation, bonds were partially constrained
(LINCS algorithm) and angles, dihedrals and impropers were
restrained in terms of maximal force constants.12 After energy
minimisation, all systems were equilibrated in the NVT ensem-
ble at 300 K for 1 ns. Equilibration was reached for each system
after circa 100–300 ps, where the total energy of the system gets
stabilized and the RMSD of the atomic positions with respect
to the XRD structure is around 10�2 nm. The Nosé–Hoover
thermostat was used with a time constant of 0.2 ps. The MD
integration time step (leap-frog integrator) was 1 fs. For the
Coulomb interactions, the particle mesh Ewald for long-range
electrostatics method was used, and the van-der-Waals and
Coulomb cut-offs were set to 1.0 nm. After the equilibration
phase, snapshots of dimers were sampled every 30 fs for a total
simulation time of 21 ps for both cases of D2A1, and up to 100
ps for pyrl,tbu-D1A1. For each snapshot, the transfer integrals Jij

were computed by applying the DIPRO method at the ZINDO/S
level.42,43 Finally, the Fourier Transform (FT) of the electronic
coupling autocorrelation function was computed10,12,59 to
determine the phonon frequencies affecting the fluctuation of
the transfer integrals the most.

Results and discussion
Single molecule analysis: neutral equilibrium structures and
intra-molecular reorganization energy

The coupling between the D–A units in merocyanines leads to
intra-molecular charge transfer resulting in equilibrium mole-
cular geometries that can be described by a linear combination
of polyenic (neutral) and zwitterionic (charge transfer)
structures.60 A correct description of both ground and excited
state geometries challenges the majority of the standard quan-
tum chemical approaches.9,61–64 In earlier work, we have shown
that by tuning the ground state electronic partial charges, as
localized on the donor (dD) and acceptor (dA) groups by
applying the C-DFT methodology, optimized geometries (in a
vacuum) reproduce the solid state experimental (XRD)
bond length alternation (BLA) patterns. A best match between
C-DFT and XRD molecular structures was found for a partial
charge of dD/A = �0.6q, which has been applied throughout
this study as well.9 The experimental BLA pattern, as shown
exemplary for me,tbu-D2A1 in Fig. 1b, is reproduced by
our C-DFT calculations and in line with previous findings.9

The BLA patterns of all R1,R2-D2A1 are shown in the
ESI,† Fig. S1. The BLA parameter, dBLA, defined as the differ-
ence between the average single- and double-bond lengths

dBLA ¼
P
i

Ri
single

� �.
N�

P
j

R
j
double

� �	
M

 !
, ranges between

�0.009 Å (me,tbu- and nbu,nbu-) and 0.001 Å (nbu,tbu-), indicat-
ing for all molecules a quasi-cyanine structure (dBLA = 0.000 Å)
in the solid state. The computed C-DFT dBLA values range
between 0.002 Å (nbu,tbu- and oct,tbu-) and 0.005 Å (nbu,nbu-),
in good accordance with the experimental data (ESI,† Fig. S1
and Table S1). C-DFT calculations can best predict the single
molecule bond length alternations in the solid state,9 as shown
in Fig. 1b (blue lines), whereas the BLA pattern obtained by DFT
gas phase calculations (black lines) cannot reproduce the XRD
data (red lines). Indeed, the dBLA value as obtained by DFT for
me,tbu- is with 0.049 Å significantly higher than the XRD
(�0.009 Å) and C-DFT (0.004 Å) dBLA values.

Upon charging the molecule (i.e., oxidation or formation of
holes), the BLA changes (ESI,† Table S1). Such a structural
variation impacts on the intra-molecular charge reorganization
energy (li) and, therefore, for a quantitative evaluation of li, it is
of utmost importance to correctly assess the BLA for both
neutral and charged ground states. The computed (hole) reor-
ganization energies range from 167 meV (me,tbu- and nbu,nbu-)
to 179 meV (bpr,tbu-) (ESI,† Table S2) and are in agreement with
previous findings.9

XRD structural analysis and electronic couplings of single
crystals

Structural analysis. All six R1,R2-D2A1 compounds show 2D
brick-wall structures in which molecules assume an antiparallel
slipped configuration, forming mono-dimensional columns
(Fig. 2). Within a column (intra-columnar), the acceptor moi-
eties of neighbouring molecules overlap. Depending on the
amount of sliding between molecules, as caused by the bulky
groups on A and D,9 interactions between neighbouring col-
umns (inter-columnar) can be established, thus creating 2D
layer packing. As documented by Würthner et al.,4 for some
cases, the donor units of molecules belonging to neighbouring
columns overlap as well. Such inter-columnar donor–donor
(DD) contacts are present in the single crystals of me,tbu-,
bpr,tbu- and hex,tbu-, whereas it is not the case for nbu,tbu-,
nbu,nbu- and oct,tbu-. For all cases, the neighbouring columns
are aligned parallel to each other, except for me,tbu-, where they
are rotated by 901 (Fig. S2–S7, ESI†). Depending on the type of
lateral chains attached on D2 (R1 = me-, bpr-, nbu-, hex- and oct-),
the intra-columnar contacts between the acceptor groups of
different molecules (AA) can vary in distance, leading to asym-
metric charge transfer integrals (vide infra).9

Electronic coupling analysis. High electronic couplings can
occur both amongst merocyanines stacked within a column
(intra-columnar transport) and between molecules belonging to
neighbouring columns (inter-columnar transport). For the lat-
ter, the inter-columnar couplings are mainly in two directions,
involving molecules displaced along the long molecular axis as
well as along the short molecular axis. Most significant transfer
integrals and respective molecular dimers are depicted in
Table 1 and Fig. 2.
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The highest Jij is along the intra-columnar direction with
values ranging from 6 meV- (nbu,nbu-) up to 80 meV (oct,tbu-).
For me,tbu- and nbu,nbu-, all intra-columnar transfer integrals
are symmetric. For other cases, transfer integrals are asym-
metric due to different distances between the pp-planes as
induced by longer alkyl chains (see couplings A and A0 in
Table 1 and Fig. 2b, c, e and f).

By considering merocyanines displaced along the long
molecular axis, the inter-columnar transfer integrals are small
(o10 meV) for each species, except for me,tbu- and bpr,tbu-,
showing values of 14 and 16 meV, respectively (dimer B, Table 1
and Fig. 2a and b). The same holds for inter-columnar cou-
plings considering dimers displaced along the short axis, for
which the coupling integrals are below 4 meV for all species
(Fig. S2–S7 and Tables S3–S8, ESI†). Following the electronic
coupling calculations, we classify the interactions as strong
(Jij 4 50 meV), medium (Jij = 10–40 meV) and weak (Jij o
10 meV) and analyse them with respect to different crystal
directions. When couplings are non-equivalent (A and A0 in Table 1)

for consecutive pathways along a specific direction (e.g., within a
1D column), we call these situations asymmetric. Furthermore, a
network analysis of the transfer integrals for each crystal of R1,R2-
D2A1 was performed and is reported in the ESI† (Fig. S9). Such
analysis can anticipate the topology charge transport would assume
in the absence of disorder: 1D transport network is predicted
for hex,tbu- and oct,tbu-, 2D transport network for me,tbu- and
bpr,tbu, and 3D transport network for nbu,nbu- and nbu,tbu-D2A1.
The 3D transport networks for the latter species result from a
balance between the intra-columnar hops and the large inter-
columnar charge displacements, overall yielding an isotropic
charge transport.

Kinetic Monte Carlo Brownian charge mobility: absence of
disorder effects

Brownian kMC simulations were performed to evaluate the
hole diffusion trajectories of all six R1,R2-D2A1 merocyanine
single crystals. Fig. 3 shows the hole spatial displacements
resulting from the kMC simulations along with different

Fig. 2 Side view (a – me,tbu-, b – bpr,tbu-, c – nbu,tbu-, d – nbu,nbu-, e – hex,tbu-, f – oct,tbu-D2A1) onto the long axis of the molecules. For each
crystal, a schematic view of the charge transport pathways from the central molecule (black) to the nearest neighbour molecule (red, blue, orange, and
green) is reported, with arrows showing the magnitude of the transfer rate (the colour code at the bottom). Cartesian axes of the unit cell: x (red), y
(green) and z (blue). The topology of the charge transport network is indicated in grey circles (see the text and the ESI† for the network analysis).
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Cartesian planes. For an easier comparison, the planes are
ordered as the (i) side view onto the long axis of the molecules
(corresponding to the view in Fig. 2), (ii) top view, and (iii) side
view onto the short axis of the molecules. The kMC trajectories
support the charge transport network picture reported pre-
viously, namely:

– 1D for longer alkyl chains as hex,tbu- and oct,tbu-D2A1;
– 2D hole transport for molecules having short lateral alkyl

chains, such as me,tbu- and bpr,tbu-D2A1;
– 3D for medium size lateral alkyl chains, like nbu,tbu- and

nbu,nbu-D2A1.
Such classification defines the charge transport topologies

as 1D, when the spatial displacement of the charge is larger by
at least a factor of 2 for one direction over the two other
directions. As 2D, when the spatial displacement is about the
same in two directions, and at least a factor of 2 smaller in the
third direction. Consequently, a 3D topology is defined as
approximately similar displacements in all directions (see
computed direction dependent mobilities in the ESI,† Table S13).
The computed Brownian hole mobility, in the absence of disorder,
is the highest for me,tbu- (0.206 cm2 V�1 s�1, 2D transport
network) and bpr,tbu- (0.161 cm2 V�1 s�1, 2D transport), and it
decreases up to a factor of 4 for hex,tbu- and oct,tbu- (0.067 and
0.065 cm2 V�1 s�1, respectively, both 1D transport), and up to
an order of magnitude for nbu,tbu- and nbu,nbu- (0.020 and 0.030
cm2 V�1 s�1, both 3D transport), see values in Table 2.

For me,tbu-D2A1, inter-columnar transfer rates are two
orders of magnitude smaller than intra-columnar hops, leading
to a sequence of fast (1.5 � 1013 s�1), short-range (6.164 Å)
hops along the column and slow (8.9 � 1011 s�1), long-range
(10.746 Å) hops between columns, resulting in 2D hole trans-
port within the yz plane (Fig. 3a and ESI,† Fig. S2, Table S3).

The bpr,tbu-D2A1 has an intra-columnar asymmetry in the
transfer rates (A and A0, Table 1), which could lead to charge
trapping or delay phenomena. Inter-columnar transfer rates are
one order of magnitude smaller than the highest intra-
columnar hops, leading to an alternating sequence of fast
(4.4 � 1013 s�1), short-range (6.447 Å) hops within the column

and slow (1.0 � 1012 s�1), long-range (12.635 Å) hops between
columns, showing a 2D transport path (Fig. 3b, and ESI,†
Fig. S3 and Table S4). For nbu,tbu- and nbu,nbu-D2A1, the
difference between intra- and inter-columnar transfer rates
almost vanishes, leading to isotropic 3D transport pathways
(Fig. 3c and d, also ESI,† Fig. S4 and S5, Tables S5 and S6).
Finally, for merocyanines characterized by 1D transport
(hex,tbu- and oct,tbu-D2A1), intra-columnar and inter-columnar
transfer rates differ by three orders of magnitude (Table 1). For
such reasons, hops occur almost exclusively along the direction of
the higher transfer rates (intra-column), corresponding to the x
axis (Fig. 3e and f, also ESI,† Fig. S6 and S7, Tables S7 and S8).
Couplings along the column are asymmetric, resulting in asym-
metric transfer rates differing by a factor of 2 for hex,tbu-D2A1,
and by an order of magnitude for oct,tbu-D2A1 (Table 1). Such
asymmetries can limit the final hole mobility, resulting in charge
trapping for several hops within a dimer.

The computed hole mobilities of R1,R2-D2A1, in the absence
of static and dynamic disorder effects, range from 2 � 10�1 to
2 � 10�2 cm2 V�1 s�1 (Table 2), with me,tbu- and bpr,tbu-D2A1
showing the highest values. Experimental charge mobilities, as
taken from the literature, are measured on polycrystalline
OFETs, showing high values for bpr,tbu- and nbu,tbu-
D2A1 (0.18 and 0.14 cm2 V�1 s�1), followed by hex,tbu-D2A1
(0.050 cm2 V�1 s�1), nbu,nbu-D2A1 (0.026 cm2 V�1 s�1) and
me,tbu-D2A1 (0.018 cm2 V�1 s�1).4 Despite being of the same
order of magnitude, these data differ from the computed
values. Reasons for such discrepancy are multiple, and they
can be related to various factors, which can be traced back to
both experimental (e.g., grain boundaries, impurities, and the
size and orientation of the crystal domains) and theoretical
(e.g., the absence of static and dynamic disorder effects, the
validity of the hopping-regime, the absence of grain boundaries
and semi-crystalline regions) aspects.

Table 2 compares the results discussed above with a proto-
typical merocyanine belonging to the D1A1 class, namely
pyrl,tbu-D1A1 (see the chemical structure in Fig. 1a), and
already studied by us.9 Such species, despite featuring a

Table 1 DFT (oB97X-D/6-311G**) charge transfer integrals Jij (meV) and rates keT (s�1) for intra- and inter-columnar dimers of D2A1. keT evaluated
according to the semi-classical Marcus theory in the absence of energetic disorder (DEij = 0). The center of mass distances dCOM (Å) according to the
experimental crystallographic data (XRD)

Intra-columnar Inter-columnar

R1,R2- Dimer dCOM (Å) Jij (meV) keT (s�1) Dimer dCOM (Å) Jij (meV) keT (s�1)

me,tbu- A 6.164 59 1.5 � 1013 B 10.746 14 8.9 � 1011

bpr,tbu- A 6.447 34 4.4 � 1013 B 12.635 16 1.0 � 1012

A0 6.791 8 2.4 � 1011

nbu,tbu- A 6.264 16 1.0 � 1012 B 11.108 2 2.1 � 1010

A0 6.255 11 4.9 � 1011 B0 11.113 4 5.0 � 1010

C 14.782 3 3.6 � 1010

nbu,nbu- A 6.293 6 1.5 � 1011 B 10.485 8 2.7 � 1011

B0 9.955 6 1.3 � 1011

C 13.499 6 1.3 � 1011

hex,tbu- A 6.322 46 1.5 � 1013 B 10.833 3 2.6 � 1010

A0 6.650 64 2.9 � 1013

oct,tbu- A 6.676 80 2.6 � 1013 B 9.946 4 5.7 � 1010

A0 6.919 31 3.8 � 1012 C 14.893 3 3.5 � 1010
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Fig. 3 kMC trajectories (1000, 105 steps each) for each crystal of D2A1 ((a) me,tbu-, (b) bpr,tbu-, (c) nbu,tbu-, (d) nbu,nbu-, and (e) hex,tbu-, (f) oct,tbu-
D2A1) in the absence of disorder. kMC trajectories are reported for the three Cartesian planes xy, xz and yz. The planes were ordered as: the side view
(first column) onto the long molecular axis, the top (second column) and the side view (third column) onto the short molecular axis.
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different donor unit (D1) and a 1D columnar packing in the
solid state (see Fig. S8, ESI†), shows a computed Brownian hole
mobility of 0.160 cm2 V�1 s�1 (semi-classical Marcus rates) that
is of the same order of magnitude of both 1D and 2D charge
transport cases predicted for the D2A1 species. As discussed in
the next sections, the comparison between merocyanines
belonging to these two classes (D1A1 vs. D2A1) allows to draw
more general structure–property relationships and to get
insights into the role played by static and energetic disorder
effects (see below) on this family of organic conjugated
molecules.

Static (energetic) disorder

Electrostatic and polarization effects51,65–68 impact the site
energy differences DEij, thereby influencing the transfer rates
(see eqn (1)), the charge mobility, and the topology of the
charge transport network.69,70 While one-dimensional charge
transport is prone to structural defects, the prior effect of static
disorder is to interconnect or disconnect certain pathways, thus
determining a new topological connectivity.71 Such effects have
never been modelled nor discussed in the literature of mer-
ocyanines, and we expect a strong impact of the polarization
effects onto the charge transport properties of polar molecules
in condensed phases.72

The R1,R2-D2A1 library is an ideal platform to explore the
impact of the energetic disorder over various charge transport
networks, ranging from 1D, 2D up to 3D. Furthermore, the
evaluation of DEij for pyr,tbu-D1A1 allows the comparison
between different D–A classes, together with the definition of
general design guidelines about merocyanines.

The computed ranges (i.e., min/max values) of the site
energy differences (DEij) are reported in Table 2, while their
standard deviation and distributions are included in the ESI,†
Fig. S10 and Table S10. The smallest DEij are calculated for
hex,tbu-, me,tbu- and oct,tbu-D2A1 (�0.125 eV), whereas it is
largest for nbu,tbu-D2A1 (�0.683 eV). For comparison, for
pyrl,tbu-D1A1, DEij is �0.233 eV, being below bpr,tbu-
(�0.358 eV) and nbu,nbu-D2A1 (�0.451 eV).

The DEij (�0.124–0.683 eV) are of the same order of magni-
tude or higher than the total (i.e., inner + outer sphere)
reorganization energy of merocyanines (min. l = 0.177 eV for
pyrl,tbu-D1A1, max. l = 0.229 eV for bpr,tbu-D2A1). Conse-
quently, they will affect the final Marcus transfer rate constants

via the (DEij + l)2 term (eqn (1)). By definition, DEij are site-
dependent properties. Therefore, certain directions within the
crystal will be more affected than others by the inclusion of
polarization effects.

By re-computing the Brownian kMC hole mobility in the
presence of static disorder (ms), we observe a drop of m (from a
factor of two to more than an order of magnitude) for
each R1,R2-D2A1 crystal (Table 2). The lowering of the charge
mobility by turning on the polarizable effects is expected and
it is in line with previous literature data on other organic
semiconductors.15,72

Some interesting trends can be observed. For me,tbu-,
hex,tbu- and oct,tbu-D2A1, which are characterised by high
electronic couplings (Jij 4 50 meV) and site energy differences
(|DEij| = 0.124–0.125 eV) smaller than the total reorganization
energy (0.217–0.227 eV), the charge transport pathways are
almost not influenced by the presence of the energetic disorder,
preserving the charge transport dimensionality as in the absence
of static disorder. The reason for this behaviour is two-fold: (i) the
site energy difference distribution is very narrow around zero, and
(ii) the (DEij + l)2 term in the semi-classical Marcus equation
(eqn (1)) can be small or vanishing, thus leading to rate constants
that are prevalently ruled by the electronic couplings.

Instead, bpr,tbu-, nbu,tbu- and nbu,nbu-D2A1 feature med-
ium to small electronic couplings (Jij o 40 meV) and site energy
differences (|DEij| = 0.358–0.683 eV) larger than the total
reorganization energy (0.217–0.229 eV); therefore, the charge
transport network changes notably by varying its topology. This
is because the distribution of DEij is broader than the previous
cases, and the (DEij + l)2 term can be either small or large;
therefore, the Marcus regime is highly affected, as well as the
rate constants.

Notably, energetic disorder impacts the charge transport
topology too. In detail, me,tbu-D2A1 has high intra-columnar
couplings (56 meV) and medium/small inter-columnar electro-
nic integrals (16 meV). Both pathways are preserved in the
presence of static disorder, maintaining overall a 2D charge
transport (ESI,† Fig. S11). Also, for hex,tbu- and oct,tbu-D2A1,
characterized by high intra- and low inter-columnar couplings,
the charge transport network is preserved as in the absence
of static disorder (see transfer rates in the ESI,† Table S10 and
Fig. S15 and S16). For the case of bpr,tbu-D2A1 instead, char-
acterized by medium/small intra- and inter-columnar couplings

Table 2 Average computed charge mobilities (cm2 V�1 s�1) m evaluated by assuming a Brownian diffusion mechanism via the Einstein–Smoluchowski
equation without (mwo) and with the presence of static energetic disorder (ms). DEij (eV) is the computed maximum of the site energy differences together
with the mobility ratio

mwo
ms

. The charge transport topology is reported in parenthesis for each case

R1,R2-D2A1
mwo (cm2 V�1 s�1)
without disorder DEij (eV)

ms (cm2 V�1 s�1)
static disorder

mwo
ms

me,tbu- 0.206 (2D) �0.125 0.105 (2D) 2
bpr,tbu- 0.161 (2D) �0.358 0.007 (1D) 23
nbu,tbu- 0.020 (3D) �0.683 0.002 (1D/2D) 10
nbu,nbu- 0.030 (3D) �0.451 0.004 (1D/2D) 8
hex,tbu- 0.067 (1D) �0.124 0.018 (1D/2D) 4
oct,tbu- 0.065 (1D) �0.124 0.017 (1D) 4
pyrl,tbu-D1A1 0.160 (1D) �0.233 0.042 (1D) 4
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and high DEij, the intra-column hops are strongly affected
decreasing the transfer rates by orders of magnitude (see
transfer rates in the ESI,† Tables S4, S10 and Fig. S12), therefore
changing the charge transport network from 2D to a quasi 1D.
Similarly, for nbu,tbu- and nbu,nbu-D2A1, characterized by
medium/small couplings and high DEij, the charge transport
network remarkably changes by localizing the hopping trajec-
tories in few dimensions (ESI,† Table S10 and Fig. S13 and S14).

Considering the D1A1 class, namely pyrl,tbu-D1A1, the high
intra-columnar couplings, together with the narrow site energy
difference distribution and a DEij comparable with l, lead to
minor changes in the charge transport network (ESI,† Fig. S17)
with respect to the absence of static disorder, paralleling the
cases of me,tbu-, hex,tbu- and oct,tbu-D2A1.

Overall, in the presence of static disorder, large site energy
distributions (max(|DEij|) c l) affect the transport network the
most, for the case of bpr,tbu-, nbu,tbu- and nbu,nbu-D2A1
characterized by the highest decreases in m (from a factor of 8
up to 23, see Table 2). For small site energy distributions
(max(|DEij|) r l) and large couplings, for me,tbu-, hex,tbu-
and oct,tbu-D2A1, the charge transport networks are preserved
and the mobility value reduces by a factor of 2 up to 4 (Table 2).

Dynamic (thermal) disorder

Dynamic disorder effects, i.e. the variations of the coupling
integrals as induced by thermal oscillations, including both
intra- and inter-molecular vibrations (e.g., the centre of mass
translations, librations and rotations), were computed through

the evaluation of the Fourier Transform (FT) of the time-
dependent auto-correlation function (ACF) of the coupling
integrals hJ(t + t)J(t)i/hJ(t)2i (see details in ref. 59, 73 and 74
and ESI,† Fig. S17 and S18). Couplings were computed by
sampling the trajectories extracted from the MD simulations
of three crystal structures, namely pylr,tbu-D1A1, me,tbu-D2A1
and nbu,tbu-D2A1. The three cases are considered as represen-
tative case studies for merocyanines featuring different D–A
moieties and hole charge transport network topologies, respec-
tively, 1D, 2D and 3D. The 1D and 2D cases (pyrl,tbu-D1A1 and
me,tbu-D2A1) show strong anisotropy in the coupling network,
featuring high intra-columnar transfer integrals ( Jij 4 50 meV)
and low ( Jij o 4 meV, 1D case) or medium ( Jij = 16 meV,
2D case) electronic interactions across columns. The 3D case
(nbu,tbu-D2A1) shows low transfer integrals ( J r 16 meV) in all
directions.

Fig. 4 reports the distribution and the time-dependent
fluctuations for the highest Jij (ESI,† Fig. S20 for the coupling
distributions of other dimers). For all merocyanines, broad
distributions and large fluctuations of Jij are computed. The
distribution of the transfer integrals (J) can be well fitted by a
Gaussian function. The average value (hJi) increases for all
merocyanines, as compared to the respective static (frozen
crystal) value (Fig. 4 and ESI,† Table S11). Such an increase
can be inferred to (intrinsic) thermal effects as well as to the
quality (e.g., parameterization of bonded and non-bonded
terms) of the force-field, impacting the relative positions
and distributions of the molecules during the MD simulations.

Fig. 4 Dynamic disorder effects on dimer A of (a) pyrl,tbu-D1A1, (b) me,tbu- and (c) nbu,tbu-D2A1 (chemical structures and dimer geometries on top),
showing the distribution of the coupling integrals Jij (Gaussian fit, black line) calculated at the ZINDO/S level, bottom panels. The mean value hJi and
standard deviation s are reported as well. Black dashed lines represent the value of the electronic coupling for the case of frozen crystals at the ZINDO/S
level (i.e., XRD experimental structure), and the green lines mark the �l/2 energy range, remarking the validity of the non-adiabatic regime.21
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The thermal broadening of the transfer integrals, namely
the standard deviation s, is 52 meV for me,tbu-D2A1, 73 meV
for nbu,tbu-D2A1 and 69 meV for pyrl,tbu-D1A1 (Fig. 4 and ESI,†
Table S11). From the analysis of the FT of the coupling
ACF (ESI,† Fig. S18), we observed that the active oscillations
affecting the electronic couplings the most are those below
100 cm�1. Such frequencies, as documented in the literature
for other conjugated compounds, can be associated with
inter-molecular normal modes (e.g., translation, libration)
involving the molecular backbone and the lateral chains of the
molecules.12,19,20,27,75–77

The spread of the coupling integrals, as induced by thermal
disorder, leads to the question, whether the non-adiabatic
hopping mechanism is the suitable model to describe hole
transport in merocyanines. In the absence of thermal oscilla-
tions (frozen crystal), the parameter x = 2|J|/l ranges from
0.1 for nbu,tbu-D2A1 up to 0.6 for pyrl,tbu-D1A1 (ESI,†
Table S11). Such values lie within the range of the hopping
regime (i.e., validity of the non-adiabatic semi-classical
Marcus approach),11,21,32,78 with only pyrl,tbu-D1A1 being
relatively close to an intermediate regime. Inclusion of aver-
aged coupling (hJi) in the evaluation of x (x = 2|hJi|/l)79 leads to
values of 0.4 for nbu,tbu-D2A1, 0.7 for me,tbu-D2A1 and up
to 1.2 for pyrl,tbu-D1A1. This increase might suggest that
different charge transport regimes than hopping should be
considered. An in-depth investigation of such effects, together
with the inclusion of charge transport schemes which go
beyond the non-adiabatic Marcus approach,80 is currently
under investigation in our group and they will be the subject
for future works.

Albeit keeping a non-adiabatic regime (thermalized limit),
we checked the impact of considering a second order (thermal)
correction to the calculation of the non-adiabatic transfer

rates, as suggested by Ratner and Troisi.73,79 The second order
correction (ESI,† Section S10) to the non-adiabatic transfer rate

is proportional to the factor 1� hJi
2

J2h i

� �
. When

hJi2
J2h i is close to

unity, the impact of thermal oscillations is weak, and the
thermal corrections to the transfer rates are negligible. In such
cases, the use of eqn (1), by replacing the static J with the
average of the coupling square hJ2i, is acceptable.79 However,

when
hJi2
J2h i is smaller than unity, the thermal corrections

become relevant.24 As also reported by Martinelli et al.,24 an
equivalent description is given by introducing the parameter Z,

defined as Z ¼
Jij

 �
s

, with s ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
J2h i � hJi2

p
. Values of Z Z 0.5

suggest the impact of lattice vibrations to be weak on the
transfer rate equation, whereas values o0.5 imply a global
increase of the transfer rates. For me,tbu-D2A1 and pyrl,tbu-
D1A1, with Z = 1.5 and 1.6, respectively, significantly larger than
0.5, consequently the non-adiabatic transfer rates are weakly

affected by thermal corrections (see also
hJi2
J2h i values in the ESI,†

Table S11). For nbu,tbu-D2A1, with Z = 0.5 and
hJi2
J2h i ¼ 0:2,

thermal corrections can enhance significantly the non-adia-
batic transfer rates.

Given the above assumptions, in the frame of the non-
adiabatic regime,79 we have re-computed the transfer rate
constants and kMC mobilities by considering the thermalized
value of the coupling integrals (hJ2i) in the rate equation
(eqn (1)), without taking into account the effect of static
disorder (ESI,† Table S12). Thermalized Brownian hole mobi-
lities (mt) overall increase, raising for me,tbu-D2A1 by a factor of

Fig. 5 Ratio of the computed hole mobilities (mw/mwo) with the static (blue), thermal (red) and both static and thermal disorder effects (green) to the
Brownian charge mobility without disorder effects for me,tbu-, nbu,tbu-D2A1 and pyrl,tbu-D1A1.
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2, for nbu,tbu-D2A1 by a factor of 12 and for pyrl,tbu-D1A1 by a
factor of 5 (Fig. 5 and ESI,† Table S12). The increase in charge
mobility is remarkable for both nbu,tbu-D2A1 and pyrl,tbu-
D1A1. For the first species, medium/small electronic couplings
(J) and high thermal oscillations (hJ2i) favour the opening of
effective hole transfer channels, thus increasing the mobility.
The computed thermal averaged charge mobility (0.247 cm2

V�1 s�1) is of the same order of magnitude to the average
experimental device mobility (0.87 cm2 V�1 s�1), as measured
on single crystal OFETs.8 For pyrl,tbu-D1A1, the largest increase
in the charge mobility is mainly due of the increment of the
electronic coupling values for the only-effective charge trans-
port channel that is the intra-columnar one.

Static and dynamic disorder effects

Lastly, we combined both static and dynamic disorder effects,
thus evaluating the charge mobility by including the averaged
square couplings (hJ2i) as well as the site energy differences (the
latter computed on the crystal structure) ms+t. When both effects
are considered, the Brownian hole mobilities generally increase
as compared to pure static disorder (except of nbu,tbu-D2A1, see
below) and decrease as compared to the pure thermal disorder
(ESI,† Table S12). The detrimental effects of static disorder are
partially compensated by thermal motions. Such trends are
summarized in Fig. 5, showing the ratio between the computed
Brownian hole mobility in the presence of different kinds of
disorder ((a) static – blue bars, (b) thermal – orange, and (c)

Fig. 6 Computed hole mobility m and plot of 1000 kMC trajectories (each consisting of 105 steps) for nbu,tbu-D2A1, (a) without disorder effects, (b) with
static disorder effects, (c) whit thermal disorder effects and (d) with both static and thermal disorder effects included. Trajectories are reported for the
three Cartesian planes, namely xy, xz and yz. For clarity, the three Cartesian planes were ordered in such a way to correspond to the side view onto the
molecules long axis, the top view and the side view onto the molecule’s short axis.
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static and thermal – green) with respect to those computed
without any disorder. For nbu,tbu- and me,tbu-D2A1, the charge
mobility computed in the presence of both types of disorder is
dominated by the static one, which globally limits the charge
diffusion. For pyrl,tbu-D1A1 instead, the static disorder is
compensated by the thermal fluctuations and the final hole
mobility in the presence of both disorder effects is larger than
that without any disorder.

For nbu,tbu-D2A1, in Fig. 6, the kMC hole trajectories are
reported for all cases previously considered: (a) non-adiabatic
transfer rates without disorder effects, (b) with static disorder
effects, (c) with dynamic disorder effects, and (d) with both
static and dynamic disorder effects. Without any disorder
effects, the nbu,tbu-D2A1 charge transport pathways form an
isotropic 3D transport network (Fig. 6a). In the presence of
static disorder, the network is reduced to an anisotropic quasi-
1D topology, leading to an overall decrease in mobility (Fig. 6b).
With dynamic disorder, the charge transport is enhanced, and
the transport topology is highly anisotropic along the columns
(Fig. 6c). The inclusion of both, static and dynamic disorder,
affords a similar quasi-1D topology (Fig. 6d) as in the presence
of just the static effects (Fig. 6b), and the charge mobility is
reduced by a factor of 10 compared to the case without any
disorder effects (Table S12, ESI†). In ESI,† (Fig. S11 and S17) the
results are reported for me,tbu-D2A1 and pyrl-D1A1, where the
presence of static and dynamic disorder effects affects the
computed charge mobility, however maintaining the charge
transport topology (2D and 1D, respectively) as in the absence
of disorder.

Generally, our data can parallel those already reported by
Vehoff et al.71 for other organic single crystals constituted by
apolar molecules (e.g., rubrene), that is the presence of (struc-
tural) disorder can reduce or increase the charge carrier mobi-
lity, depending also on the dimensionality of the charge
transfer network. The one-dimensional transport is prone to
structural defects, instead shifted anti-parallel alignments
allow for 2D or 3D dimensional charge transport, reducing
the influence of structural defects.

Conclusions

Merocyanines are D–A conjugated molecules considered as
prototypical building blocks for studying the structure–property
relationships of highly polar organic semiconductors. Tuning
their D–A moieties and engineering their side groups are
effective strategies to influence their supramolecular order in
the solid state and their charge/exciton transport properties.
Recently, experimental evidence reported the possibility for
merocyanine single crystals to reach as high hole mobility
(up to 2 cm2 V�1 s�1) as state-of-the-art small molecules
(e.g., acenes and thioacenes). However, very few atomistic
investigations aiming at modelling their charge transport prop-
erties are present in the literature, resulting in a general lack
of fundamental understanding. We fill the gap, reporting here
an in-depth computational investigation over a library of

merocyanines, showing how static and dynamic disorder
effects influence the charge transport parameters and mobility,
by impacting both the transfer rates and the topology of the
charge transport networks in single crystals. We considered
seven merocyanines differing by their donor unit and side
chains, showing different packing motifs in the solid state.
All merocyanines pack in an antiparallel slipped fashion along
the pp-direction. Depending on the side groups, crystals form
quasi 1D stacks that by interacting with neighbouring columns
create interconnected 2D layers (mostly due to extended and
flexible side chains). As the reorganization energies are similar
for all species, the charge transfer rates and mobilities depend
mainly on the coupling integrals and site energy differences.

Our simulations show that for merocyanines characterized
by high intra-column charge transfer integrals (450 meV) and
low inter-column couplings (o10 meV), a clear 1D transport
network appears. For medium to small intra-columnar transfer
integrals (10–40 meV), interactions across columns become
relevant, leading to 2D or 3D transport. The computed mobi-
lities are the highest for the 2D cases and the lowest for the 3D
cases, reflecting the values of the coupling integrals.

When static disorder effects are included, a decrease in the
charge mobility is computed for all species. Our simulations
reveal that for those merocyanines characterized by small
electronic couplings (o40 meV), when the site energy differ-
ences are larger than or similar to the reorganization energy,
the charge transport network is affected the most, changing
from 3D (without disorder) to 1D (with disorder), as the case of
nbu,tbu-D2A1. Conversely, for those species featuring large
charge transfer integrals (450 meV) and site energy differences
similar to the reorganization energy, the transport network is
preserved, for pyrl,tbu-D1A1 and me,tbu-D2A1.

Dynamic disorder leads on average to an enhancement of
the charge transport along these directions where the electronic
couplings are the highest. The non-adiabatic hypothesis holds
for most of the merocyanines investigated here, with only one
case (pyrl,tbu-D1A1) being relatively close to an intermediate
(i.e., small-polaron hopping) charge transport regime. Therma-
lized Brownian hole mobilities increase, raising up to a factor
of 12 with respect to the absence of thermal effects. The
increase in charge mobility is remarkable for both nbu,tbu-
D2A1 and pyrl,tbu-D1A1.

When both static and dynamic disorder effects are consid-
ered, our simulations reveal that the former affects the charge
mobility the most. We conclude that polarization effects are
detrimental for the charge transport of polar dyes, and such a
decrease cannot be compensated by thermal effects, even
though the latter, for the case of merocyanines, leads to a
general enhancement of the transfer rates.

Given the current investigation, and considering our pre-
vious computational study9 as well as the broad set of experi-
mental data available in the literature,4 the best strategy to
design merocyanines whose charge mobility is most resilient to
static and dynamic disorder effects, can be to include strong
donor–acceptor units, connected by a short, conjugated bridge
(e.g., methylene, ethylene) and small lateral groups (e.g., methyl

Paper Materials Advances

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

0 
Se

pt
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 7

/2
9/

20
25

 1
1:

07
:1

5 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4ma00669k


© 2024 The Author(s). Published by the Royal Society of Chemistry Mater. Adv., 2024, 5, 8475–8489 |  8487

and n-butyl). These features would lead to polar dyes, charac-
terised by low reorganisation energy and solid state anti-
parallel brick-wall-like packing, which minimizes polarization
effects and maximizes the enhancement of the charge mobility
due to thermal oscillations.
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Theory Comput., 2021, 17, 7313–7320.

34 D. Vong, T. Nematiaram, M. A. Dettmann, T. L. Murrey,
L. S. R. Cavalcante, S. M. Gurses, D. Radhakrishnan, L. L.
Daemen, J. E. Anthony, K. J. Koski, C. X. Kronawitter, A. Troisi
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