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High-throughput microfluidic systems are widely used in biomedical fields for tasks like disease detection,

drug testing, and material discovery. Despite the great advances in automation and throughput, the large

amounts of data generated by the high-throughput microfluidic systems generally outpace the abilities of

manual analysis. Recently, the convergence of microfluidic systems and artificial intelligence (AI) has been

promising in solving the issue by significantly accelerating the process of data analysis as well as improving

the capability of intelligent decision. This review offers a comprehensive introduction on AI methods and

outlines the current advances of high-throughput microfluidic systems accelerated by AI, covering

biomedical detection, drug screening, and automated system control and design. Furthermore, the

challenges and opportunities in this field are critically discussed as well.

1 Introduction
Microfluidics focuses on the manipulation and control of
small amounts of fluids, typically in the microliter to picoliter
range, within microscale channels or devices.1–3 In
microfluidics, researchers use microfabrication techniques to
create miniaturized devices known as “lab-on-a-chip” or
“microfluidic chips”. These chips can perform specific fluidic
tasks, such as mixing, separation, reaction, and analysis. The
advantages of microfluidics lie in its ability to provide precise
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fluid control, reduced reagent consumption, and increased
experimental throughput,4–7 making it ideal for biomedical
experiments like biomolecular detection,8,9 cellular
manipulation and analysis,10–12 drug screening,13,14 and
biomaterials systhesis.15–17 And its high throughput enables the
generation of large and detailed datasets. For instance, for a
microfluidic platform with 1000 parallel cell culture units,
automatic time-lapse fluorescence microscopy imaging will
generate over 1 TB of image data (1 bright-field and 3
fluorescence images per unit, 72 time points, 5 MB per image).18

Analyzing such big data would be labor intensive, time
consuming and error prone if not impossible, which seriously
hampers the improvement of system throughput. Besides, some
important hidden patterns and unexpected trends in data might
be hard to discover by manual analysis. Apart from the
challenges in data processing, many current platforms, such as
organs-on-chips (OoCs), require persistent human inspection
and manual adjustment to ensure the normal function, which
greatly hinders the scalability of microfluidic systems. Therefore,
while high-throughput microfluidics has proven to be an
effective tool in biomedical research, it also presents challenges

(particularly in large-scale data analysis and system automation)
that must be addressed to fully utilize its potential.

As a data-driven technology, AI (first proposed by John
McCarthy in 1956)19,20 aims to build smart machines to
perform tasks that typically require human intelligence.20,21

The early development of AI encountered bottlenecks and
could barely solve any practical problems due to the limited
memory and processing speed of computers. In the 1980s,
the emergence of expert systems brought an opportunity for
the practical use of AI.22 However, they were heavily
dependent on human-crafted rules and lacked the ability to
adapt to new situations effectively. Then, the rise of machine
learning23 revolutionized AI research by extracting
meaningful signals from input data and learning patterns
automatically. Until the 2010s, the advent of the big data era
and the utilization of fast graphics processing units (GPUs)
have enabled AI to flourish; simultaneously, deep learning (a
subfield of machine learning) has attracted wide attention
because of its superior learning ability.24

The emerging AI approaches are reshaping the way for
data processing and analysis, especially they have been ideal
means to detect, quantify, screen, or even predict the massive
data from microfluidics.25–27 For example, AI algorithms
trained on extensive medical images have significantly aided
in the detection and diagnosis of diseases.28,29 AI-driven data
analysis has assisted researchers with rapid result processing
in the biomedicine field, bypassing time-consuming
theoretical calculations or expensive and labor-intensive
trials.30,31 With considerably enhanced computational power
and growing accessible databases, AI has now transitioned
from theoretical computer science studies to more practical
applications.32,33 Integrating AI with microfluidics unlocks
new possibilities for both experimental and analytical
efficiencies in biomedical research, further unleashing the
vast potential of microfluidic systems.34–36 In this review, we
provide a comprehensive introduction on AI methods and
seek to summarize recent exciting advances in AI-accelerated
microfluidic systems for biomedical applications (Fig. 1).

Lu Huang

Lu Huang received her B.Sc.
from Tsinghua University in
2014 and obtained her Ph.D.
from the Hong Kong University
of Science and Technology in
2018. After conducting
postdoctoral research at the
University of Hong Kong, she is
now an assistant professor at
the School of Biomedical
Engineering, Sun Yat-sen
University, China. Her current
research focuses on microfluidic
technologies, single-cell analysis,

high-throughput technologies and organ-on-chips.

Jinghong Li

Jinghong Li is currently an
Academician of Chinese
Academy of Sciences and a
Cheung Kong Professor at the
Department of Chemistry,
Tsinghua University, China. He
is the Director of Academic
Committee of Department of
Chemistry, the Head of
Analysis Center, Tsinghua
University. His current research
interests include
electroanalytical chemistry and
bioanalysis, nanoanalysis and

biosensing, synthetic biology and chemical biology.

Hongwei Hou

Hongwei Hou is currently a
principal investigator at Beijing
Life Science Academy, China. He
received his Ph.D. in 2005 from
the University of Science and
Technology of China. His current
research focuses on high-
throughput technologies in
chemical biology.

Lab on a ChipCritical review

Pu
bl

is
he

d 
on

 1
2 

Ja
nu

ar
y 

20
24

. D
ow

nl
oa

de
d 

on
 7

/1
8/

20
25

 1
0:

36
:3

1 
PM

. 
View Article Online

https://doi.org/10.1039/d3lc01012k


Lab Chip, 2024, 24, 1307–1326 | 1309This journal is © The Royal Society of Chemistry 2024

Finally, we discuss the challenges and prospects in this
rapidly evolving field.

2 Fundamentals of AI

The development of AI traces its roots back to the 1950s
when scientists began exploring how to simulate human
intelligent behavior in machines.19,20 Initially, AI research
focused on rule-based reasoning and the development of
expert systems.22 However, progress in AI was hampered by

limited data, algorithms, and computer processing power.
Fortunately, advancements in the neural network models, the
GPU-based computation, and the well-developed frameworks
like TensorFlow37 have revolutionized the field of AI.38 This
has led to an explosive growth of AI technology, particularly
in machine learning and deep learning. Machine learning
enables computers to learn from data and improve
performance, while deep learning achieves higher-level
pattern recognition and abstraction capabilities. Thus, AI has
found broad applications in domains such as computer
vision,39 speech recognition,40 natural language processing,41

and more.42

2.1 Foundational AI techniques

AI techniques are widely employed to tackle five types of
problems: regression, classification, clustering, dimensionality
reduction, and reinforcement learning (Table 1). The regression
problem involves predicting continuous value outcomes based
on the feature parameters present in the data samples.43 For
instance, in cancer research, regression models can predict the
probability of cancer cell invasion based on variables such as
tumor size, genetic markers, and patient characteristics. The
classification problem focuses on categorizing data into
predefined classes or groups based on their features.44,45 Its
algorithms learn from labeled data to identify patterns and
make predictions about the class of new, unseen instances.
They play a crucial role in automating decision-making
processes (e.g., cell sorting). In contrast, clustering algorithms
group similar data points together based on their intrinsic
properties.46 Clustering does not rely on predefined classes but
discovers hidden structures or clusters within the data, for
example, clustering gene expression data in genomics, aiding
in discovering gene expression patterns and identifying gene

Fig. 1 Overview of the high-throughput microfluidic systems
accelerated by AI for biomedical applications. In biomedical detection,
common AI algorithmic models include classical machine learning
algorithms (C-ML, e.g., support vector machine (SVM), random forest
(RF), K-means), convolutional neural networks (CNNs), recurrent neural
networks (RNNs), and generative adversarial networks (GANs). For drug
screening, the commonly used AI algorithmic models are CNNs and
RNNs. In automated system control and design, reinforcement learning
(RL) and CNNs are commonly applied AI algorithmic models.

Table 1 Classic AI models and their applications

Target problems Representative algorithms Main applications

Regression problems43 Linear regression58 Probability prediction, function fitting, parameter correlation analysis,
image generation, object detection, etc.Polynomial regression59

Neural network60–62

Classification
problems44,45

Logistic regression63 Classification of known categories, image recognition, object detection,
target dynamic tracking, text analysis, etc.Support vector machine (SVM)64

Random forest (RF)65

Decision tree (DT)66

Naïve bayes67

k-Nearest neighbor (kNN)68

Neural network60–62

Clustering
problems46,69

K-Means70 Unknown category clustering, potential association discovery,
phenomenon analysis, image segmentation, etc.Density peak clustering (DPC)71

Gaussian mixture model (GMM)72,73

Density-based spatial clustering of
applications with noise (DBSCAN)74

Neural network60–62

Dimensionality
reduction problems47

Principal component analysis (PCA)48,49 Feature extraction and selection, data visualization, noise reduction,
etc.t-distributed stochastic neighbor embedding

(t-SNE)50

Linear discriminant analysis (LDA)75

Reinforcement learning
problems51

Q-learning76 Intelligent recommendation, path planning, adaptive control, etc.
Deep Q-network (DQN)51
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sets associated with specific diseases. Dimensionality reduction
algorithms are employed to handle datasets with a high
number of variables or features. Such datasets often suffer
from the curse of dimensionality, leading to increased
computational complexity and data interpretation challenges.47

Dimensionality reduction helps overcome these challenges by
reducing the number of variables while retaining the crucial
information (e.g., principal component analysis (PCA)48,49 or
t-distributed stochastic neighbor embedding (t-SNE)50). And
reinforcement learning focuses on training an agent to make
sequential decisions in an environment to maximize a reward
signal.51 The agent learns through trial and error,
contemplating how to act based on the environment to achieve
maximum benefit.

In practical applications, selecting suitable AI models and
applying them flexibly is crucial for solving problems
(Table 1). Moreover, multimodal data analysis may offer more
comprehensive solutions to challenges.52,53 For example,
several multimodal data processing algorithms have already
been applied in the biomedical field like the correlation-
based method canonical correlation analysis (CCA),54 the
matrix factorization-based method multi-omics factor
analysis v2 (MOFA+),55,56 and a multi-view autoencoder.57

2.2 The position of machine learning and deep learning in AI

The tremendous success of AI stems from machine learning
and deep learning.77 Herein, we provide a further
comprehension about these two cutting-edge technologies.

Machine learning, a subset of AI, focuses on developing
algorithms and techniques that enable computer systems to
learn and improve from data.23 It involves supervised
learning, unsupervised learning, semi-supervised learning,
and reinforcement learning (Table 2).23,78 Supervised learning
is one of the most widely applied methods in machine
learning.79,80 It receives labeled training data, where the
relationship between the features and labels is known. By
learning from the samples, a mapping function is
constructed from the input to the output. Supervised learning
is suitable for classification and regression problems, such as
image classification and metric prediction. Conversely,

unsupervised learning is a method of learning and pattern
discovery without labeled data. Common tasks include
clustering (grouping data into different categories) and
dimensionality reduction (reducing the dimensionality of the
data). This method contributes to a deeper understanding of
the intrinsic structure and features of data, offering benefits
like minimizing manual data preparation and uncovering
hidden patterns. However, challenges arise from result
unpredictability and the difficulty of measuring accuracy
without predefined answers during training.81,82

Semi-supervised learning bridges the gap between
supervised learning and unsupervised learning. In semi-
supervised learning, algorithms utilize a small amount of
labeled training data along with a large amount of unlabeled
data for learning.83 This is particularly useful for problems
where labeled data are difficult to obtain or expensive. In
addition, reinforcement learning is a learning paradigm where
an agent learns how to make decisions by observing feedback
from the environment.51 In reinforcement learning, an agent
takes actions based on the current state and receives rewards
or penalties as feedback. The goal is to maximize cumulative
rewards through interaction with the environment. It is
commonly used in building autonomous decision-making
systems, such as robot control and system optimization.84,85

Overall, these learning approaches provide diverse methods to
tackle various machine learning problems.

Deep learning, based on deep neural networks (DNNs),24

is at the forefront of machine learning. Neural networks
(Fig. 2 and 3) are the core architecture of deep learning,
where a structured nonlinear function y = f (x) is learned to
map input x onto output y. It includes well-known network
types like CNNs, RNNs, and GANs (Table 3).62,86,87 CNNs are
extensively employed in image processing tasks. They are
specifically designed to extract features from images using
convolutional layers and pooling layers, resulting in efficient
classification and recognition. Thus, CNNs have strong
connections to the field of microfluidics. In 1998, the
pioneers of deep learning, Lecun et al., proposed CNNs to
successfully realize handwritten digit recognition and
established the basic architecture of CNNs, including
convolutional layers, pooling layers, and fully connected

Table 2 Four types of machine learning (categorized by the learning approach)

Learning types Brief description

Supervised
learning79,80

• The algorithm receives labeled training data where the relationship between features and labels is known. The
purpose is to learn from the samples and construct a mapping function from inputs to outputs
• Supervised learning is applicable to classification and regression problems

Unsupervised
learning81,82

• The algorithm receives unlabeled training data where the relationship between features and labels is unknown. The
purpose is to discover hidden patterns, structures, and relationships within the data
• Unsupervised learning is applicable to clustering and dimensionality reduction problems

Semi-supervised
learning83

• The algorithm receives a small amount of labeled training data and a large amount of unlabeled data for learning.
The purpose is to enhance the performance and generalization capability of the algorithm by combining labeled and
unlabeled data
• Semi-supervised learning is applicable for problems where obtaining labeled data is difficult or expensive

Reinforcement
learning51,85

• The algorithm learns how to make decisions by observing feedback from the environment. The purpose is to
maximize cumulative rewards through interactions with the environment
• Reinforcement learning is applicable to reinforcement learning problems
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layers.88 However, due to limitations in datasets and
computing power, as well as the continued advantages of
shallow machine learning methods such as SVM and RF,89,90

CNNs did not initially receive widespread application and
adoption. It was not until the ImageNet Large-Scale Visual
Recognition Challenge in 2012 that AlexNet introduced deep

architectures and GPU acceleration, significantly improving
the accuracy of image classification and speeding up model
training and inference.91 Subsequently, a wave of new models
emerged, with VGGNet and GoogleNet standing out as
notable examples in 2014.92,93 However, as the network depth
increased, new challenges arose such as learning stagnation

Fig. 2 Neural network basics. A) Schematic of a discrete computing nonlinear element (neuron). A neural network is a type of deep learning
architecture where a structured nonlinear function Y = f(X) is learned to map input X onto output Y. Specifically, the function is described as

Yj ¼ φ
P
i
WijXi þ bj

� �
, where Xi is the input data and Yi is the output data. Wij is the connection weight from each neural node in the preceding

layer to every neural node in the current layer. Wij is the most important training target in the neural network. bj is the bias of the neural node,
accelerating the fitting of neural networks. The activation function φ nonlinearizes node data, allowing the neural network to approximate any
nonlinear functions.110 B) Schematic of a neural network with one output layer and one hidden layer. The key of neural networks lies in the
multiple layers of algebraic operations about function f.24,111 The term “depth” in deep learning refers to the number of hidden layers, i.e., the
depth of a neural network. Traditional shallow neural networks typically have one to two hidden layers, while DNNs have more hidden layers,
making the network deeper. This deep structure allows DNNs to learn more complex and abstract feature representations, thereby improving their
performance in various tasks.

Fig. 3 Workflow for applying AI. Microfluidics with AI fosters a powerful synergy, driving the development of efficient and scalable AI solutions in
various microfluidic applications.
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(caused by gradient vanishing) and training degradation
(caused by overfitting). In 2015, ResNet successfully
addressed the issue of training degradation by introducing
residual connections, enabling direct information
propagation across layers and becoming a crucial foundation
for subsequent network designs.94 In 2016, DenseNet tackled
the challenges of gradient vanishing and feature reuse by
introducing dense connections.95 Another notable
advancement in CNNs is MobileNet, proposed by Google in
2017, specifically designed for mobile and embedded
devices.96 These advancements have driven the progress of
CNNs, offering valuable insights and methodologies for deep
learning. Moreover, they have paved the way for the
development of classic object detection algorithms like Faster
R-CNN,97 Mask R-CNN,98 and You Only Look Once (YOLO),99

as well as semantic segmentation algorithms such as U-
Net,100 and DeepLab.101

RNNs have significantly contributed to sequence-based
tasks like natural language processing and speech
recognition, utilizing recurrent connections in their
architecture.102 One special type of RNNs is known as long
short-term memory (LSTM), which excels at capturing

patterns and trends in sequences more effectively due to the
unique feature of memory and selective forgetting.103 And as
one of the most representative generative models, GANs
mainly succeed in generating realistic and high-quality
synthetic data, such as images.104 They function within a
game-like framework, where a generator network and a
discriminator network compete.104 Additionally, several other
popular generative models in deep learning like variational
autoencoders (VAEs)105 and diffusion models106 have also
made strides in data generation. Another noteworthy deep
learning algorithm is the transformer. It efficiently captures
long-range dependencies in sequence data by introducing the
attention mechanism,107 and it has demonstrated strong
versatility across various domains, from natural language
processing (e.g., generative pre-trained transformer,108 GPT)
to computer vision (e.g., vision transformer,109 ViT).

However, the neural network is not omnipotent, especially
for the “simple” tasks.77,112 While neural networks boast
strong learning capabilities, they are susceptible to overfitting
in the case of certain “simple” tasks.23 Meanwhile, deep
learning models typically necessitate larger datasets to
leverage their advantages, given their millions of parameters

Table 3 Classic deep learning models (mainly in the microfluidic field)

Representative deep neural networks24,62,86 Brief description

Convolutional neural networks • CNNs are a type of deep neural network primarily used for image
processing
• Their main characteristic is the utilization of convolutional layers and
pooling layers to extract features from images, enabling efficient
classification and recognition. It automatically extracts local features and
combine them in subsequent layers to achieve a global understanding of the
entire image

Recurrent neural networks • RNNs are a type of deep neural network primarily used for sequence data
processing
• Their main characteristic is the presence of recurrent connections. In
RNNs, each step has a hidden state that receives the previous time step's
hidden state (ht−1) and the current time step's input (Xt), generating the
output (Ot) and hidden state for the current time step (ht)

Generative adversarial networks • GANs are a type of deep neural network primarily used for generating new
samples of data
• They consist of two components: the generator and the discriminator. The
generator takes in a random noise vector and outputs a new sample of data.
The discriminator takes in a sample of data and determines if it is real or
fake. They are trained in an alternating fashion, and eventually, the
generator generates new samples of data that resemble real samples
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requiring sufficient data for effective training.24 On the other
hand, models from traditional machine learning algorithms
often provide interpretable feature importance, enabling a
clear understanding of each feature's contribution to
predictions. Conversely, deep learning models are often
viewed as “black boxes” due to their numerous parameters
and intricate structures, posing challenges for intuitive
interpretation. This lack of interpretability may limit the
suitability of deep learning, particularly in applications where
a high degree of model interpretability is essential.

2.3 Working steps for applying AI

The workflow for applying AI encompasses several essential
steps, providing a general guideline for AI in microfluidics
(Fig. 3).34,113,114 Initially, it involves clearly defining the
problem to be addressed through microfluidic experiments
and AI techniques, while understanding project objectives,
constraints, and desired outcomes. Relevant and
representative data are then collected, ensuring their quality,
diversity, and proper labeling or annotation if necessary.
Herein, the data can be unimodal or multimodal. Next, the
collected data undergo preprocessing, including cleaning,
normalization, handling missing values, and noise removal.
The data are transformed into a suitable format for training
the AI model.

The appropriate model or algorithm is then selected or
redeveloped, considering factors such as data nature, problem
complexity, available resources, and performance
requirements. With the model determined, the process of
training comes into play, iteratively adjusting its internal
parameters through optimization techniques to minimize error
or loss. The performance of the trained AI model is evaluated
using a variety of metrics to assess its generalization and
prediction accuracy. This evaluation involves employing
techniques such as data splitting or cross-validation, which
help validate the model's performance on unseen data and
ensure its reliability in real-world scenarios. Model
optimization follows, involving fine-tuning through
adjustments in hyperparameters, architecture modifications, or
regularization techniques. The model is continuously iterated
and refined to enhance its performance. Once optimized, the
AI model is deployed in the desired environment or integrated
into the target application or system, ensuring that the
deployment infrastructure can handle computational
requirements and input/output efficiently. It is important to
note that each step in this workflow may require additional
subtasks and considerations tailored to the specific project and
domain at hand.

2.4 The synergy of high-throughput microfluidics and AI

Advancements in high-throughput microfluidics such as lab-
on-a-chip for high-throughput single-cell analyses115 and
high-throughput DNA and RNA sequencing116,117 have greatly
enriched our data acquisition capabilities. However, handling
and analyzing such extensive datasets through manual means

would pose considerable challenges. The emerging AI
approaches are reshaping the way for data processing and
analysis, especially they have been ideal means to detect,
quantify, screen, or even predict the massive data from
microfluidics.25–27

On the other hand, the development of AI relies on the
availability of data. The abundance of data could serve as a
valuable resource for training and optimizing AI models. The
synergy of high-throughput microfluidics and AI holds
immense potential (e.g., AI-assisted high-throughput single-
cell analysis)18 in advancing our understanding of biomedical
systems and driving innovative applications in various
domains.25,118

3 How can high-throughput
microfluidic systems benefit from AI?

Microfluidic systems play a pivotal role as an indispensable
platform for the construction and deployment of AI in a
large-scale, high-throughput, automated, and cost-effective
manner. In the upcoming sections, we would explore the
multifaceted applications and the synergistic potential of AI-
accelerated microfluidic systems.

3.1 AI-accelerated high-throughput microfluidic systems in
biomedical detection

Biomedical detection provides vital information on cell
biology, human physiology or pathology by measuring a wide
range of targets, including proteins, nucleic acids, exosomes,
cells, etc. In this field, microfluidics technology offers a
powerful tool for constructing high-throughput experimental
platforms, while AI, through a data-driven framework, further
aids in achieving accurate and efficient target detection and
outcome classification, and contributes to disease diagnosis
and the development of intelligent detection devices.

3.1.1 AI-aided target detection. In microfluidics,
traditional target detection relies on manual identification
and positioning using tools such as microscopes, which is
subjective and limits the efficiency and reliability of
detection. In contrast, AI-aided target detection offers the
potential for swift, accurate, and consistent detection within
the vast imaging data generated by microfluidic
devices.119–121 This not only improves the efficiency of
detection but also provides researchers with more valuable
analysis and insights.

For example, Karl Gardner et al. applied YOLO (a CNN
architecture) to develop an automated droplet and cell
detector. Their system comprised an object detection model
for identifying individual droplets within the ensemble, along
with another object detection model designed to detect cells
inside the droplets (Fig. 4A).122 The model achieved an
impressive precision rate of 98%. Yellen et al. introduced a
high-throughput live-cell biology platform that integrated the
Mask R-CNN model. By utilizing ladder microfluidic
networks, they created precise cell traps and employed Mask
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R-CNN for instance segmentation, allowing for the extraction
and analysis of cellular phenotypic properties in a high-
throughput manner (Fig. 4B).123 Finally, this platform quantified
the responses of single cell-derived acute myeloid leukemia
clones to targeted therapy, identifying rare resistance and
morphological phenotypes at frequencies down to 0.05%.

Another notable aspect of AI-aided target detection is to
recognize and monitor targets in real time. For instance, M.
White et al. have employed CNN models to dynamically analyze
real-time images, selectively extracting carrier cell-laden hydrogel
microcapsules within chip channels. This innovative application
allows for label-free detection of microcapsules, achieving an

efficiency of approximately 100%.124 Moreover, Aspert et al.
employed a CNN + LSTM architecture to monitor candidate
regions and perform automatic cell division tracking and survival
analysis from image sequences in a single-cell capture chip.125

In addition, enhancing data quality plays a crucial role in
improving the capability of target detection, particularly in
cases where the resolution of the detection objects is low. AI-
aided target detection has proven to be effective in addressing
these challenges. Researchers have developed techniques such
as high-resolution image generation (a GAN architecture) to
synthesize “virtual” high-resolution images from low-resolution
cell images (Fig. 4C).126 The resulting images resembled the

Fig. 4 Applications of AI to microfluidic systems in target detection. A) Deep learning detector for high precision monitoring of cell encapsulation
statistics in microfluidic droplets. Reproduced from ref. 122 with permission from The Royal Society of Chemistry.122 B) High-throughput single-
cell segmentation. (a) Multichannel live-cell imaging. (b) Signal quantification of cells within a single culture apartment. (c) Example multichannel
images demonstrating diversity of individual cells segmented using Mask R-CNN. Reproduced from ref. 123 with permission from the American
Association for the Advancement of Science.123 C) High-resolution processing of sample images. Reproduced from ref. 126 with permission from
The Royal Society of Chemistry.126
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high-resolution images acquired by a high-magnification lens.
This advancement enhances throughput without
compromising sensitivity and spatial resolution. Moreover,
Göröcs et al. also explored the potential of DNN-based image
reconstruction and phase recovery techniques, enabling them
to effectively reconstruct diffraction images of microscopic
objects within microfluidic channels.127 This advancement
enabled the development of a field-portable, intelligent
imaging flow cytometer capable of performing label-free
analysis of diverse phytoplankton and zooplankton
compositions in water, with an impressive throughput of up to
100 mL h−1. In general, the unique capabilities of AI in object
recognition, localization, segmentation, and image
enhancement make it highly promising for microfluidic target
detection. It holds great potential for achieving higher
efficiency and accuracy in biomedical detection while
minimizing the need for human intervention.

3.1.2 AI-aided outcome classification. High-throughput
microfluidic systems can rapidly generate a large volume of
experimental results from numerous similar experiments.
Analyzing, categorizing, and differentially processing these
results have become essential for microfluidic data analysis

and mining. The remarkable classification and clustering
abilities of AI will be highly beneficial for this point.128,129

Firstly, proper classification can effectively distinguish
different states of the tested substances, encompassing small
molecules,130 proteins,131,132 nucleic acids,133 and cells.134,135

For instance, Ren et al. proposed a molecular identification
platform based on the wavelength-multiplexed hook
nanoantenna array (Fig. 5A).136 They effectively employed
classical machine learning techniques, specifically SVM in
combination with PCA, to classify a diverse collection of
spectral data. This dataset included various analytes such as
mixed alcohols (methanol, ethanol, and isopropanol),
achieving a remarkable 100% accuracy in the classification
process. Similarly, John-Herpin et al. designed a highly
sensitive multiresonant plasmonic metasurface in a
microfluidic device, which covers the major absorption bands
of biomolecules.137 They utilized a DNN to extract signals
from a large collection of spectrotemporal data, enabling
precise differentiation of all coexisting biomolecules
(proteins, nucleic acids, carbohydrates, and lipids). Another
exemplary study by Wang et al. demonstrated a high-
throughput microfluidic platform capable of analyzing

Fig. 5 Applications of AI to microfluidic systems in outcome classification. A) Small molecular intelligent classification. Reproduced from ref. 136
with permission from Springer Nature.136 B) A high-throughput single-cell multi-index secreted biomarker profiling platform, combined with
machine learning, to achieve accurate tumor cell classification. (a) Multiple tumor cell clustering and classification processes. (b) Subgroup analysis
of tumor cells. Reproduced from ref. 138 with permission from Wiley.138
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multiple secreted biomarkers in individual live cells,
employing machine learning for accurate tumor cell
classification (Fig. 5B).138 Specifically, the researchers aligned
a single-cell culture chip with a capture antibody array,
facilitating the capture of secreted biomarkers from the cells.
Using the K-means strategy, they analyzed secretion data from
thousands of individual tumor cells, successfully achieving a
tumor cell classification accuracy of 95.0%. Furthermore, to
gain deeper insights, they employed the t-SNE dimensionality
reduction algorithm to further analyze the grouping results,
unveiling the distinctive secretion characteristics of
subgroups. Recently, popular transformer algorithms have
proven effective for less distinctive classifications. Cao et al.
achieved a 98% accuracy rate by training a vision transformer
model to analyze similar colors in multiplex digital PCR
datasets using a single fluorescent channel.133

Powerful target classification techniques also offer the
ideal solution for efficient sorting of large-scale unlabeled
samples.139–142 For example, Nitta et al. developed a CNN-
assisted image-activated cell sorting technology, which
enabled real-time intelligent cell searching and sorting at an
unprecedented rate of about 100 cells per second.143

Compared with traditional flow cytometry, AI-assisted
imaging flow cytometry has reached a comparable level of
sorting speed and accuracy. This demonstrates the
remarkable analytical ability of AI in outcome classification.
By boosting the imaging performance and computational
power, the research group further improved this technique to
provide a 20-fold improvement in performance with a high
throughput of ∼2000 events per second and a high sensitivity
of ∼50 molecules of equivalent soluble fluorophores.144 The
droplet microfluidics also benefits from the powerful
classification capabilities of AI.145,146 For instance,
Anagnostidis et al. demonstrated the effectiveness of
combining CNNs with microfluidics for classifying real-time
images of cell-laden hydrogel droplets based on the presence
and quantity of micro-objects.147

Indeed, classic machine learning classification methods
generally have lower computational complexity and are
frequently employed in conjunction with dimensionality
reduction techniques. They are particularly well-suited for
scenarios where the features are clearly defined and the
number of classification types is limited. On the other hand,
neural network-based models can handle higher complexity
and larger-scale tasks. The efficient classification of
microfluidic results using AI helps accelerate result analysis,
improve classification accuracy, and enhance the capability
for comprehensive analysis of multiple targets.

3.1.3 AI-aided target detection and outcome classification:
advancing the diagnosis of disease and the development of
an intelligent detection device. In disease antigen detection,
microfluidic chips can be utilized to capture and analyze
various biomolecules in bodily fluid samples, such as
proteins,148–150 nucleic acids,151 and extracellular vesicles.152,153

AI technology assists in interpreting the biological information
data generated by microfluidic chips, enabling fast and

accurate identification and classification of specific disease
biomarkers or pathological cells,154–156 providing crucial
evidence for early disease diagnosis and treatment.

For instance, Gao et al. proposed a machine learning-
assisted microfluidic nanoplasmonic digital immunoassay to
monitor the cytokine storm in COVID-19 patients (Fig. 6A).157

The researchers utilized antigen capture arrays to capture
multiple cytokines and employed CNNs to efficiently count the
specific imaging signals. By establishing the correlation
between the imaging signal count and cytokine concentration,
reliable diagnostic evidence can be provided for COVID-19.
Additionally, Manak et al. cultured cells derived from solid
prostate tumor tissue or breast tumor tissue on a microfluidic
chip and employed machine vision algorithms to directly
quantify the dynamic phenotypic behavior of individual live
tumor cells.158 Herein, the RF algorithm, incorporating
approximately 300 individual and aggregate biomarker inputs,
generates cell-level and patient-level tissue scores. These scores
differentiate cell populations and provide risk stratification and
prognostic assessment for cancer patients with low-grade and
intermediate-grade diseases and tumor behavior. Similar
approaches translate to the diagnosis of other types of
disorders. Ellett et al. conducted a study where they measured
the spontaneous motility of neutrophils from a drop of diluted
blood. They correlated the neutrophil movement in a complex
microfluidic network with the severity of sepsis using
supervised learning and employed SVM to differentiate septic
and non-septic patients.159 Besides, Singh et al. conducted
label-free detection of circulating tumor cells in blood using
microfluidics, machine learning, and holographic microscopy
techniques. The platform screened cells flowing through
microchannels and generated a numerical fingerprint for each
cell based on their size and intensity characteristics. It could
detect as few as 10 cancer cells per milliliter of blood with an
error rate of only 0.001%.160 Similarly, Jiang et al. demonstrated
the diagnosis of thrombotic diseases through label-free
morphological detection of clustered platelets in blood. By
imaging individual cells using optical stretchable microfluidic
time-stretch microscopy, a machine learning algorithm
accurately distinguished clustered platelets, individual platelets,
and white blood cells with a precision of 96.6%.161

Moreover, AI-based inference holds significant advantages in
the field of intelligent detection device development. For
instance, Potluri et al. developed an affordable, smartphone-
based device for detecting ovulation.162 This innovative device
utilized a microfluidic chip to process saliva and generate
distinct patterns. The patterns were then analyzed using a
MobileNet model, a type of CNN, through a dedicated app on
the smartphone. This analysis enables the determination of a
woman's ovulation capacity with an accuracy rate exceeding
99%. Similarly, Guo et al. reported a smartphone-based nucleic
acid testing platform for multiplexed DNA diagnosis of malaria
(Fig. 6B).163 Deep learning algorithms were integrated into a
mobile application to automatically classify images of paper-
based microfluidic diagnostic tests and provide local decision
support. In addition, Braz et al. demonstrated the use of

Lab on a ChipCritical review

Pu
bl

is
he

d 
on

 1
2 

Ja
nu

ar
y 

20
24

. D
ow

nl
oa

de
d 

on
 7

/1
8/

20
25

 1
0:

36
:3

1 
PM

. 
View Article Online

https://doi.org/10.1039/d3lc01012k


Lab Chip, 2024, 24, 1307–1326 | 1317This journal is © The Royal Society of Chemistry 2024

machine learning and an electronic tongue to differentiate saliva
samples from oral cancer patients and healthy individuals, thus
aiding in the diagnosis of oral cancer.164 Similar strategies can
also be employed in the development of smart devices for
detecting samples such as sweat130,165 and urine.166

3.2 AI-accelerated high-throughput microfluidic systems in
drug screening

Traditional drug screening typically involves testing a large
number of compounds, which is time-consuming, labor-
intensive, and reliant on empirical knowledge.167,168

However, by integrating microfluidic technology and AI,
the screening process from drug design, synthesis to
testing can be transformed, which is of significant
importance in accelerating drug development.168–171 For
example, Grisoni et al. pioneered the strategy of
combining deep learning-based molecular design with
microfluidic automated synthesis (Fig. 7A).172 The authors
used a generative model for molecular design and
microfluidic platforms for on-chip chemical synthesis.
Implementing this strategy, they successfully synthesized
28 molecules, 12 of which were potent liver X receptor

(LXR) agonists, substantially reducing time and cost in the
preclinical drug discovery process.

Besides, the screening of the synthesis conditions of a
known drug also benefits from the combination of AI and
microfluidic systems. Su et al. proposed a high-throughput
system that combined microfluidic hydrogel droplets with
deep learning for screening the antisolvent-crystallization
conditions of active pharmaceutical ingredients (APIs)
(Fig. 7B). Faster R-CNN was applied to analyze and classify
the morphologies of the indomethacin crystals to find out
the optimal antisolvent-crystallization conditions.173

Similarly, Huang et al. developed a deep learning-aided
programmable microliter-droplet system and used it for the
high-throughput screening of time-resolved protein
crystallization. The time-resolved crystallization of target
proteins under different crystallization conditions was
revealed, which was promising to guide the scale-up
production of the pharmaceutical protein crystals.174

In preclinical trials, cells, OoCs, or model animals often
serve as drug testing platforms.175–178 By introducing AI into
these platforms, efficient drug screening and evaluation can
be achieved.179–182 For instance, Ao et al. integrated deep
learning with chips to continuously track the dynamics of

Fig. 6 AI-aided target detection and outcome classification: advancing the diagnosis of disease and the development of the intelligent detection
device. A) Machine learning-assisted microfluidic nanoplasmonic digital immunoassay for cytokine storm profiling in COVID-19 patients.
Reproduced from ref. 157 with permission from American Chemical Society.157 B) A smartphone-based microfluidic platform for multiplexed DNA
diagnosis of malaria. Reproduced from ref. 163 with permission from Springer Nature.163
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both T cell infiltration behavior and cytotoxicity (Fig. 7C).183

The AI model extracted T-cell tumor invasion characteristics
under drug treatment, and scored tumor-infiltrating
lymphocyte invasion characteristics according to

clinicopathological data and patient survival data. The score
is directly related to drug efficacy, thus achieving the purpose
of screening immunotherapy compounds for treating solid
tumors. As another example, Lin et al. described an in vivo

Fig. 7 Applications of AI to microfluidic systems in drug screening. A) Combining generative AI and on-chip synthesis for de novo drug screening.
Reproduced from ref. 172 with permission from American Association for the Advancement of Science.172 B) A high-throughput system combining
microfluidic hydrogel droplets with deep learning (a) for screening the antisolvent-crystallization conditions of active pharmaceutical ingredients
(b). Reproduced from ref. 173 with permission from The Royal Society of Chemistry.173 C) Microfluidics guided by deep learning for cancer
immunotherapy compounds screening. (a) The automated screening platform for cancer immunotherapy screening. (b) Scoring based on deep
learning and clinical data. Reproduced from ref. 183 with permission from National Academy of Sciences.183
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drug screening strategy that combined large-scale brain
activity maps (BAMs) of zebrafish (immobilized on chips)
with machine learning. They scanned neural cell activity in
thousands of zebrafishes treated with different clinical
central nervous system drugs and extracted BAMs to build a
reference library. These drugs were classified into 10 clusters
using the machine learning algorithm. Next, they compared
and analyzed new BAMs under the treatment of several new
drugs with the reference library, and used machine learning
to predict potential clinical therapeutic efficacy of those
drugs. Among the 121 novel compounds tested, 30 were
predicted to have antiepileptic properties.184 In short,
microfluidics provided high-throughput experimentation
platforms for the drug testing, with AI closing the loop with a
data-driven framework for evaluation and screening.

3.3 AI-accelerated high-throughput microfluidic systems with
automated design and control

The design and control of high-throughput microfluidic
systems with the aid of AI allow for rapid optimization of

device performance, increase automation levels, and
accelerate the commercialization of such systems.185–187 In
2017, Stoecklein et al. demonstrated one of the first uses of
deep learning in microfluidic design automation, to sculpt
flow using passive pillars in inertial fluid flow (1 < Re <

100).188 The authors showed how precise flow profiles can be
generated using clever pillar distributions along the channel,
and answered the question “what kind of geometry is
required to produce an ideal microfluidic shape?”. Another
representative study is the design automation of flow-focusing
droplet generators by Ali Lashkaripour et al. (Fig. 8A).189 They
gathered a comprehensive dataset of experimental droplet
data from flow-focusing junctions with diverse geometries
and flow conditions. Utilizing this dataset, they trained a
multi-layer feed-forward neural network to accurately predict
the performance of droplet formation. Additionally, they
explored reverse predictive models to estimate the output
parameters, such as the geometry and flow conditions, based
on the given input parameters like droplet size and
generation frequency. This allowed them to convert user-
specified performance requirements into the desired

Fig. 8 AI-accelerated high-throughput microfluidic systems with intelligent design and control. A) Machine-learning-empowered design
automation for the control of microfluidic droplet generation. Reproduced from ref. 189 with permission from Springer Nature.189 B) Closed-loop
feedback control of microfluidic cell manipulation via deep-learning integrated sensor networks. Reproduced from ref. 195 with permission from
The Royal Society of Chemistry.195
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geometry and flow rate, effectively completing the design
process of microfluidic devices.

On the other hand, human-based control and adjustment
are often time-consuming, labor-intensive, and prone to low
accuracy as well as user bias.185 By incorporating advanced
control algorithms, microfluidic systems can be guided for
smooth operation, ensuring timely feedback in case of
anomalies.190,191 This approach would pave the way for
robust and reproducible long-term experiments, reducing
human intervention and mitigating the impact of potential
biases.192–194 For example, Wang et al. employed a hybrid
approach, combining deep learning with a traditional
proportional-integral (PI) feedback controller, to establish a
closed-loop control system for regulating cell flow rates in
microchannels. By leveraging CNNs, they achieved real-time
interpretation of cell data and generated actionable control
signals. This enabled the PI feedback controller to promptly
adjust the driving pressure of the sample, ensuring a
consistent flow velocity of cells within the microdevice
(Fig. 8B).195 Another notable example is the work by Dressler
et al., who utilized two reinforcement learning methods,
namely DQN and model-free episodic controllers (MFECs), to
automate the control of dynamic flow rates in precision
pumps, addressing two control problems in microfluidics.196

Firstly, they successfully achieved precise positioning of the
interface between two miscible fluids under laminar flow
conditions. Secondly, they dynamically controlled the size of
water-in-oil droplets in segmented flow. As mentioned earlier,
reinforcement learning is a learning paradigm where an
agent learns to make decisions by observing feedback from
the environment. Thus, it is a versatile algorithm with wide
applicability for optimizing control in microfluidic systems.
For instance, the benefits of reinforcement learning were also
made use of by Abe et al., to realize intelligent peristaltic
pumps for flow control.197 They effectively control the micro-
valves of the peristaltic pump, enabling manipulation of flow
conditions such as flow switching and micro-mixing within
microchannels. In summary, AI-assisted automation design
and control facilitate the autonomous operation of
microfluidic systems, minimizing the need for human
intervention and enabling rapid adaptation to diverse
experimental requirements.

4 Conclusions and perspectives

In conclusion, we proposed an overview of the AI-
accelerated high-throughput microfluidic systems and their
applications in biomedical fields. Herein, AI has enhanced
the accuracy and efficiency of microfluidic systems for
biomedical detection, advancing disease diagnosis and
intelligent detection devices. Moreover, AI-driven high-
throughput microfluidic systems support the drug screening
process, covering drug design, synthesis, and testing.
Additionally, AI-assisted automation demonstrates the
potential of AI in optimizing workflow and personnel
resource utilization.

Despite the proven advantages of AI-for-microfluidics in
this review, several potential challenges and pitfalls still exist.
Firstly, the widespread adoption of AI in microfluidics
requires increased technical expertise for users. The
complexity of deep learning and machine learning prompts
researchers in microfluidics to learn new skills and tools.
Until now, there is also no definite and precise instruction
for deciding which type of algorithm is the most appropriate
one for a specific application. Secondly, the “black box”
nature of AI, especially deep learning models, makes their
decision-making process challenging to interpret.
Understanding the principles behind AI predictions is crucial
for researchers to trust and use AI. The lack of
interpretability may lead to resistance or skepticism in
critical areas, such as the medical field where explicit
explanations for disease diagnosis or treatment decisions are
essential.118,198 Additionally, AI-for-microfluidics faces the
challenge of meeting the “quality and quantity” requirements
for training data, which translates into the need for stability
and robustness in data acquisition from high-throughput
microfluidic platforms. Also, AI-based analysis suffers from
several other issues like time-consuming training, hyper-
parameter tuning, and dependence on labels in learning.

In the highlighted research fields of this review, CNNs are
widely used because they take a set of images as input data.
And transformer models, with their revolutionary attention
mechanism for capturing intricate relationships in complex
data, may find increased applications in target detection and
outcome classification. Also, generative models (e.g., GANs,104

diffusion models106) are presenting more prospects in aiding
microfluidic research by generating synthetic data, such as
the generative design of potential drugs.199 In addition,
reinforcement learning and semi-supervised learning will
further unlock the potential of AI in microfluidics. Presently,
many existing platforms rely on supervised learning
algorithms, which typically demand training on large
amounts of manually labeled data. Embracing unlabeled or
minimally labeled reinforcement learning and semi-
supervised learning can aid in addressing the challenges.
Furthermore, since each modality of data has inherent
limitations, learning and reasoning based on multimodal
data can contribute to addressing complex problems within
microfluidic systems.200

Certainly, the synergistic combination of high-throughput
microfluidic systems and AI has created an emerging yet
rapidly growing field. Although some additional technical
skills may be required, standardized AI development
frameworks (e.g., Scikit-learn,201 TensorFlow,202 PyTorch203),
along with accessible AI application libraries (e.g., Github,
https://github.com/),204 have provided extensive technical
support for the use of AI. Herein, we have also provided a
summary of algorithms applicable to different task demands
in microfluidics (Fig. 1, Tables 1 and 2), providing valuable
references for the use of AI in microfluidics. However, these
insights are insufficient. In the future, more people need to
learn about programming like they learn a new language.

Lab on a ChipCritical review

Pu
bl

is
he

d 
on

 1
2 

Ja
nu

ar
y 

20
24

. D
ow

nl
oa

de
d 

on
 7

/1
8/

20
25

 1
0:

36
:3

1 
PM

. 
View Article Online

https://github.com/
https://doi.org/10.1039/d3lc01012k


Lab Chip, 2024, 24, 1307–1326 | 1321This journal is © The Royal Society of Chemistry 2024

Additionally, we encourage the establishment of accessible
databases in the microfluidics field (e.g., collections of
various biomedical images). This will directly alleviate the
challenges associated with data collection and preprocessing
for training models. Moreover, the sharing of similar
algorithmic architectures may reduce technical barriers for
the use of AI in microfluidics, for example, training high-
performance generic image classifiers for a wide range of
medical image classification tasks. In this way, AI could
indeed change the underpinning paradigm of microfluidics'
use, where massively parallelized efforts could be made
feasible to solve problems completely impossible with AI-
absent efforts. We foresee a sustained upward trend in the
utilization of AI within microfluidic systems.
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