
JAAS

PAPER

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

4 
Se

pt
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 1

1/
9/

20
25

 4
:0

4:
20

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue
Statistical behavi
aFaculty of Mechanical Engineering, Brno Un

Brno, Czech Republic. E-mail: buday@vutbr
bCEITEC BUT, Central European Institu
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our of laser-induced plasma and
its complementary characteristic signals†

Jakub Buday, *ab Daniel Holub, ab Pavel Poř́ızkaab and Jozef Kaiserab

In this work, we present a study aimed at the statistical distribution of characteristic signals of laser-induced

plasmas. This work mainly focuses on observing statistical distribution for repetitive measurement of

spectra, plasma plume imaging, and sound intensity. These were captured by using various laser

irradiances, spanning between 1.72 and 6.25 GW cm−2 for a 266 nm laser. Their distributions were fitted

by Gaussian, generalized extreme value (GEV), and Burr distributions, as typical representation models

used in LIBS. These were compared using the Kolmogorov–Smirnov (KS) test by its null hypothesis on

whether these models are suitable or fail to describe the statistical distribution of the data. The behavior

of the data distribution has shown a certain connection to the plasma plume temperature. This was

observed for all the used ablation energies. Performances of the statistical models were further

compared in the outlier filtering process, where the relative standard deviation of the filtered data was

observed. The results presented in this work suggest that an appropriate selection of a statistical model

for the data representation can lead to an improvement in the LIBS performance.
Introduction

In laser-induced breakdown spectroscopy (LIBS), a laser pulse
of high energy uence is focused on a sample, vaporizing
a small portion of it and creating a luminous microplasma. By
detecting the characteristic emission radiation of the generated
laser-induced plasma (LIP), the sample's elemental composi-
tion can be determined.1

For the past years, this method has been used in various
elds;2 e.g., biology,3 geology,4 alloy analysis,5 forensic applica-
tions,6,7 etc. However, this method suffers from certain disad-
vantages, i.e., pulse-to-pulse uctuation of the spectral signal or
relatively small sensitivity limits.8,9 One of the main contribu-
tors to these limitations is the nature of laser–matter interaction
and consequent LIP expansion. The ablation process itself is
comprised of several complex processes, where each of them is
connected to certain aspects of the LIBSmechanisms, or sample
properties. To minimize these disadvantages, various comple-
mentary methods are being added to the experiment. This is
done to bring more insight into the complex processes of the
ablation, and possibly to improve certain aspects of the LIBS
analysis.

An example of these techniques is direct plasma plume
imaging or sound measurement systems. The direct imaging
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method is generally used to analyze temporal and spatial
morphological properties of the plasma plume.10–12 Moreover,
a spatial distribution of specic atoms, ions, or molecules of
interest can be observed when imaging specic ranges of the
spectrum.13–16 It is also possible to observe their spatial distri-
bution dependence on the experimental parameters, such as
laser focus,17,18 wavelength,19,20 energy,21 or various ambient
properties.22

A shock wave is generated during the ablation process,
expanding into the ambient atmosphere with a certain energy.
This can be observed through shadowgraphs23 or sound detec-
tion.24 Several studies were carried out on sound signals in LIBS.
It has been shown that there is a certain relation between the
mass of the ablated material and the intensity of the generated
shock wave.25,26 Its expansion energy is dependent on several
experimental conditions, such as the focus of the laser beam,27

and laser properties.28 The intensity of the sound wave can also
be used in combination with the LIBS spectra,29 where a relation
between the LIBS spectra and the sound intensity has been
observed.27 It may even lead to partial elimination of the matrix
effect.24

Both techniques are used to improve the analytical perfor-
mance of LIBS. For this, the main assumption is that the
complementary signals show a high correlation with the spec-
tral signal. To decrease the pulse-to-pulse signal uctuation of
LIBS, there is a possibility to implement image information in
the correction process.30,31 This can lead to a decrease in the
relative standard deviation for the spectra. One of the problems
in LIBS is also the matrix effect, which leads to different spectral
signals of elements with the same concentration contained in
J. Anal. At. Spectrom., 2024, 39, 2461–2470 | 2461
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different samples or matrices. This effect can be minimized by
using a plasma-image-assisted method for spectra correction.32

In general, a certain signal is used for the standardization of
another signal.33 This is a common approach in the case of
using total spectral intensity to standardize a specic spectral
line, the signal of a major element for the standardization
signal of a minor element,34 or the complementary signals as
mentioned above. The purpose is to decrease the RSD of the
observed signal and to improve the precision of the measure-
ment.35 In general, one signal can be used for the standardiza-
tion of another one if it bears a high level of correlation.36 This is
mostly fullled for the spectral signal, but in the case of
complementary signals, this may not be true in certain
instances.

With the high correlation, there is also an assumption that
these data share the same statistical distribution, which is
generally considered to be Gaussian. This is however not always
true since the data can exhibit tailing in their distribution. In
this case, other statistical models can be used for the data
representation, such as generalized extreme value distribution
(GEVD),37–39 Weibull,40 Burr,41 or other models. Therefore, in
certain instances, the data do not show major similarities in
their statistical distribution. Subsequently, their correlation is
poor and cannot be used in their mutual standardization. To
determine the goodness of these distributions concerning the
measured data, the Kolmogorov–Smirnov (KS) test is
performed.40,42

This work focuses on studying the statistical distribution of
various data originating from the LIP, be it characteristic
spectroscopy signals, plasma plume properties, or sound
intensity under various laser irradiances. Two datasets of 400
laser shots (presented here) and 900 laser shots (results in the
Supplementary sections) were analyzed. Changes in the laser
irradiance led to non-linear changes in the plasma plume
temperature, which affected the statistical distribution of the
individual data. Here, we observed the validity of three statis-
tical models for the data description, Gaussian, GEV, and Burr
distribution. These models were picked based on previous
experience37 and the accurate capabilities of the Burr model for
both symmetrical and asymmetrical data.43 However, there are
dozens of possible models that could be used for this purpose.
Here we focused only on these three, as a representative of
general assumption (Gaussian), previously used on the LIBS
data (GEVD) and more universal model (Burr). Their goodness
was determined by the null hypothesis derived from the KS test.
The distribution of selected data together with the temperature
of the plasma plume was observed under different laser irra-
diances used for the ablation. Changes in the statistical distri-
bution concerning the laser irradiance and the plasma plume
temperature can be utilized for example in outlier ltering. Here
relative standard deviation (RSD) concerning ltering based on
the selected distribution was observed. It has been found that
the commonly used Gaussian model does not always provide
a good representation of the data, and other models can be used
to achieve more accurate results, be it in the data representation
or subsequential data handling.
2462 | J. Anal. At. Spectrom., 2024, 39, 2461–2470
Instrumentation and methods
Instrumentation

A specialized tabletop system was used for the experiments,
allowing the possibility of measuring all the data simulta-
neously; i.e., LIBS spectra, images of the LIP plume, and the
sound intensity of the shock wave. The body of the chamber
system has several ports for a sample view, laser focusing, and
data collection components. The sample was placed on a 3-axis
motorized stage with 2 mm movement resolution. An ablation
Nd:YAG laser (266 nm, 10 ns, 6 mm diameter, 50 Hz) was guided
using a series of laser line mirrors and focused on the sample
with a fused silica triplet (50 mm focal length) resulting in a 60
mm laser spot. Radiation of the plasma plume was collected with
a collimator (38.5 mm focal length) and transmitted with an
optical ber (400 mm core diameter) to a Czerny–Turner spec-
trometer (245–407 nm range, 0.04 nm resolution). The collec-
tion of the LIBS spectra was set to 1 ms aer the ablation for 50
ms, as well as for the plasma plume imaging. Images of the
plasma plume and sound signals of the ablation were collected
with the characteristic LIBS spectra. As for the sound, we
analyzed the amplitude domain of the shock wave, more
specically its rst peak, representing the shock front of the
generated shock wave. Since this information is connected to
the ablation of a sample, it brings relevance to studying this
phenomenon.23 Detailed information about the setup for the
complementary signals and their respective analysis can be
found in our previous study.36

Samples and measurements. For the measurements, we
selected a standardized steel sample (SUS-1R, BAM). A total
number of 400 laser shots were performed for each selected
laser irradiance, each onto a fresh spot of the sample, with a 100
mm step in-between and a 60 mm spot size. From each laser
pulse, all the characteristic data from the plasma plume were
recorded simultaneously, LIBS spectra, direct images of the
plasma plume, and intensity of the shock wave. Hence each
observed signal is comprised of 400 data points. The laser
irradiance that was selected for the ablation ranged between
1.72 and 6.25 GW cm−2 (2–10 mJ). An additional dataset of 900
data points was measured under the same conditions several
months prior to the 400 dataset and analyzed to check the
repeatability. These results are shown in the ESI data.†
Methods

Gaussian distribution. The most assumed statistical distri-
bution for the LIBS method is the Gaussian or Normal distri-
bution. Its density function is described as

f ðxÞN ¼ 1

s
ffiffiffiffiffiffi
2p

p exp

�
� 1

2

�x� m

s

�2
�
; (1)

where m is the mean value and s is the standard deviation.
However, this distribution is not suitable for asymmetrical data.
This is important for real-life data that are not always
symmetrical. Utilizing normal distribution in analyzing asym-
metrical data may cause an inaccurate analysis. Multiple
distributions are used in the data analysis of non-symmetrical
This journal is © The Royal Society of Chemistry 2024
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Table 1 Selected iron spectral lines and their properties for the
Boltzmann plot, and selection of spectral lines of trace elements used
in the statistical analysis

Fe

Wavelength (nm) Ek (eV) Akl × 107 (s−1)
367.99 3.37 0.14
368.75 4.22 0.80
372.26 3.42 0.50
373.49 4.18 9.01
374.34 4.30 2.60
376.55 6.53 9.51
382.78 4.80 10.50
400.52 4.65 2.04

Minor elements

Line (nm) Ek (eV) Akl × 107 (s−1)
Cu I 324.74 3.81 13.98
Ni I 352.44 3.54 10.00
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data. Their suitability depends mainly on the skewness of the
data and their tailing behavior.43

Generalized extreme value distribution. The generalized
extreme value distribution (GEVD) is a combination of the
Gumbel, Fréchet, and Weibull families, referred to as type I, II,
and III extreme value distributions. The merit of GEVD is
a distribution of maxima values for a random sequence of
independent and identically distributed random variables.43

The density function is described as

f ðxÞG ¼ exp

0
B@�

�
1þ x

�x� m

s

���1
x

1
CA; (2)

where m is the location parameter, s is the scale parameter
(similar to the mean and standard deviation for the Gaussian
distribution), and x is the shape parameter. Its value is depen-
dent on the subfamily affiliation, where x= 0, x > 0, and x < 0 for
Gumbel, Fréchet, and Weibull respectively.

Burr distribution. There are multiple types of Burr distri-
bution, each with its unique properties. Probably the most
common type is XII, which is simply called the Burr distribu-
tion. It is used as a continuous probability distribution for
a positive random variable. The probability density function is
described as

f ðxÞB ¼
tc
�x
c

�c�1

ð1þ xcÞtþ1
; (3)

where t and c are shape parameters. The benet of the Burr
distribution is that it can alternate between skewed and heavy-
tailed data.

Skewness. In the statistics and probability theory, skewness
is an indicator of asymmetry in the probability density function
of a random value concerning its mean. If the data show
a negative skew, the majority of the values can be found on the
right of the mean and the tail is to the le in the distribution
function (le-tailed). A positive skewness is the exact opposite
(right-tailed). If the skewness is zero, the data are symmetrical,
and probably the best representation is the Normal
distribution.

Kolmogorov–Smirnov test. To determine the goodness of the
t of specic distribution to the real data, it is possible to use
one sample Kolmogorov–Smirnov (KS) test.44 Since the empir-
ical distribution function (EDF) can be used to determine the
goodness of t,45 the KS test compares the cumulative distri-
bution function (CDF) between the data and the specic
statistical distribution being tested. The maximum difference
between the CDFs is dened as

D = maxjF0(x) − Fn(x)j, (4)

where F0(x) represents the distribution function of the theo-
retical statistical distribution and Fn(x) is the cumulative
frequency function of the specic data. To determine whether
a specic statistical distribution describes the real data, the null
hypothesis needs to be tested. Based on the condence level of
95%, the threshold for the rejection value D has a value of
This journal is © The Royal Society of Chemistry 2024
1:36=
ffiffiffi
n

p
, where n is the number of measurements. In our case,

the threshold value for the null hypothesis is 0.068 for 400
measurements. Hence, if the KS test for a specic statistical
distribution results in a value higher than the calculated
threshold, the statistical distribution will be considered as not
ideal for the data representation. On the other hand, a lower
value means the goodness of the distribution for the data, while
the lower the value D is, the better the t.46

Plasma plume temperature. The temperature of the plasma
plume for the steel sample was calculated using the Boltzmann
plot47 for each selected laser irradiance. The selected iron
spectral lines for creating the Boltzmann plot as well as spectral
lines of analyzed trace elements are listed in Table 1. An
example of the Boltzmann plot is shown in Fig. 1.

Outlier ltering. There is a common practice in LIBS to
detect and omit outliers from the data processing pipeline.48

This is caused by several factors, such as pulse-to-pulse insta-
bility of the laser energy; non-linear dependence of plasma
plume characteristic parameters; and chemical or physical
inhomogeneities of the sample. Moreover, the expansion of the
plasma plume is not stable between laser pulses and is spatially
inhomogeneous as well. This results in changes of the spectral
intensity due to different morphologies of the plasma plume
relative to the collection system.

There are several approaches on how to perform the outlier
ltering. Probably the most common is based on Normal
distribution, which approaches the outlier ltering symmetri-
cally, where the same amount of data is ltered from both the
bottom and the top of its interval. However, the data can also be
asymmetrical, not following the Normal distribution. Hence, we
performed the outlier ltering for all three observedmodels and
determined their performance based on the RSD of the result-
ing data. To test this, we ltered from 5 to 30% of all the
measured data with the step of 5%. Visualization of the data
ltering is shown in Fig. 2. The approach was to lter data
symmetrically to the highest probability density value of the
J. Anal. At. Spectrom., 2024, 39, 2461–2470 | 2463
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Fig. 1 Boltzmann plot from the selected iron lines for 5.74 GW cm−2.

Fig. 2 Visualization of data filtering based on the selected statistical
model. Blue lines represent the borders of the data values (0 and 100%
in terms of CDF). If part of the selected filtering goes behind the border
at one of the ends, this portion is added to the other end. The x
corresponds to the highest probability density value for the specific
statistical model. The selected example is for filtering 15% of the Fe I
373.49 using 5.74 GW cm−2.
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selected t in the EDF. For example, in the case of ltering 15%
based on the Gaussian model, 7.5% from the bottom and the
top are ltered. However, if for one of the other models the
highest probability density value was at 40% concerning the
data population, the ltering would keep the data from −2.5 to
87.5%, which is not possible. Therefore, any percentage
crossing the 0 or 100% data interval would be transferred to the
other end of the interval. This will lead to ltering from 0 to 85%
in the presented example.
Fig. 3 EDF (A) and CDF (B) examples of the data statistics. Selected as
the spectral line was Fe I 373.49 nm and the tested statistical distri-
butions were Gaussian, GEDV, and Burr with calculated skewness and
D values. Irradiance is 4.20 GW cm−2.
Results and discussion

To determine the goodness of specic statistical distribution t
to the experimental data, we calculated EDF and CDF for all the
acquired data. The EDF provides information about the skew-
ness that points to the asymmetry of the data. It also refers to
the tailing behavior of the data distribution. Such an example is
shown in Fig. 3A, where the EDF of spectral intensity of Fe I
373.49 nm for the steel sample is presented. In this case, we can
2464 | J. Anal. At. Spectrom., 2024, 39, 2461–2470
see that the skewness of the data is of a positive value, meaning
that the data distribution is tailed to the right. Moreover, we
show theoretical t to the data using Gauss, GEVD, and Burr
models. It is evident from the data t that the Gaussian distri-
bution may fail under specic conditions when describing the
acquired data. On the other hand, GEVD and Burr's models
respond quite well to tailed data, resulting in a better t.
Examples of the EDFs for the rest of the data, such as the size of
the plasma plume, sound intensity, or total spectral intensity
are shown in the ESI data (Fig. 1S).†

To calculate how well each model performs, the KS test was
used to determine the goodness of their t to the experimental
data. This can be seen on the CDF of the selected iron spectral
line (Fig. 3B). Here we show the results of the KS test, denoted as
D for each statistical model. The threshold value for the null
hypothesis is connected to the selected level of condence and
the number of measurements, resulting in a value of 0.068. By
comparing the calculated values for every data type with the
threshold value we can determine not only which model is
better for a description of the specic data, but also if it fails to
describe the data. Therefore, every D value higher than the
threshold value means that the specic model fails to describe
the data distribution. From the presented CDF (Fig. 3B), it is
clear that in the case of Fe I 373.49 nm using the irradiance of
4.20 GW cm−2 the Gaussian model is not suitable for the data
This journal is © The Royal Society of Chemistry 2024
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representation, while the remaining two models fulll the null
hypothesis.

A detailed list of the KS test and skewness of all the selected
data under various irradiances are shown in Table 2. As for the
examined data, we selected the size of the plasma plume, the
sound intensity of the generated shock wave, spectral lines of Fe
as the major matrix element together with Cu and Ni as two
trace elements, and the total spectral intensity. Detailed infor-
mation about the size of the plasma plume and sound intensity
analysis can be found in our previous work.36 As for the laser
energy, it was simultaneously measured for every laser pulse,
and it had the Normal distribution in all instances.
Table 2 Results of the Kolmogorov–Smirnov test comparing
Gaussian, GEV, and Burr distribution, and skewness of the selected
data for all the measured irradiances. The bold values represent when
the model fulfilled the null hypothesis based on the KS test, where the
threshold value D = 0.0680

Signal
Irradiance
(GW cm−2) Gauss GEV Burr Skewness

Plasma plume 1.72 0.0550 0.0600 0.0550 0.0271
2.53 0.0625 0.0750 0.0525 0.5668
3.37 0.1050 0.0525 0.0475 1.0155
4.20 0.1125 0.0500 0.0450 1.0569
5.04 0.1075 0.0575 0.0475 0.6583
5.74 0.1300 0.0700 0.0350 1.2517
6.25 0.1097 0.0648 0.0499 1.2070

Sound intensity 1.72 0.0450 0.0975 0.0500 0.3844
2.53 0.0700 0.0750 0.0650 0.8018
3.37 0.0825 0.0450 0.0600 0.7627
4.20 0.1250 0.0725 0.0600 1.0351
5.04 0.0975 0.1325 0.0675 0.2079
5.74 0.0950 0.2050 0.0475 −0.1552
6.25 0.0684 0.0997 0.0473 0.2635

Fe I 373.49 nm 1.72 0.1125 0.0600 0.0525 0.9183
2.53 0.0525 0.0775 0.0600 0.1141
3.37 0.0625 0.0525 0.0525 0.6873
4.20 0.0880 0.0530 0.0450 0.8790
5.04 0.0625 0.0650 0.0500 0.5364
5.74 0.0525 0.0625 0.0550 0.3910
6.25 0.0473 0.0798 0.0598 −0.1010

Cu I 324.74 nm 1.72 0.0550 0.0525 0.0625 0.3798
2.53 0.0400 0.0800 0.0475 0.6562
3.37 0.0650 0.0525 0.0450 0.7421
4.20 0.0975 0.0625 0.0575 0.8658
5.04 0.0675 0.0525 0.0450 0.4971
5.74 0.0400 0.0575 0.0525 0.4132
6.25 0.0498 0.0748 0.0523 −0.3116

Ni I 352.44 nm 1.72 0.0750 0.0525 0.0450 0.6089
2.53 0.0525 0.0725 0.0600 0.6089
3.37 0.0650 0.0500 0.0500 0.6959
4.20 0.0825 0.0525 0.0500 0.8469
5.04 0.0625 0.0625 0.0550 0.4967
5.74 0.0500 0.0575 0.0500 0.4334
6.25 0.0448 0.0773 0.0598 −0.0279

Total sp. intensity 1.72 0.0775 0.0450 0.0500 0.0374
2.53 0.0425 0.0850 0.0525 0.2123
3.37 0.0700 0.0550 0.0425 0.7778
4.20 0.0800 0.0675 0.0375 0.7780
5.04 0.0725 0.0650 0.0650 0.6254
5.74 0.0448 0.0650 0.0500 0.2392
6.25 0.0300 0.0623 0.0448 −0.4032

Fig. 4 Temperature of the plasma plume dependence on the laser
irradiance (A), and skewness of the selected data (B).

This journal is © The Royal Society of Chemistry 2024
Fig. 4 shows the temperature dependence of the plasma
plume (A), calculated from the Boltzmann plot (Table 1 and
Fig. 1), on laser irradiance together with the skewness of the
selected data (B). In the instances of low laser irradiances, the
variations in the plasma plume temperature follow the Gaussian
distribution, and the relationship between the temperature and
laser irradiance is fairly linear. In this low-irradiance region, the
selected acquired data mainly show Gaussian distribution as
well. As the laser irradiance increases (between 4.20 and 5.04 GW
cm−2 for our conditions), the temperature of the plasma plume
starts to saturate, deviating from the linear dependence. The
Normal distribution of the laser energy no longer results in
a Normal distribution in the plasma plume temperature, which is
in this case tailing to the le. This also leads to changes in the
data behavior, where they start to exhibit right-tailed behavior. In
this region, the Gaussian model fails to describe the majority of
the detected data, due to their increased skewness. However, for
the highest irradiance values, the plasma plume temperature
reaches its plateau. Here, the data starts to lose their tailing
behavior and can be in most cases described as symmetrical,
fullling the null hypothesis for the Normal distribution.
However, the plasma plume temperature remains le-tailed. A
nearly identical trend in the plasma plume temperature was also
observed in the 900 dataset measurement (see ESI data, Fig. 2S†).

The size of the plasma plume follows the same trend as its
temperature but only for lower irradiances, where the size
J. Anal. At. Spectrom., 2024, 39, 2461–2470 | 2465
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exhibits normal distribution. For the highest laser irradiance, it
remains heavily tailed to the right. This is also connected to the
plasma plume temperature, where it is le-tailed. Here, the
plasma plume temperature and its size are inversely propor-
tional. If the plasma plume has less profound expansion and is
smaller, the energy of the plasma plume is distributed into
a smaller volume, hence the temperature is higher and vice
versa. As the laser irradiance increases, the initial energy of the
plasma plume expansion is also higher, since more energy is
deposited onto the sample surface and the ablation process.
This causes a higher expansion speed of the plasma plume,
leading to its increased size, hence decreasing its temperature
within the region of signal collection. For all the measured laser
irradiances, the distribution of the plasma plume size can be
described by the Burr distribution, while the Normal distribu-
tion fullls the null hypothesis only for the two lowest irradi-
ance values.

In the case of the energy of the generated shock wave rep-
resented by the recorded sound, it shows Normal distribution
only for the lowest laser irradiance value. As the laser irradiance
increases, the shock wave energy starts to exhibit tailing
behavior similar to the size of the plasma plume. This is also
represented by a high correlation between these signals. As the
laser irradiance reaches higher values, the skewness starts to
decrease and is closer to zero. In all instances, the Burr distri-
bution fullls the null hypothesis for the data description.

It is important to mention the iron spectral lines for the lowest
irradiance regime. Here, the iron spectral lines with high Einstein
coefficients (such as Fe I 373.49, 376.55 or 382.78, see Table 1)
show higher tailing represented by the skewness and deviate from
the expected Normal distribution, failing the null hypothesis.
Opposite to this, the spectral lines with lower Einstein coefficients
(such as Fe I 367.99, 368.75 or 389.97, see Table 1) have lower
skewness values and can be described by the Normal distribution
model, similar to the plasma plume temperature. As the laser
energy is relatively low for ablating a complex sample such as
steel, any uctuations caused by the experimental conditions and
laser–mater interaction can have a higher impact on the iron
spectral lines with higher transition probabilities. Contrary to
this, those with lower transition probabilities are not as suscep-
tible to any uctuations and, therefore follow the distribution of
the plasma plume temperature, and are less skewed. This is an
important behavior in case any experiment is conducted under
similar conditions with relatively low laser irradiance, as indi-
vidual spectral lines can behave differently. This is no longer
visible for 3.37 GW cm−2 and higher values of the irradiance.
Here, the uctuation is relatively small, the energy is evenly
distributed between the individual possible transitions and all the
observed iron spectral lines show nearly the same behavior. As for
the trace elements, Cu and Ni, they follow a similar trend as the
iron spectral lines with low Einstein coefficients.

In general, the data are symmetrically distributed for the
lower irradiance values, except for certain spectral lines based
on the Einstein coefficient, and for the highest irradiance
values. Here, the Gaussian distribution fullls the null
hypothesis in most cases but fails for the other laser irradi-
ances. On the other hand, the GEV model has inverse
2466 | J. Anal. At. Spectrom., 2024, 39, 2461–2470
performance, where it fails for the symmetrical distributions,
but is capable of describing the data when they start to be
skewed. However, the Burr distribution can describe all the data
under various laser irradiances. On average from the selected
data in Table 2, the Gaussian DGauss = 0.073 (52% success rate),
GEVD reached DGEVD = 0.069 (64% success rate) and Burr
distribution resulted in average DBurr = 0.052 (100% success
rate). Therefore, other statistical models are more viable for the
data handling in the LIBS analysis than the commonly assumed
Gaussian distribution. Similar trends in the results were
observed also in the 900 dataset (see ESI data, Table 1S†). Here
the statistical models performed slightly worse compared to the
threshold value D for the KS test. However, on average the Burr
model performed the best reaching the exact value of the
threshold (50% success rate), while the GEVD (19% success
rate) and Gauss (8% success rate) models did not fulll the null
hypothesis. Moreover, the Gaussian model performed slightly
better on average compared to the GEVD in this 900 dataset, but
still failed the most. The decreased performance and success
rate are attributed to the larger dataset.

As 900 data points resulted in a more strict threshold value D
for the KS test, instabilities within the physical processes typical
for the LIBS experiment as well as instability of the plasma
plumemorphology decreased the performance of the individual
statistical models.

To further test the capability of the Gaussian model, we
randomly averaged a specic number of measured data (four
and ve data points, see ESI data†) based on the central limit
theorem and performed the KS test again on both datasets. In
the case of the presented 400 dataset, the success rate of the
Gauss model increased from 50 to 71%, GEVD from 64 to 95%
and Burr decreased from 100 to 90% (see ESI data, Table 2S†).
As for the 900 dataset, the success rate of the Gauss model
increased from 8 to 78%, GEVD from 19 to 58% and Burr from
50 to 97% (see ESI data, Table 3S†). It is clear that randomly
averaging the number of data points will improve the perfor-
mance of the Gauss model, bringing the distribution of the data
closer to symmetrical distribution. Moreover, it improved the
performance of the other two models (except Burr for the 400
dataset). However, in the LIBS analysis the process of averaging
the data points does not always have to be desirable, even
though it will improve the statistical behavior of the data. Hence
the performance of the analyzed statistical models without the
averaging was tested in the typical outlier ltering.

In general, there are several data processing options in the
analysis pipeline. One of the generally used processes is outlier
ltering, which is commonly cutting away the outlier values
symmetrically. However, based on the results presented above,
the distribution of the data is highly dependent on several
parameters and does not always follow the Gaussian symmet-
rical distribution. Therefore, we performed outlier ltering
based on the three observed statistical models. Detailed infor-
mation about the ltering of the data based on the statistical
distribution is shown in Fig. 2. Here, the results can indicate
whether the fact that one of the statistical models is more
accurate in the data tting can help in the data processing.
Therefore, various percentages of the data population were
This journal is © The Royal Society of Chemistry 2024

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4ja00126e


Fig. 5 Dependence of the RSD for non-filtered data and filtered data concerning the selected statistical distribution, where 15% of the data were
filtered.
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ltered concerning the selected statistical distribution and the
RSD was calculated. To capture the variance of the deviations
using the selected statistical models, the nal RSD value that is
presented is an average of RSD signals shown in Fig. 4.

An example of ltering 15% is displayed in Fig. 5. It shows
that selecting the outlier ltering based on specic statistical
distribution may lead to a further decrease in uncertainty while
keeping the same amount of data points. Consequently, more
reliable ltering is performed. The differences in the results for
the selected statistical distribution are mainly tied to the
goodness of t to the measured data. For example, in the case of
2.53 GW cm−2, the average D value (see Table 2) for all the
selected data is 0.52, 0.77, and 0.55 for the Gaussian, GEV and
Burr distributions respectively. The changes in the resulting
RSD based on selective ltering follow the same pattern in most
instances. Here, the Gaussian leads to 8.45%, GEV to 9.75% and
the Burr to 8.79% RSD. The ltering based on the Gaussian
distribution leads to the best results in the RSD, since in this
case, it shows the best performance in the data tting derived
from the KS test. For the rest of the laser irradiances, the Burr
distribution provides the best t or is very similar to other
distributions on average. Hence, in the case of outlier ltering,
the selection of the Burr model led to better results in the
majority of the cases and therefore it is capable to lter the
extreme values with higher precision. The same behavior was
observed in ltering from 5 to 30% of the data, with a 5% step.

It is important to note that the RSD value decreased with the
higher laser irradiance to a moment when the temperature of
the plasma plume reached the saturation point. Here the RSD of
the data remains nearly constant and even shows higher values
with further increase of the laser irradiance. Since in the satu-
ration point, the temperature itself exhibits relatively low vari-
ations, all the observed data exhibit the same behavior, as they
are closely related to the temperature.
This journal is © The Royal Society of Chemistry 2024
Conclusions

In this work, we examined the statistical distribution of the LIBS
spectra, the size of the plasma plume, and the sound intensity
of the generated shock wave with 400 (presented here) and 900
(presented in the ESI† section) datasets for repeatability
purposes. The sample used for the experiments was certied
SUS-1R and the laser irradiance ranged from 1.72 to 6.25 GW
cm−2 (2–10 mJ). We tested three statistical models for the data
description against the null hypothesis derived from the
distance of the model from the measured data in CDF. The
tested models were Gaussian, GEVD, and Burr. The rst two
models were selected based on experience and previous
research work, as typical representation of the statistical anal-
ysis of the LIBS data. The Burr model was selected due to its
capability of a good t for both symmetrical and asymmetrical
data distributions. The goodness of these models was calcu-
lated with the Kolmogorov–Smirnov test, and the resulting
value was compared to the threshold value based on the null
hypothesis. Together with the goodness of the t we also
calculated the skewness of the data and compared the data
distribution with the temperature of the plasma plume.

The behavior in the data distribution is to a certain extent
dependent on the plasma plume temperature. Our experi-
mental conditions resulted in the temperature saturation at
a certain laser irradiance. This may be attributed to the
formation of a self-regulating regime. At the point of saturation,
the skewness of all the data reached the highest values, result-
ing in a failed t of the data by the Gaussian model. However,
for the lowest and the highest laser irradiance used in the
measurement, the Gaussian model was good enough to fulll
the null hypothesis. Here, the skewness of the data was close to
0, meaning that the distribution of the data was close to
Normal. Interestingly enough, the energy of the laser displayed
the Normal distribution for each irradiance value. As the
J. Anal. At. Spectrom., 2024, 39, 2461–2470 | 2467
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temperature of the plasma plume starts to reach the saturation
point, symmetrical deviations in the laser energy, plasma plume
morphology, and other factors result in an asymmetrical
distribution of the temperature relative to the saturation curve.
The same factors impact all the connected signals as well.

Another interesting behavior was observed in the low-
irradiance regime for Fe spectral lines with different transi-
tion probabilities. Those with lower values tend to copy the
plasma plume temperature distribution. In this case, the spec-
tral lines with a lower Einstein coefficient and lower transition
probability show Gaussian distribution. On the other hand,
those with higher values of the Einstein coefficient and higher
transition probability tend to show tailing in their distribution
and deviate from the Gaussian model. Therefore other models
are proposed to be used. As for the spectral lines of trace
elements, they show similar behavior as iron spectral lines with
a low Einstein coefficient. This highlights the necessity of an
appropriate statistical approach to the specic data and/or
spectral lines when additional data handling is needed. More-
over, the GEVD and Burr models passed the null hypothesis in
the majority of the cases (400 dataset). On average, the GEVD
reached DGEVD = 0.069 (64% success rate) from all the selected
data, while the threshold value for the null hypothesis is 0.068.
The Burr distribution resulted in on average DBurr = 0.052
(100% success rate) and Gaussian DGauss = 0.073 (50% success
rate). The results suggest that if the plasma plume temperature
is close to its saturation, the Gaussian model starts to fail, while
the GEVD and Burr models show a good t to the experimental
data. On average, the Burr model shows better accuracy in the
description of the observed data. This is mainly because this
model is suitable for either heavily tailed or normally distrib-
uted data, while the GEDV works well mainly for tailed data.

Nearly identical values and trends were observed in the 900
dataset as well in terms of the KS testing. This means that the
two analyzed datasets (400 and 900) were taken under similar
conditions, allowing us to observe the repeatability of our
selected statistical approach. Here the threshold value for the
null hypothesis is 0.045. The Burr distribution resulted in on
average DBurr = 0.045 (50% success rate), Gaussian DGauss =

0.063 (8% success rate), and GEVD DGEVD = 0.071 (19% success
rate). The Burr model was on average successful again, while the
other two models failed in the majority of the cases. The only
difference is that in the case of the 900 dataset, the Gauss per-
formed slightly better than the GEVD. This comes mainly from
the fact that even though both experiments (conducted with
several months gap in between) resulted in similar outcomes
(temperature and KS testing), the results are not completely
identical. The main reason is the signal instability and uctu-
ation originating in the laser–matter interaction and unstable
morphology of the plasma plume. This only underlines the fact
that considering the statistics of the data in the analysis process
can improve the performance of LIBS.

Moreover, based on the central limit theorem, we averaged
a selected amount of data points and performed the KS test to
check whether the Gaussian model improved. In the case of the
presented 400 dataset, the success rate of the Gauss model
increased from 50 to 71%, GEVD from 64 to 95% and Burr
2468 | J. Anal. At. Spectrom., 2024, 39, 2461–2470
decreased from 100 to 90% (see ESI data, Table 2S†). As for the
900 dataset, the success rate of the Gauss model increased from
8 to 78%, GEVD from 19 to 58%, and Burr from 50 to 97%. In
the case of the worst performance (900 dataset), the Gauss
model performance improved the most. It is clear that this
approach will improve its performance, as the theorem
suggests. However, other models performed better as well. In
some applications, the approach of the central limit theorem
would not be desirable. For example, when applying comple-
mentary signals, such as plasma plume imaging or sound
analysis, you need one-on-one data points combination to fully
exploit the advantages of this combination.

Applying this information in the outlier ltering process, we
have shown that considering the data distribution may further
reduce the RSD of the measured data. In general, outlier
ltering is carried out assuming the Gaussian distribution of
the data. However, ltering the data based on the Burr or GEV
distribution might further reduce the RSD. If the specic
statistical model shows better performance in the data tting
process, it is most likely that it will perform better also in the
outlier ltering selection. Therefore, we propose a different
approach, where the data are ltered based on the statistical
behavior that they exhibit. As this is dependent on several
factors, properties of individual spectral lines as well as the
temperature of the plasma plume, it is not possible to say which
statistical model is best in all instances. However, certain
models, such as the Burr model, are accurate for both
symmetrical and asymmetrical data, making it a potential
candidate for this approach.
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F. Pelascini, F. Surma, V. Detalle and J. Yu, Dual-
wavelength differential spectroscopic imaging for
diagnostics of laser-induced plasma, Spectrochim. Acta, Part
B, 2012, 74–75, 11–17.
This journal is © The Royal Society of Chemistry 2024
14 E. Negre, V. Motto-Ros, F. Pelascini and J. Yu, Classication
of plastic materials by imaging laser-induced ablation
plumes, Spectrochim. Acta, Part B, 2016, 122, 132–141.

15 X. Bai, Q. Ma, V. Motto-Ros, J. Yu, D. Sabourdy, L. Nguyen
and A. Jalocha, Convoluted effect of laser uence and
pulse duration on the property of a nanosecond laser-
induced plasma into an argon ambient gas at the
atmospheric pressure, J. Appl. Phys., 2013, 113, 013304.

16 X. Bai, F. Cao, V. Motto-Ros, Q. Ma, Y. Chen and J. Yu,
Morphology and characteristics of laser-induced aluminum
plasma in argon and in air: A comparative study,
Spectrochim. Acta, Part B, 2015, 113, 158–166.

17 Y. Tian, L. Wang, B. Xue, Q. Chen and Y. Li, Laser focusing
geometry effects on laser-induced plasma and laser-
induced breakdown spectroscopy in bulk water, J. Anal. At.
Spectrom., 2019, 34, 118–126.

18 V. Motto-Ros, E. Negre, F. Pelascini, G. Panczer and J. Yu,
Precise alignment of the collection ber assisted by real-
time plasma imaging in laser-induced breakdown
spectroscopy, Spectrochim. Acta, Part B, 2014, 92, 60–69.

19 Q. Ma, V. Motto-Ros, F. Laye, J. Yu, W. Lei, X. Bai, L. Zheng
and H. Zeng, Ultraviolet versus infrared: Effects of ablation
laser wavelength on the expansion of laser-induced plasma
into one-atmosphere argon gas, J. Appl. Phys., 2012, 111,
053301.

20 X. Bai, Q. Ma, M. Perrier, V. Motto-Ros, D. Sabourdy,
L. Nguyen, A. Jalocha and J. Yu, Experimental study of
laser-induced plasma: Inuence of laser uence and pulse
duration, Spectrochim. Acta, Part B, 2013, 87, 27–35.

21 Y. Zhao, L. Zhang, J. Hou, W. Ma, L. Dong, W. Yin, L. Xiao,
S. Jia and J. Yu, Species distribution in laser-induced
plasma on the surface of binary immiscible alloy,
Spectrochim. Acta, Part B, 2019, 158, 105644.

22 Q. Ma, V. Motto-Ros, X. Bai and J. Yu, Experimental
investigation of the structure and the dynamics of
nanosecond laser-induced plasma in 1-atm argon ambient
gas, Appl. Phys. Lett., 2013, 103, 204101.
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35 P. Poř́ızka, J. Klus, D. Prochazka, E. Képeš, A. Hrdlička,
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