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Currently, computational models based on density functional theory (DFT) are intensively used for the
analysis of electrocatalytic reactions and the design of enhanced catalysts. As the accuracy of these
models is subjected to the quality of the input data, knowing the intrinsic limitations of DFT is crucial to
improve computational predictions. A common pitfall of DFT is the estimation of the total energies of
molecules, particularly those containing double and triple bonds. In this review, we show how gas-
phase errors permeate thermodynamic and kinetic models of customary use in electrocatalysis,
potentially compromising their predictiveness. First, we illustrate how these errors can be identified and
provide a list of corrections for common molecules and functional groups. Subsequently, we explain
how the errors spread from simple reaction energy calculations to adsorption energies, scaling relations,
equilibrium potentials, overpotentials, and Sabatier-type activity plots. Finally, we list the remaining
challenges toward an improved assessment of energetics at solid—gas—liquid interfaces.

The massive emissions of oxidized carbon and nitrogen species urgently call for an energetic transition that restores the balance to the biogeochemical cycles of
those two elements. Electrochemical technologies such as electrolyzers are prominent alternatives to drive such a transition as they use electrical power from

renewable sources to convert C- and N-containing pollutants into valuable feedstocks. However, electrochemical technologies currently rely on catalysts based

upon scarce and expensive elements, which has motivated an intensive search for alternative materials preferably composed of earth-abundant elements.

Computational models based on density functional theory (DFT) are extensively used for this purpose thanks to their reasonable tradeoff between accuracy and
affordability. Nevertheless, DFT calculations usually entail large errors when predicting the energy of countless gaseous molecules commonly found as

reactants and products of electrocatalytic reactions. In this review, we show how to detect and correct these errors in the gas phase, so as to prevent their spread

over computational electrocatalysis models. The negative impact of these errors on the predictive power of electrocatalysis models is illustrated for a variety of

reactions belonging to the carbon and nitrogen cycles.

1. Introduction

Contemporary computational electrochemistry has fostered a
new era in the design of catalytic materials at the atomic
scale."™ Ever since the pioneering works of Ngrskov, Rossmeisl

and coworkers, DFT-based electrochemical models have been
extensively used to study and design efficient catalysts for key
reactions in sustainable development, such as hydrogen evolu-
tion, oxygen reduction and evolution, and the production of
fuels and commodity chemicals from CO,.>** Nowadays, com-
putational electrochemistry is a prominent tool to address the
colossal challenges of climate change and the much-needed
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energy transition.*

The reliability of DFT-based computational models depends
on the method employed to approximate the exact but unknown
universal exchange-correlation functional (xc-functional). This
poses an often unnoticed but important constraint in hetero-
geneous (electro)catalysis where gas-liquid-solid interfaces
ought to be suitably described, which is hardly achieved by a
single functional chosen among the existing families.">"> For
instance, hybrid functionals are widely used to accurately predict
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molecular properties but fail in the description of metals,"*™*®
whereas affordable functionals at the generalized gradient
approximation (GGA) provide fair results for conductive solids
and surfaces but possess serious limitations for gases, such
as the well-known overbinding of O, and N,."”*° Meta-GGA
functionals supposedly improve the deficiencies of GGAs for
molecules while maintaining the accuracy for solids and
surfaces, but their use in (electro)catalysis is still incipient due
to their high computational cost, convergence problems, and
because they have not been shown yet to outperform GGA
functionals in terms of chemisorption.'®>%>"

Although gas-phase errors in GGA functionals have been
exposed using datasets containing mainly small molecules,**>*
recent works show that such errors also permeate meta-GGA
and hybrid functionals for the prediction of thermodynamic
properties of molecules with environmental and industrial
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relevance, such as nitrates, carboxylic acids and several other
families of organic compounds, and hydrogen peroxide.>*>°
This implies that accurate estimations of basic properties and
parameters in electrocatalysis, such as adsorption/desorption
energies and equilibrium potentials, are not guaranteed by
simply climbing the so-called Jacob’s ladder of accuracy.*
In fact, accurate predictions may rely on error cancellation more
often than we think, which occurs when the DFT errors of the
reactants and products are similar.**** This condition is not
always met, as attested by the CO, reduction to CO and numer-
ous reactions among nitrogen oxides,*>** so it is advisable to
assess the gas-phase errors of each compound separately.
Because DFT-based models have become customary in (elec-
tro)catalysis and most often use GGA functionals, it is crucial to
assess the impact of gas-phase errors on their predictiveness.
In this review, we first summarize various methods for identifying
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and quantifying these errors. Next, we explain how they affect
calculated properties ranging from simple equilibrium potentials
and adsorption energies to more complex Sabatier-type analyses
based on scaling relations and volcano plots. Finally, we provide a
brief overview of the challenges lying on the way toward an
accurate DFT modeling of electrocatalytic reactions involving
molecules at surfaces.

2. Detection and quantification of DFT
gas-phase errors
2.1 Basic error formulations

For a reaction in the gas phase, the enthalpy (A.Hpgr) and
Gibbs energy (A.Gpgr) change can be estimated from DFT
calculations using the following equations:

ArHprr ~ AEprr + AZPE + JAdeT (1)

AGppr = AtHppr — TAS (2)

In eqn (1), AEpgr is the sum of the DFT energies of the products
multiplied by their respective stoichiometric coefficients minus
the DFT energies of the reactants also multiplied by their
respective stoichiometric coefficients. Analogously, AZPE is
the change in the zero-point energies of products and reactants
calculated through the harmonic oscillator approximation, and
JAC,dT is the change in the heat capacity contribution, which is
usually neglected because of the cancellation of the contributions
of products and reactants in the range of 0 to 298.15 K.®?%3°
However, we anticipate that this term may not be negligible
for reactions with numerous proton-electron transfers. In
eqn (2), TAS represents the difference between the total entropies
of the products and reactants, usually taken from thermodynamic
tables."**

Eqn (1) and (2) can be compared to the corresponding
experimental values (AiHeqp and A;Gep, respectively), thus
allowing to define a total DFT error (er) as per eqn (3).>>>*

&r = ArGDFT - ArGexp = ArFIDFT - ArI_Iexp (3)

Note in passing that the equality in eqn (3) only holds when
experimental TAS values are used in addition to the DFT
calculations, which is most often the case."®?>37*% Further-
more, the total error ¢r results from the errors of the products
(¢p) and the reactants (eg), as shown in eqn (4).>*** Importantly,
in eqn (4) the individual errors in &p and ¢g are multiplied by
their respective stoichiometric coefficients.

8"[:28}1*281{ (4)

When adsorption reactions are analyzed, the errors in the
catalyst ought to be considered. Because adsorbed species are
not free but part of the solid phase, their errors are expected to
be different from those of their molecular counterparts. So far,
only a few works can be found in the literature devoted to
pinpointing and estimating errors in adsorbates.’*™*' Here we

© 2024 The Author(s). Published by the Royal Society of Chemistry
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focus on gas-phase errors and encourage the future analysis of
errors in the solid state.

Finally, we note that convergence tests are usually carried
out to rule out that gas-phase errors come from an inadequate
selection of the setup of the DFT calculations. For plane-wave
codes, this is ensured by showing that the variations in the
Gibbs energy of a prototypical reaction are within 0.05 eV as a
function of the plane-wave energy cutoff,>*?>”28:3442

2.2 Pinpointing individual errors

Numerous studies have exposed significant DFT errors for several
molecules in the gas phase using different xc-functionals,>**™*
and AEppr has been identified as the main error source since the
ZPEs are generally in line with experiments,” simply because
the harmonic calculated vibrational frequencies are generally
rather accurate. As reasonable predictions of gas-phase energetics
should not rely on error cancellation, namely when ) ¢p =
> erin eqn (4), significant efforts have recently been devoted to
pinpoint and estimate the errors in AEpgr of gaseous compounds
in a systematic manner. The most common methods are the
following:

(i) Experiment-based statistical fitting. This approach was
used in the pivotal study of Peterson et al,® where DFT was
used to detail the electrocatalytic reduction mechanism toward
C; species from CO,.

To identify if a molecule or certain chemical structure is a
potential source of error, the authors collected several reactions
involving that molecule/structure and available experimental
reaction enthalpy data. Then, the DFT-calculated energies of
those reactions were compared to the experimental ones and
the mean absolute error (MAE) calculated. A statistical analysis
was performed by artificially varying the DFT-calculated energy
(Eppr) of the “problematic” molecule until the MAE was mini-
mized. The difference between the value that minimizes the
MAE and the calculated DFT energy of the molecule is taken as
its error. Statistical analyses can be performed simultaneously
for multiple compounds or structures provided that the set of
chemical reactions is sufficiently large and experimental data
are available.

Using this approach, the authors found large PBE errors for
CO (—0.51 eV) and large RPBE errors for CO, (0.45 eV) and
proposed the OCO backbone as a problematic group of atoms
that affects numerous compounds in the carbon cycle for RPBE,
including carboxylic acids and esters. In Fig. 1a, the sensitivity
analysis used to obtain the RPBE error of the OCO backbone is
presented: the MAE is minimized when an error of 0.45 eV is
assigned to the compounds including an OCO backbone in
their structure. The MAE of bystander reactions, that is the
reactions that do not involve OCO-containing species, remains
constant upon applying the corrections.

Along these lines, other studies have used experimental
formation enthalpies and free energies to show that functional
groups, as defined in organic chemistry, introduce systematic,
additive errors.>>** Fig. 1b shows how the PBE error of the
carbonyl group (-C=0-) is obtained using a set of 5 molecules
with known experimental formation energies after accounting

EES Catal., 2024, 2,157-179 | 159
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Fig. 1 Summary of the statistical methods that use experiments as a reference to identify and quantify the errors in the DFT energy of gas-phase
compounds. (a) The black line shows the MAE minimization through sensitivity analysis of the OCO backbone error for RPBE for reactions involving CO,,
HCOOH, CH3zCOOH and HCOOCHs. In red, the unaffected MAE of reactions not involving OCO-containing molecules. Reproduced from ref. 6
Copyright 2010, Royal Society of Chemistry. (b) Determination of the carbonyl group (-C—0O-) error in PBE from a dataset of 5 molecules, considering
that alkane groups (CH,) also contribute to the total error. Reproduced from ref. 34, licensed under CC-BY-NC-ND (https://creativecommons.org/
licenses/by-nc-nd/4.0/). (c) Functional groups with appreciable DFT errors in organic compounds. Adapted from ref. 25 Copyright 2021,

John Wiley and Sons.

for the respective linear alkane group error (-CH,),** and Fig. 1c
shows various C- and N-containing functional groups. The
errors in those groups were estimated for four GGA functionals
in a similar manner and are compiled in Table 1.

(if) Statistical fitting based on xc-functional ensembles.
Christensen et al. proposed to identify problematic molecules
and/or chemical structures by studying the systematic correla-
tions between DFT predictions instead of calculating errors
with respect to experiments.*° In this case, a set of reactions is
also used. In fact, the same reaction set used by Peterson et al.®
was used as a case study by Christensen et al.*°

In this correction scheme, the DFT energies of two reactions
obtained with different xc-functionals are compared. If a linear
correlation is obtained, it is considered that at least one error
source is present for all xc-functionals, namely an ill-represented

160 | EES Catal, 2024, 2,157-179

molecule/chemical structure. The slope of such linear relation is
rationalized as the change in the number of occurrences of the
problematic molecule/structure in the y-axis reaction versus
the change in the x-axis reaction. For example, Fig. 2 correlates
the reaction enthalpies of H, + CO, — HCOOH (reaction (2)) and
3H, + CO, —» CH30H + H,O0 (reaction (3)) obtained with several
xc-functionals. The authors used GGA functionals accounting or
not for van der Waals (vdW) interactions, such as BEEF-vdW and
PBE, and 2000 functionals obtained by varying the expansion
coefficients of BEEF-vdW.>* Advantageously, this approach allows
to predict errors in adsorbed species without using experimental
heats of adsorption, which are scarce in the literature.”!

If the OCO backbone is assumed to be the main error source
in the reactions of Fig. 2, a linear correlation with a slope of
0 is expected since the OCO backbone in the first reaction is

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 1 DFT errors of molecules and functional groups containing C, N,
O, and H, see also Fig. 1c

Molecule or functional group PBE PW91 RPBE  BEEF-vdW
0,° —046 —0.33 —0.74 —0.81
N, 0.34 0.38 —0.05 —0.32
Cco,’ -0.19 -0.15 —0.46 —0.56
co’ 0.24 025 —0.07 —0.18
H,O0,° —0.26 —023 —029 —0.34
NO? —0.07 0.05 —0.41 —0.58
NO,? —0.80 —0.66 —1.12 —1.27
NO,? —141 -1.26 -172 —1.92
N,0% —0.50 —0.41 -0.86 —1.10
HNO? —0.05 —0.01 —0.30 —0.43
HNO,? —0.54 —0.48 —0.78 —0.95
HNO,* —0.96 -0.87 —114 —135
NOsg ¥ —0.54 —0.48 —0.78 —0.95
NOj(aq) % -0.96 —0.87 —1.14 —1.35
¢is-N,0,? —-0.71 —-0.55 —1.25 —1.59
N,0,¢ -119 -1.06 -1.66 —2.04
N,0,4 ~1.80 —1.63 —2.22 —2.62
N,05% —2.04 -1.86 —2.42 —2.87
Amine, -NH, 0.00 0.00 0.04  —0.09
Nitro, -NO, —0.65 —0.57 —0.81 —1.08
Nitrate, -NO; -1.00 —091 —1.17 —1.45
Nitrite, -ONO —0.56 —0.50 —0.79 —1.02
Hydroxylamine, -(NH,OH,)- —0.16 —0.15 —0.15 —0.31
Phenyl, -Ph —0.06 —0.12 —0.13 0.17
Aniline, -(N-Ph)- —0.16 —0.21 —0.16 0.05
Hydrazine, -(N-N)- —0.09 —0.08 —0.05 —0.21
Amide, -(C—=0)NH, —0.17 —-0.15 —0.20 —0.38
Nitrile, -CN 0.10 011 —0.17 —0.33
n-Alkane*, -CH, 0.036  0.015 0.086  0.203
Iso-carbon alkane, -CH- 0.13 0.12 0.25 0.20
Neo-carbon alkane, -C- 0.22 0.21 0.38 0.27
Carbonyl, -C—=0-* —0.10 —0.10 —021 —0.27
Carboxyl, -(C=0)0-“ —0.19 —0.19 —0.27 —0.34
Hydroxyl, -OH* —0.04 —0.04 —0.01 —0.14

“ Errors obtained from ref. 26. Unmarked errors are taken from ref. 25.
b Errors obtained from ref. 34. ¢ Errors obtained from ref. 27. ¢ Errors
obtained from ref. 29. ¢ The errors of NO;(,q)~ and NO,(,q)~ correspond
to those of HNOy(,) and HNO,(,, respectively.>®!

preserved (it is present both in CO, and HCOOH) while in the
second reaction it is consumed, thus 0/—1 = 0. However, if the
C=0O0 error is assumed to be dominant, the observed slope of
0.5 is obtained as only one of the two C—0 in CO, is consumed
in the first reaction (HCOOH preserves one C—0), while the
two C—0 are consumed in the second reaction, hence —1/—2 =
0.5. After identifying the C—O bond as the main source of
error, its individual correction could be obtained by compar-
ison to experimental data following the approach described
before in (i). Note in passing that the errors associated to
adsorbed species can also be calculated for a given adsorbate
and material by means of adsorption-energy scaling relations,
as explained in detail in Section 5.%°

(iii) Deterministic error isolation using formation energies.
Unlike the previous two approaches, this one is not statistical
and only requires the experimental formation energy of a gas-
eous compound to determine its DFT error.”>*° The formation
reaction of a generic gaseous compound H,NgC,O; from its
elements in their standard states can be written as follows:

0
%HQ + gNQ + yC + 502 — HzN/;C}-O(s (5)

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Correlations between the enthalpies of reactions 2 (H, + CO, —
HCOOH) and 3 (3H, + CO, — CHsOH + H,0) calculated with ensembles
of xc-functionals. Each color represents the result for a functional: PBE in
blue, RPBE in red, vdW-DF in green, vdW-DF2 in orange, BEEF-vdW in
black and outlined in red, and the ensemble of functionals obtained from
BEEF-vdW are in gray. The red cross corresponds to the experimental
value. Reproduced with permission from ref. 40, licensed under CC-BY 3.0
(https://creativecommons.org/licenses/by/3.0/)/Cropped from original.

From eqn (3), the total DFT error of the formation reaction of the
compound H,N;C,Os can be expressed as:

_ DFT exp
&r = AfGHyN/;CVOa - AfGH“N/;C-,O,;
_ DFT exp
= AfH]-[“N/;CT,O(; - AfHHG(N/;C,O(; (6)

The use of enthalpies (AfHIe_f‘fNﬁC_o)) or Gibbs energies

(AfG;’;fNﬁCTOd) is facultative and usually depends on the avail-

ability of experimental data. In principle, the errors calculated
from free energies and enthalpies should be identical. However,
it is probably more advisable to make the error assessment on
the basis of Gibbs energies, as they are connected to the
equilibrium potentials of electrochemical reactions, see Section
3. Moreover, by means of eqn (4), the total error can be further
decomposed into the difference between the errors of the
reactants (H,, N,, C, and O,) and products (H,N;zC,Os) consider-
ing their stoichiometric coefficients given in eqn (5).

o p 1
&r = SH;(N/fC«/vO,j - E{;Hz + ECNZ + Yvéc + 5802 (7)

If eqn (6) and (7) are combined, the DFT error of the gaseous
compound H,N;C,0O; can be isolated:

o p J
€H,N;C,05 = (AFGE%,;C,O& + ESHz + §8N2 + yéc + ESOZ)
— A Gng/;C,O(; (8)

Eqn (8) can be simplified by noting that DFT usually yields
good predictions for hydrogen*® and graphene, which is often
employed as the reference to model carbon instead of graphite
due to the weak interlayer forces of the latter.>*>® Hence, eq, X
¢¢ & 0. Furthermore, ¢o, can be explicitly calculated from the

1
water formation reaction (WFR: H, + EOZ — HgO) assuming

EES Catal., 2024, 2,157-179 | 161
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Fig. 3 Errors of several nitrogen oxides as a function of the number of
oxygen atoms in their structure for various xc-functionals: (a) PBE, (b)
PW91, (c) RPBE, and (d) BEEF-vdW. In all panels, blue, red, and green are
the trends of molecules with the general formulas N,O,, NO,, and HNO,,
respectively. The linear equation is reported in each case. Reproduced
from ref. 29, licensed under CC BY 4.0 (https://creativecommons.org/
licenses/by/4.0/).

that the error in the calculated energy of H,O is negligible,*

1
and ¢y, from the ammonia synthesis reaction® <ASR: iNer

%Hz — NH3>, as NH; is also reasonably well described by

DFT.*® From the WFR we obtain eqn (9), and the ASR yields
eqn (10).

to, = —2(AGwrr — AcGiwbr (9)

en, = —2(ArGRsr — ArGRR) (10)

In Fig. 3, the DFT errors of different nitrogen oxides (N,O,
HNO,, and NO,) calculated using eqn (8)-(10) for four xc-
functionals are shown as a function of the number of oxygen
atoms in the molecules.

(iv) Chemically intuitive and automated approaches.
Recent work®® proposed a chemically intuitive sequence to
decompose the DFT error of a molecule into contributions
from specific groups of atoms and/or bonds. To deconvolute
the errors, a set of molecules sharing structural similarities is
necessary. Consequently, as a case study, the authors analyzed
thirteen compounds containing nitrogen, oxygen, and hydro-
gen. The full dataset can be corrected in three different ways, as
summarized below.

First, one can assume that the DFT errors of groups of atoms
are equal to those encountered in analogous molecules, and
then sequentially correct the errors of larger compounds (e.g.,
the molecule NO, is analogous to the ONO backbone in HNO,
and HNO; and, thus, their errors are assumed to be identical).
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In principle, the sequence progresses from simple (small) to
complex (large) molecules. The flowchart of this procedure,
referred to as ‘“‘sequential”, is provided in Fig. 4, where each
gray step deals with a specific group of atoms.

Second, as shown in Table 2,>® a matrix representation of
each molecule can serve as the basis to identify ill-described
bonds within the molecules of the dataset. Once the structure
of each molecule in the dataset is represented by the (single,
double, triple) bonds between the atoms, an automatic optimi-
zation can be made using as free parameters the errors in the
bonds. Along the lines of previous approaches,**® the MAE and
MAX (or combinations thereof) with respect to experimental
formation energies can be used as objective functions and
minimized. In principle, this requires less human input than
the method based on chemical intuition but leads to larger
residual errors upon optimization. This procedure is referred to
as automatic optimization 1 (AO1). For instance, HNO;() con-
tains two N-O bonds and one N—O bond, as shown in Fig. 5a.

Third, the errors of the groups of atoms identified by means
of the sequential approach are set as adjustable parameters in
an optimization problem, see Table 2. Since there are several
possibilities to represent the molecules, multiple representa-
tions may lead to different correction schemes with varying
performance. In such cases, it is advisable to make an ensem-
ble of representations and choose the one providing lower final
errors. We refer to this procedure as automatic optimization 2
(AO2). Fig. 5b depicts how HNO;() can be decomposed into
ONO and NOH groups.

Fig. 6 summarizes the performance of the (i) sequential, (ii)
AO1, and (iii) AO2 approaches when used to correct the PBE-
calculated Gibbs energies of the thirteen nitrogen compounds
listed in Table 2. The MAE and MAX values before and after the
corrections are shown for each method. Table 3 shows the
problematic groups of atoms and/or bonds identified by each
method with their respective errors. All the methods substan-
tially decrease the large, uncorrected MAE (0.83 eV) and MAX
(1.98 eV) obtained with plain PBE. Moreover, the three methods
use the same number of variables: both AO2 and the sequential
approach identified five problematic structures, and AO1
employs five different bonds to correct the errors in the Gibbs
energies. AO2 yields the lowest errors (final MAE/MAX of 0.05/
0.08 eV), followed by the sequential method, which resulted in a
similar MAE of 0.07 eV but a larger MAX of 0.19 eV. Finally, AO1
produces the largest residual errors, with a MAE of 0.11 eV and
a MAX of 0.26 eV.

2.3 Anticipating error cancellation

Once estimated, the DFT errors of the molecules can be used to
anticipate the degree of error cancellation in a chemical reaction.
Granda-Marulanda et al.®* assessed the errors of CO, and CO
and noted a constant difference between them of ~0.40 eV for
various GGA functionals, see Fig. 7. Hence, DFT at the GGA level
is unable to simultaneously provide an accurate description of
both molecules and one cannot rely on error cancellation for
several important catalytic reactions, such as CO, electroreduc-
tion to CO and CO electrooxidation to CO,, and the water-gas

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Flowchart of the chemically intuitive sequential method to detect the gas-phase errors of increasingly large molecules with N, O and H. Blue
parallelograms represent the different sets of molecules and gray boxes represent the evaluation of specific errors in their thermochemical data.
Reproduced from ref. 28, licensed under CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/).

shift and its reverse reaction in heterogeneous catalysis. Similarly,
it has been shown that the error difference between the nitro
and nitrite functional groups is also constant and no larger than
~0.10 eV for different GGAs.?® In view of such moderate errors, for
reactions between similar species or functional groups, such as the
nitro-nitrite isomerization, error cancellation can be expected.
Before closing this section, we note that the aforementioned
methods are based on different considerations and thus yield
different types and number of errors, with varying numerical
results. Depending on data availability and the nature of the
intended calculations, one could be preferred over the others.
However, as each approach is formulated differently, it is
advisable to consistently use the same approach throughout a
given study. Regardless of the scheme chosen, a detailed
appraisal of gas-phase errors is advised at the early stages of
any DFT-based electrocatalysis study for the reasons explained
in the next sections. Furthermore, we emphasize that the values
in Table 1 can be used to model any electrocatalytic reaction
involving the species and functional groups therein, as long as
the compounds are in the gas phase. Of course, the specific
values of the errors do change from one xc-functional to

© 2024 The Author(s). Published by the Royal Society of Chemistry

another and may change when using different codes, pseudo-
potentials, or sets of calculation details.

3. Effects on thermodynamic
properties
3.1 Reaction energies and equilibrium potentials

A variable of great interest in electrochemistry is the equili-
brium potential (U°), which indicates the maximum voltage a
spontaneous redox reaction can deliver or, conversely, the
minimum voltage that must be supplied to drive a nonsponta-
neous redox reaction.>® Moreover, the equilibrium potential is
necessary to calculate the thermodynamic overpotential, which
is often used by CHE-based models as a metric for the catalytic
activity of materials. In this order of ideas, the equilibrium
potential is a reference point for the optimization and design of
catalysts, both in theory and experiments.™®*%

For a reduction reaction, U° is related to the reaction Gibbs
energy (A;G) and the number of transferred electrons (n) by
means of eqn (11).

EES Catal., 2024, 2,157-179 | 163


https://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3ey00126a

Open Access Article. Published on 29 September 2023. Downloaded on 2/12/2026 11:40:23 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Review

Table 2 Two matrix representations of nitrogen compounds.?® The
columns under “bonds” represent the molecules in terms of the bonds
present in the structure, as used in AOl. The columns under “groups of
atoms” decompose the molecules in groups of two or three atoms, as
used in AO2. The values show the number of instances each bond and
group of atoms are found in the molecules. A negative number is used for
cis-N,O; in the groups of atoms to avoid the double counting of its NN
group. As NH bonds are usually well described, they are not considered in
the analysis. Data taken from ref. 28, licensed under CC BY 4.0 (https://
creativecommons.org/licenses/by/4.0/)

Bonds Groups of atoms

Species N-O N—O N-N O-H ONO NNO NOH NN

NH,OH 1 0 0 1 0.0 0.0 1.0 0.0
NO 0 1 0 0 0.0 0.0 0.0 0.0
HNO 0 1 0 0 0.0 0.0 0.0 0.0
NO, 1 1 0 0 1.0 0.0 0.0 0.0
NO; 2 1 0 0 1.5 0.0 0.0 0.0
transsHNO, 1 1 0 1 0.5 0.0 1.0 0.0
cis-HNO, 1 1 0 1 0.5 0.0 1.0 0.0
HNO; 2 1 0 1 1.0 0.0 1.0 0.0
N,O 0 1 1 0 0.0 1.0 0.0 0.0
cis-N,O, 0 2 1 0 0.0 2.0 0.0 —-1.0
N,O3 1 2 1 0 1.0 1.0 0.0 0.0
N,O, 2 2 1 0 20 00 0.0 1.0
N,Os5 4 2 0 0 2.0 0.0 2.0 0.0

(a) AO1 on HNO;,, (b) AO2 on HNO,

//o ------ 111_\ / 0-\\\

- N+ e { 1
HO-N{ HO4N% |
. VX !

o "0/

Fig. 5 (a) Chemical bonds present in HNOgzg) as identified in AO1: N-O in
red and N=—O in blue. (b) NOH (encircled in red) and ONO backbones
(enclosed in blue) identified in HNO3q) as per AO2.

U° = —AGIn (11)
Eqn (11) shows that if gas-phase errors lead to ill-calculated
Gibbs energies, the equilibrium potential will also be affected.
For instance, this has been illustrated for the CO,RR to CO,
where the gas-phase errors lead to a DFT-calculated reaction
energy that differs by ~0.4 eV from experiments and the
equilibrium potential differs by ~220 mV from the experi-
mental value.** It also follows from eqn (11) that the errors in
U° are typically smaller than for AG, as 7 is usually equal to or
larger than two in electrocatalytic reactions. As a result, small
errors in U° may not be indicative of a good description of the
gas phase. This has been shown for the electrochemical ammo-
nia synthesis reaction using PBE: its reaction energy deviates by
0.34 eV, whereas its equilibrium potential is only shifted by
~57 mv.”

Table 4 compares the DFT-calculated Gibbs energies and
equilibrium potentials with experiments for five reactions. The
predictions of different xc-functionals are shown in each case.
The last column shows that the errors (DFT minus experi-
ments) in the equilibrium potential (ey0) are a fraction of the

164 | EES Catal., 2024, 2,157-179

View Article Online

EES Catalysis

NH,OH NO HNO NO,
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-1.6 MAX = 0.26 eV
AO2 corrections
-1.8 MAE =0.05 eV
MAX = 0.08 eV
-2.0

oxidized nitrogen compounds

Fig. 6 Initial and final errors in the PBE-calculated Gibbs energies of
thirteen nitrogen compounds after being corrected by a chemically intuitive
sequential approach (in green), an automated bond-based approach (AO1,
in orange), and an automated version of the chemically intuitive, sequential
approach (AO2, in cyan). Reproduced from ref. 28, licensed under CC BY
4.0 (https://creativecommons.org/licenses/by/4.0/).

Table 3 PBE-calculated errors in bonds and groups of atoms present in
the nitrogen compounds in Table 2 and Fig. 6, as predicted by three
different approaches. Data taken from ref. 28, licensed under CC BY 4.0
(https://creativecommons.org/licenses/by/4.0/)

Method N-H N-O N—=O N-N O-H NOH ONO NNO
AO1 0.00 —-0.42 -0.29 -0.26 0.18 — — —

AO2 0.00 — — —-0.07 — —-0.09 -0.87 —-0.42
Sequential 0.00 — — —-0.24 — —-0.15 —0.79 —0.49

errors in the Gibbs energy (¢a.¢). In fact, for the CO, reduction
to CH, (last row), the substantial BEEF-vdW free-energy error of
0.81 eV yields an equilibrium potential error of only ~100 mV.

T T T T T T T
no errors
0.0} Py A
8 PWO1
0.2k -
> PBE
— €co = €oo — 0.40
i ) i
-
w(.)
04 i
L ® RPBE i
0.6 BEEF-vdW -
1 1 1 1 1 1 1
0.4 0.2 0.0 0.2 0.4
€0 / eV

Fig. 7 Correlation between the gas-phase errors in CO and CO, for
various xc-correlation functionals. The hypothetical perfect agreement
between DFT and experimental values is marked in dark green.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 4 DFT-calculated Gibbs energies and equilibrium potentials using several xc-functionals along with the experimental values (found next to each
chemical reaction). In the fourth and fifth columns, the errors in the free energy and equilibrium potential (8A,o and ¢ppo, respectively) are shown for each
xc-functional. The Gibbs energies are given in eV and the potentials in V vs. RHE

DFT Error
Reaction xc-Functional® AG v° e &0
(1) Oy + 2H'(aq) + 267 > Hy0p00q) AG = —1.36 U° = 0.68 PBE** —1.14 0.57 0.22 —0.11
RPBE** —0.90 0.45 0.46 —0.23
BEEF-vdw®* —0.88 0.44 0.48 —0.24
SCAN®* —-1.10 0.55 0.26 —0.13
TPSS®* —0.92 0.46 0.44 —0.22
PBE0®** —-1.18 0.59 0.18 —0.09
B3LYP** —1.12 0.56 0.24 —0.12
(2) Opg) + 4H' (o) + 4~ - 2H,0)  AG = —4.92 U° = 1.23 PBE* —4.46 1.11 0.46 —0.12
RPBE>® —4.18 1.04 0.74 —0.19
BEEF-vdW?° —4.11 1.03 0.81 —0.20
SCAN —4.45 1.11 0.47 —0.12
TPSS —4.06 1.01 0.86 —0.22
PBEO —4.68 1.17 0.24 —0.06
B3LYP —4.57 1.14 0.35 —0.09
(3) Ny + 6H'(aq) + 66 — 2NH;()  A,G = —0.34 U° = 0.06 PBE* —0.68 0.11 —0.34 0.06
RPBE* —0.31 0.05 0.03 0.00
BEEF-vdwW?° —0.03 0.01 0.31 —0.05
SCAN —0.67 0.11 —0.33 0.05
TPSS>® —0.19 0.03 0.15 —0.02
PBE0*° —0.91 0.15 —0.57 0.09
B3LYP* —0.48 0.08 —0.14 0.02
(4) COyg) + 8H'(aq) + 8¢~ — CHyg) + 2H,0(,) AG = —1.17 U° = 0.15 PBE* —-0.97 0.12 0.20 —0.03
RPBE** —0.65 0.08 0.52 —0.07
BEEF-vdw?* —0.36 0.05 0.81 —0.10
SCAN —1.08 0.14 0.09 —0.01
TPSS —0.59 0.07 0.58 —0.07
PBEO —1.37 0.17 —0.20 0.02
B3LYP —1.01 0.13 0.16 —0.02
(5)° 2NO; " (aq) + 12H (aq) + 106~ — Ny + 6H,0() AG = —12.44 U° = 1.24 PBE —10.22 1.02 2.22 —0.22
RPBE —10.26 1.03 2.17 —0.22
BEEF-vdW —10.10 1.01 2.34 —0.23
SCAN —10.95 1.10 1.48 —0.15
TPSS —10.08 1.01 2.36 —0.24
PBEO —11.51 1.15 0.93 —0.09
B3LYP —11.79 1.18 0.64 —0.06

“ The values for the unreferenced functionals were obtained in this work. ? Calculations of NOj(,q) are based on the DFT-energies reported in
ref. 29 and experimental data®® following the approach in ref. 51. In all the cases, the differences between the integral of the specific heats of the
products and reactants from 0 K to 298.15 K were neglected when computing the DFT free energies of reaction.

Again, we stress that small errors in equilibrium potentials are
not necessarily indicative of agreement between DFT and
experiments, and resorting to reaction energies is advisable.
The results in Tables 1 and 4 indicate that some xc-functionals
provide outstanding results for certain molecules and reactions
while performing poorly in other cases. For instance, RPBE dis-
plays the lowest errors in A,G of the ammonia synthesis reaction
(0.03 eV and an error in U° of —0.01 V) but displays errors above
0.45 eV for reactions involving oxygen-containing compounds.
Similarly, PBEO outperforms GGA and meta-GGA functionals in
nearly all cases except the ammonia synthesis reaction, where it
yields the worst prediction (an error of 0.57 eV). That said, some
overall conclusions can be extracted: in general, the MAEs of GGA/
meta-GGA functionals are similar for reactions (1)-(4) in Table 4
(0.39/0.35 eV, 0.67/0.67 eV, 0.23/0.24 eV, and 0.51/0.34 eV,
respectively) and so are the MAXs (0.48/0.44 eV, 0.81/0.86 eV,

© 2024 The Author(s). Published by the Royal Society of Chemistry

0.33/0.34 eV, and 0.81/0.58 €V). Except for the ammonia synthesis
reaction, hybrids perform better than GGA and meta-GGA func-
tionals, producing the lowest MAEs and MAXs for the reactions in
Table 4 (reaction 1: MAE = 0.21, MAX = 0.24 eV; reaction 2: MAE =
0.29, MAX = 0.35 eV; reaction 4: MAE = 0.18, MAX = 0.20 eV;
reaction 5: MAE = 0.79, MAX = 0.93 eV), with B3LYP generally
providing the lowest errors. Nevertheless, all these results show
that while some functionals perform better than others, the
specific errors are generally not small enough to yield accurate
predictions (e.g., MAE/MAX values below 0.10 eV). For instance,
the errors of B3LYP for reaction 5 are >0.30 eV in Table 4. We
note that once the errors are corrected, the experimental results
are mimicked by all functionals. Therefore, in general, gas-phase
corrections are advisable regardless of the xc-functional used.
Error analyses can also be extended to reactions where
solvated and liquid compounds are involved. For aqueous

EES Catal., 2024, 2,157-179 | 165
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Fig. 8 Gibbs energy scale for HNOs relating the free energies of different
states. Reproduced from ref. 51 Copyright 2013, Royal Society of Chemistry.

compounds, the DFT energies of gas-phase references are com-
bined with experimental data to circumvent the DFT modelling of
liquids, which is arduous."®*°®® A clear example is the DFT
modelling of nitrate (NOj(,q)~) from gaseous HNO,.”" In this case,
the free energy of gaseous HNOj;, easily obtained from DFT, is
combined with the experimental vaporization (0.075 eV) and
solution free energies (0.317 eV) to indirectly obtain the free
energy of NO3(,q)~,° as shown in Fig. 8. This semiempirical energy
can then be used to calculate the equilibrium potential of nitrate
reduction reactions. Given that the error in the DFT-calculated free
energy of HNO; is larger than 1 eV for several GGA and meta-GGA
xe-functionals,**?®?%*! overlooking it leads to seriously impaired
reaction energies and equilibrium potentials, especially for reac-
tions with small number of transferred electrons.

3.2 Adsorption and desorption energies

When modelling electrocatalytic reactions, adsorption and
desorption steps occur at least once and are, therefore, central
in the analysis. The adsorption of species A on a free surface
site (¥) can be represented as follows:

View Article Online
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A+* 5 A

(12)

Note that the desorption step is just the opposite process of
eqn (12). The Gibbs energy of adsorption can be defined as:

AGAPS = Gup — G+ — Gy, (13)

As in eqn (1) and (2), an accurate estimation of the adsorption
energy of A (G-,) depends on accurate DFT calculations of the
total energy of A (G,), usually a gaseous or a liquid/solvated
species.’™*® Thus, gas-phase errors directly affect adsorption/
desorption energies.

Besides, gas-phase errors might modify the adsorption/
desorption energies such that intermediate adsorption/desorption
steps become (or cease to be) limiting in a reaction. In principle,
when the binding is considerably modified by gas-phase correc-
tions, opposing strategies to optimize a given catalyst may be
obtained before and after the corrections. Consider the coupling
reaction Ag) + B — AB(y), with e, representing the DFT gas-
phase error of ABg,. Fig. 9 shows the adsorption of A and B, their
surface coupling, and the desorption of AB. The inset shows a
schematic bar plot for the desorption Gibbs energy of AB(,) when
the gas-phase errors are not considered and when they are
accounted for, the difference being ¢,g, following eqn (4). Catalyst
deactivation by site blocking is likely to be observed if the
magnitude of the correction term e,p is such that the corrected
desorption energy is larger than 0.75 eV, which is an accepted
threshold for viable kinetics at room temperature.®®’® However,
this deactivation would not be predicted by the uncorrected
results. Further examples are provided in the next sections.

4. Implications for free-energy
diagrams
4.1 Free-energy diagrams

DFT allows us to estimate, within a reasonable timeframe, the
energies of adsorbed intermediates, which is something usually
not attainable in experiments, in particular for short-lived

Ag) + Bg — AB,

0 =

1 AGY® 1 AGE®
Ac"\‘co:)upling

-AGry

0.75 eV 4

=
I

uncorrected

corrected

Fig. 9 Scheme of a catalytic coupling reaction. Inset: Desorption energy of AB before (in red) and after (in green) correcting gas-phase errors. In the
example, without gas-phase errors, easy desorption is predicted, whereas site blocking is predicted upon incorporating them. Adapted from ref. 25

Copyright 2021, John Wiley and Sons.
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species. From the Gibbs energies of the intermediates and the
CHE model," it is possible to build free-energy diagrams for
entire electrochemical reaction networks. These diagrams are
used (i) to establish the feasibility of a given reaction pathway at
different applied potentials and pH, and (ii) to quantify the
catalytic performance of several materials through the identifi-
cation of the potential-limiting step and the calculation of the
overpotential. In fact, free-energy diagrams are arguably the
most widespread activity plots in electrocatalysis.®%"%7!

4.1.1 The ideal catalyst. The free-energy diagram of a
reaction on the ideal catalyst allows to determine the best
electrocatalytic conversion that complies with the laws of
thermodynamics, thus providing a starting point toward the
modelling, design and benchmarking of real catalysts.'®"2
For the ideal catalyst, all electrochemical steps have the same
free energy variation at 0 V vs. RHE, which implies that the
reaction energies of those steps are null at the equilibrium
potential. In other words, the ideal catalyst is energetically
symmetric, and its diagram for a reduction reaction is obtained
by dividing the reaction Gibbs energy by the total number of
electrochemical steps. Consider the case of oxygen reduction to
water: the standard free energy of is —4.92 eV and four electrons
are transferred, so at 0 V vs. RHE one has that AG; = AG, = AG; =
AG,= —1.23 V.

As mentioned before, if an electrocatalytic reaction involves
gas-phase compounds, the DFT errors will affect the equili-
brium potentials, which distorts the free-energy diagrams of
ideal catalysts. For the 4-electron O, reduction and evolution
reactions on the ideal catalyst (Table 4),> the errors in O, (¢o,)
are usually above 0.30 eV for several functionals. These errors
are not only detrimental to the calculation of the equilibrium
potential but also to the energetics of individual reaction steps,
preventing the accurate estimation of limiting steps. For
instance, the reaction energy for oxygen reduction calculated
with RPBE is —4.18 eV, according to Table 4. This means that
RPBE predicts that oxygen reduction is not as exothermic as it
should (by more than 0.70 eV) and, as a result, the equilibrium
potential is as low as 1.04 V vs. RHE. This corresponds to an
error of around 200 mV.

Similarly, the oxygen reduction reaction to hydrogen peroxide
on the ideal catalyst using several xc-functionals was studied
recently (Table 4).>” This reaction involves the errors in mole-
cular oxygen and hydrogen peroxide, ¢o, and éy,0,, which are
large and different for GGA, GGA-vdW, meta-GGA, and hybrid
xc-functionals.>” In Fig. 10a, the free-energy diagram for H,0,
production at 0 V vs. RHE without gas-phase corrections is
shown. Fig. 10b shows the diagram with gas-phase corrections
applied only to O,. In both cases, the ideal catalyst predicted
using experimental data is shown in black. Only when both &g,
and &y o, are corrected can DFT mimic experiments.

Furthermore, Fig. 10a shows that before O, and H,0, are
corrected, DFT at different rungs of Jacob’s ladder under-
estimates the reaction energy and the equilibrium potential.
As a result, the free-energy diagram of the ideal catalyst deviates
considerably from what can be expected from experiments.
Once the O, error is corrected, DFT gives more negative

© 2024 The Author(s). Published by the Royal Society of Chemistry
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CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/).

estimates of all the energies. The switch is introduced by
ém,0,, which is negative for all the DFT functionals scrutinized,
see Table 1.

4.1.2 Real catalysts. Most often, real catalysts do not display
symmetric free-energy diagrams as ideal catalysts do, although
enzymes and highly active materials tend to be relatively
symmetric.”””* This entails additional challenges with respect
to the modelling of the ideal catalyst and calls for the concept of
onset or limiting potential, which corresponds to the lowest
potential guaranteeing that all electrochemical steps along the
reaction pathway are downhill in energy (i.e., exergonic). Note
that, by definition, the limiting and equilibrium potentials are
identical for the ideal catalyst. Within the computational hydro-
gen electrode model," the effect of the potential (U) on the energy
of an electrochemical step is given by the term eU in eqn (14).

AG(U) = AG° + eU (14)
where A,G° is the reaction energy at SHE conditions (pH =0, T=
298.15 K, and zero potential).!

Limiting potentials may sometimes be affected by gas-phase
errors, and free-energy diagrams are suitable tools to visualize
and rationalize such effects. In fact, the influence of ¢co, and
&co has been shown on CO, reduction to CO on Au electrodes,**
and close agreement with experiments is reached if these errors
are corrected. Fig. 11 shows the PBE-calculated free-energy
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diagrams of CO, reduction to CO following the standard path-
way via *COOH and *CO,”* with uncorrected and corrected
Gibbs energies. For Au(111) electrodes, the first hydrogenation
is the potential-limiting step, and the energy decreases from
0.90 to 0.71 eV once the CO, Gibbs energy is corrected by —0.19 eV,t
which is the PBE error for CO, (Table 1).>* Accordingly, the
onset potential changes from —0.90 to —0.71 V vs. RHE,
compared to the experimental onset potential of —0.66 V vs.
RHE,”” so the difference with respect to experiments is reduced
from 0.24 to 0.05 V once the gas-phase errors are corrected.
This analysis was made for numerous metal electrodes and the
calculated onset potentials were found to approach the experi-
mental ones upon correcting the DFT errors, see Fig. 12.

We note in passing that free-energy diagrams also show the
effects of the gas-phase errors on the reaction energy (and thus
on the equilibrium potential), which were previously assessed
through eqn (11) in Section 3. In Fig. 11, the reaction energy
goes from 0.63 to 0.20 eV, which is the experimental value.*®

Finally, free-energy diagrams are also affected when inter-
mediate desorption takes place within an electrocatalytic reaction.
This can lead to different strategies to optimize a given catalyst, as
exemplified in Fig. 13 for the hypothetical electrocatalytic
reduction of ABg, to AH,y) and BHyg, in which four proton-
electron transfers take place: AB) + 4 (H' + €7) — AHj() + BHy).
In this reaction, it is assumed that either (i) AB() and AH, are
properly described by DFT (eap X ean, ~ 0) or (ii) have already
been corrected, which makes BH,() the only source of errors.
Fig. 13 presents the free-energy diagram of the reaction, con-
sidering the energy level of the intermediate desorption of BH,(y
with and without gas-phase corrections. Without corrections,
the potential-limiting step (PLSunc) is the desorption of BHy(
(second proton-electron transfer). After correcting the gas-phase
error, the energy of the desorption step decreases by as much
as the error in BHy( (¢gn,) such that the first proton-electron
transfer is the actual potential-limiting step (PLS.or). The inset

168 | EES Catal., 2024, 2,157-179

of Fig. 13 depicts how the potential of the second hydrogenation
is modified by including the gas-phase correction compared to
the energy of the first hydrogenation step. Thence, *AB — *ABH
should guide the optimization of the catalyst instead of *YABH —
*A + BHy(g).

5. Scaling relations and volcano plots
5.1 Scaling relations

When two sets of adsorption energies on various materials are
plotted against each other, a linear relationship may emerge,
especially when the adsorbates bear some similarities.”®™®?
Adsorption-energy scaling relations reveal linear connections
between the intermediates of electrocatalytic reactions and
enable the making of systematic, trend-based studies to under-
stand the working principle of catalysts and design enhanced
active sites."”>'"’* In addition, there are linear relationships
between adsorption energies and thermochemical, structural
and electronic features of materials, which have been widely
used for catalyst screening and design.®*®* Fig. 14a displays
linear relations between the adsorption energies of different
atoms (C and Si, N and P, O and S, F and Cl) on top sites of
near-surface alloys of Pt(111) and transition metals while
Fig. 14b and c show examples of two different sets of
adsorption-energy scaling relations: (i) adsorption energies as
a function of a structural descriptor, namely the generalized
coordination number (CN),**"®® and (ii) the adsorption ener-
gies of *OOH, *O and *OH as functions of the energies of
formation of bulk metal oxides (MO), LaMO; perovskites, and
SrMO; perovskites (M: metals between Ti and Cu).

As discussed in Section 3, DFT gas-phase errors influence
adsorption energies. Therefore, gas-phase errors affect
adsorption-energy scaling relations. Because the errors are con-
stant for a given xc-functional and a fixed pair of adsorbates, the

© 2024 The Author(s). Published by the Royal Society of Chemistry
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offsets of scaling relations are modified but the slopes remain
unchanged. This is shown in Fig. 15 for the scaling relations
between the RPBE-calculated adsorption energies of *NOj3, *NO,,
and *NO on a series of metalloporphyrins with different
transition-metal centers. Since *NO;, *NO,, and *NO have sizable
gas-phase errors (—1.72, —1.12, and —0.41 €V, respectively), each
data point in Fig. 15 is displaced along the direction of the &y
vector (in brown) once the energies are corrected. The corres-
ponding abscissa component of ¢r is the nitric oxide error, &xo,
whereas the ordinate components correspond to éno, and éno in
panels a and b, respectively. For example, in the plot of AGxo, vs.
AGno the uncorrected intercept is 0.47 eV and the slope is 1.76.
Given that éno, = —1.72 eV and eno = —0.41 eV, the corrected
intercept is 0.47 — 1.72 + 1.76 x 0.41 = —0.52 €V.

We note in passing that while scaling relations are conven-
tionally defined for the adsorption energies of two species on

© 2024 The Author(s). Published by the Royal Society of Chemistry
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several materials calculated with a fixed computational setup, it
is also possible to define them for two species on a given
material calculated with various computational setups. Such
scaling relations can help detect systematic anomalies in
adsorption energies, as illustrated for RuO, and *O, *OH and
*OOH, for which an anomaly in the adsorption energy of *O
was exposed that explains the incorrect activity prediction for
oxygen evolution provided by the CHE for this material.>*%>%°

5.2 Volcano plots

Scaling relations can be used to build Sabatier-type volcano
plots, which are extensively used to display the trends in
electrocatalytic activity of materials as a function of a given
descriptor or a combination of them."7"#891:92 Thege plots
also establish the conditions for optimal catalysis, found at the
top of the volcano, and have led to the discovery of promising
electrocatalysts for important reactions.>”*°>%

If a metric for the catalytic activity is plotted against the
energy of a key intermediate, bidimensional volcanoes are
obtained. If the activity is plotted as a function of two or more
intermediates, multidimensional volcanoes appear. An example
of a bidimensional volcano plot is that of the oxygen evolution
reaction on a variety of materials, shown in Fig. 16a. In turn,
Fig. 16b is a contour plot relating the binding energies of *OH
and *C,0, with the activity for CO electroreduction to ethanol on
different metals.

Because scaling relations are modified by gas-phase errors,
it is expectable that volcano plots will also be affected by them.
The effects depend on whether the limiting steps involve a gas-
phase compound, as discussed below. First, let us consider the
volcano plot in Fig. 17a for the ASR on metalloporphyrins using
the PBE functional and AGny, (* + NH; — *NH, + H' + e”, with
NH; assumed to be well-described by DFT,*® see Section 2,
approach iv) as an activity descriptor. In this volcano, Uy, refers
to the potential of the limiting reactions and is calculated as
U, = —AG,/n, where AG;, is the energy of the potential-limiting
step in eV and n is the number of electrons transferred
(typically 1 for an electrochemical step). Hence, if AGy, involves
gaseous compounds the errors of which are not corrected, it
will yield an uncorrected Uy, (red volcano). If the gas-phase
errors are taken care of, a corrected Uy, will be obtained (green
volcano). The right leg of the volcano is usually limited by the
hydrogenation of N,, which has a sizable gas-phase error
(Table 1), while the left leg is limited by the hydrogenation of
adsorbed *NH, to produce NH;.°*%” The reaction on the left leg
is not modified by the corrections because NHj; is thought to be
well described by DFT. It is observed in Fig. 17a that upon
correcting the errors, the volcano is not symmetrically
reshaped, and the impact of that in catalysis is presented in
Fig. 18a.

According to recent work,** knowledge of the potential-
limiting steps suffices to analytically predict the effect of gas-
phase errors on volcano plots. This is shown in Fig. 17b for the
OER and ORR, which involve the error in O,, using four GGA
functionals (PBE, PW91, RPBE, and BEEF-vdW).*” In this figure,
the y-axis contains the ORR and OER overpotentials, which are
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defined with respect to the equilibrium potential as 7ogr = Udrr
— Uporr and 1ogr = Up,0er — Uokr (and U?)RR = U(())ER)- While the
use of overpotentials is customary for ORR and OER modelling,
Uy, is more used for other reactions. Fig. 17b illustrates one of
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the downsides of using overpotentials instead of potentials:
overpotentials introduce the gas-phase errors of the overall
reaction into the activity.

For the OER, the optimal adsorption energy of *OH used as
descriptor (AGoy, calculated as the free energy of * + H,0 —
*OH + H' + e with water thought to be well described by
DFT)* does not change across functionals but the lowest
overpotential, ie., the top of the volcano, does change. This
stems from the OER being typically limited by reaction steps in
which no gas-phase errors are involved (*OH — *O + H' + e~
and *O + H,0 — *OOH + H' + ¢"). In striking contrast, both the
lowest overpotential and the optimal AGoy change depending
on the xc-functional for the ORR. This is because one of the
potential-limiting steps involves molecular oxygen (* + O, + H' +
e~ — *OOH), which has usually large errors for several func-
tionals. In view of that, the uncorrected ORR volcanoes in
Fig. 17b are located to the left and below the corrected volcano.
After corrections, the volcanoes of all the xc-functionals turn into
the semiempirical one (denoted as SE) as the gas-phase errors
are defined with respect to the corresponding experimental
values (see eqn (3), &r = A;Gprr — AGexp = AtHppr — AHeyp)-
Lastly, the equations in Fig. 17b show that the location of the
ORR and OER volcano apices can be analytically predicted on the
basis of the error in O, for all functionals following simple
considerations. Full details can be found in ref. 42.

In principle, the descriptor of a volcano plot may help
establish guidelines toward enhanced electrocatalysis. In other
words, if the value of the descriptor that corresponds to the
top of the volcano is reachable by means of some electronic
or structural procedure, rational catalyst design is enabled.®”
Gas-phase errors affect this process, as they mislocate the top of
the volcano and alter the activity trends. This is shown for the
ASR modelled with PBE in Fig. 18a.”° Without gas-phase
corrections, the strategy to reach the top of the volcano is the
opposite as when they are included: the uncorrected volcano
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prescribes the weakening of the adsorption energy of *NH, on
the V-porphyrin, whereas the corrected volcano suggests to
strengthen it.

Similarly, Fig. 18b illustrates how the PBE errors in O,
modify the optimization strategy for the ORR: the uncorrected
volcano (in green) displays low activity of cavities and suggests
that stretching strain between —1% and —2% with respect to
bulk Pt increases the catalytic activity of pristine Pt(111).
Notwithstanding, after correcting the gas-phase errors, com-
pressive strain is predicted to increase the catalytic activity with
respect to Pt(111), and small cavities on Pt(111) are closest to
the top. In this case, only the corrected volcano plot is in
accordance with experiments, which have consistently shown
that compressive strain and cavities enhance the activity of
Pt(111) electrodes.®”?710*

Finally, there are cases in which the symmetric shift of a
volcano might take place with concurrent effects on DFT
predictions. This is the case for the RPBE-calculated OER
volcano on different SrRuO; electrodes (pristine SrRuO;, Na-
doped SrRuOj3, and RuO, layers on SrRuOj3), as exemplified in
Fig. 18c. For this reaction, the potential-limiting steps do not
include O,, but the minimum overpotential (the difference
between the equilibrium potential and the potential at the
top of the volcano) involves &o,. This means that although the
abscissa of the top remains unchanged (at 1.6 eV), &, shifts
the volcano vertically, leading to larger overpotentials com-
pared to ~0.37 V, the value of the corrected model.'%*>°*
Moreover, only after accounting for the gas-phase errors does

© 2024 The Author(s). Published by the Royal Society of Chemistry

the RPBE prediction agree with the experimental datapoint
(in yellow) added to the plot on the basis of a semiempirical
method.*'

6. Summary and outlook

In the previous sections, DFT gas-phase errors were shown
to exist at various levels of Jacob’s ladder of xc-functionals
for numerous molecules. Furthermore, the DFT error (¢;) in the
ground-state energy of a gaseous substance or in a set of gaseous
compounds (denoted EPF"), spreads through customary computa-
tional models used in heterogenous (electro)catalysis, preventing
an accurate estimation of paramount quantities such as equili-
brium potentials and free energies. In the light of all this, gas-
phase errors may mislead the design of active and selective
catalysts and/or result in models that only agree with experiments
qualitatively, or that agree quantitatively only because of error
cancellation.

To summarize all this, Fig. 19 shows the origin, propagation,
and spread of gas-phase errors, &, through computational
(electro)catalysis models. The black steps in Fig. 19 represent
operations performed on the input datasets, which are depicted
in blue. In Fig. 19 we differentiate between linear error spread
and exponential error spread: the former is typical of thermo-
dynamic models (yellow box) while the latter is typical of
models in which reaction rates are calculated (red box).
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A particular example of the spread in the yellow box is found
in Fig. 11 and 12, which come from the work of Granda-
Marulanda et al®® together with suitable experimental
results’>'*71% on CO,, reduction to CO(,) on metal electro-
des: when modelling this reaction, the uncorrected gas-phase
energies lead to a reaction energy of 0.63 eV, which deviates
significantly from the experimental value of 0.20 eV (Fig. 11).%°
This wrongful reaction energy yields an equilibrium potential
of —0.32 V vs. RHE which substantially departs from the
experimental value of —0.10 V vs. RHE. Moreover, the uncor-
rected onset potential on Au(111) is 0.90 V vs. RHE, which
deviates considerably from the experimental value of 0.66 V vs.
RHE.” In striking contrast, if the CO(,) and CO,,) energies are
corrected, the predicted reaction free energy and equilibrium
potential match the experimental values. Furthermore, the
corrected energies lead to an onset potential of 0.71 V vs.
RHE, which differs by only 0.05 V from the experimental value.
As shown in Fig. 12, systematic errors are observed for other Au
facets and metal electrodes such as Cu and Ag, and the errors
disappear upon applying gas-phase corrections.

We hope that the overview provided here encourages the
routinary detection and correction of gas-phase errors in com-
putational electrocatalysis studies. That gas-phase errors only
shift specific values but leave electrocatalytic activity trends
untouched is a common misconception that ought to be
rethought. In the following, we provide a list of remaining
challenges in this burgeoning area of research.

1. Errors in adsorbates

To comprehensively appraise an electrocatalytic reaction, the
errors in the adsorbates should be studied in more detail. The
energies of adsorbed states are central in the quantification of
surface thermochemical properties, and, as the errors in the
gas-phase, may have serious implications for electrocatalysis
models. Notably, previous works estimated the errors in only a
few adsorbates, namely *COOH, *OH, *O, and *OOH,***! such
that further studies are needed. In addition, scaling relations for
a given material and using different codes, pseudopotentials and
xc-functionals exist. Such scaling relations help assess the accu-
racy of a given computational electrocatalysis prediction and
pinpoint systematic errors in adsorption energies.*® Exploratory
works on this subject would be interesting and insightful.

2. Errors in molecular dynamics simulations

If there are errors in static DFT calculations, there should as
well be errors in ab initio molecular dynamics simulations.
Although we are not aware of any work studying those errors,
we anticipate that the task is challenging in view of the dynamic
nature of the calculations and the large amount of data they
comprise.

3. Automatization, data availability and transferability

The correction schemes discussed in this work could be automated.
Moreover, materials databases, which collect not only experimental
data but also results of different ab initio calculations,*® could as
well provide information on gas-phase errors. This may bring
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further awareness as to the role of gas-phase errors in the predic-
tiveness of high throughput screening routines, big data and
machine learning analyses, which are increasingly common in
computational chemistry."***2 1t is worrisome that powerful algo-
rithms are currently learning from uncorrected energy data which,
consequently, may lead in many cases to inaccurate predictions.
While efforts have been devoted to the assessment of gas-phase
errors at different rungs of Jacob’s ladder, the transferability of the
results from one DFT code to another is yet to be shown. However,
the methods for the assessment of the errors presented here are not
code dependent.

4. New xc-functionals and experimental data

Many xc-functionals are formulated by fitting their parameters
to provide, on average, fair estimates of some experimental
properties.”>""® An ideal xc-functional for electrocatalysis is
one that simultaneously provides good predictions of reaction
energies and adsorption energies, and recent developments
point in that direction.’** Unfortunately, the sets of adsorption
energies used to benchmark xc-functionals are currently not
large and more experimental data are needed.”"*>'"

5. Uncertainty

Although the choice of descriptor in electrocatalysis is facultative,
uncertainty-based analyses can be made that predict the most
suitable energetic descriptor for a given reaction.’*® Uncertainty-
based analyses have also been used for ORR volcano plots, scaling
relations and Pourbaix diagrams.*""'®'"” These analyses could be
enriched by fully incorporating gas-phase corrections.

Finally, in addition to adsorption energies and equilibrium
potentials, several other factors affect the energetics of electro-
catalytic processes and neglecting them may obscure comparisons
to experimental results, such as temperature, pressure, electrolyte,
PH, mass transport, surface coverage, kinetic and electrochemical
potential effects. Improving DFT-based predictions also requires a
careful assessment of these factors if one-to-one comparisons to
experiments and rationally predictive models are sought after.
Recent works are moving along that direction.”*%¢1%8
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