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The focus of this work is to enhance state-of-the-art Machine Learning (ML) models that can predict the

aerobic biodegradability of organic chemicals through a data-centric approach. To do that, an already

existing dataset that was previously used to train ML models was analyzed for mismatching chemical

identifiers and data leakage between test and training set and the detected errors were corrected.

Chemicals with high variance between study results were removed and an XGBoost was trained on the

dataset. Despite extensive data curation, only marginal improvement was achieved in the classification

model's performance. This was attributed to three potential reasons: (1) a significant number of data labels

were noisy, (2) the features could not sufficiently represent the chemicals, and/or (3) the model struggled

to learn and generalize effectively. All three potential reasons were examined and point (1) seemed to be

the most decisive one that prevented the model from generating more accurate results. Removing data

points with possibly noisy labels by performing label noise filtering using two other predictive models

increased the classification model's balanced accuracy from 80.9% to 94.2%. The new classifier is therefore

better than any previously developed classification model for ready biodegradation. The examination of the

key characteristics (molecular weight of the substances, proportion of halogens present and distribution of

degradation labels) and the applicability domain indicate that no/not a large share of difficult-to-learn

substances has been removed in the label noise filtering, meaning that the final model is still very robust.
Environmental signicance

Resistance to environmental degradation is one of the characteristics of hazardous substances. Our newly developed yes/no classication model for ready
biodegradation is currently the most accurate model that is available for organic chemicals and will enable a better prediction of ready biodegradation. We also
present a list of substances that is called “curated_removed” with “noisy labels” (uncertain degradability); these substances should no longer be used to train
and test degradation models. Instead, these substances should be tested further experimentally to elucidate their biodegradability behavior.
1 Introduction

To effectively mitigate exposure to harmful substances, it is
crucial to understand the properties of the substances that can
reach the environment. Potentially harmful substances can be
t Dynamics, ETH Zürich, 8092 Zürich,
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ts, 2024, 26, 1780–1795
identied by considering inter alia persistence, aquatic and
human toxicity, bioconcentration, mobility, ozone depletion,
and global warming potential.1,2 If persistent substances are
continuously emitted into the environment, the environmental
concentration of these substances increases. Even if these
emissions are stopped, the concentration will only slowly
decrease.3,4 Therefore, persistent substances raise signicant
concerns due to their unpredictable long-term effects.5

The distinction as to whether a substance is persistent or not
is in the rst step at a regulatory level oen assessed by using
ready-biodegradability tests (RBT). Biodegradation is an
important degradation mechanism for chemicals in the envi-
ronment; it refers to the capacity of a substance to be broken
down and transformed into simpler compounds by microor-
ganisms.6 If a chemical passes the RBT, it will likely be readily
biodegradable (RB) in the environment. Conversely, chemicals
that do not pass the RBT are likely to be not readily biode-
gradable (NRB) in the environment.3,7 However, it has also been
This journal is © The Royal Society of Chemistry 2024
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View Article Online
shown that the test results depend on several factors, including
the test procedure, the initial concentration of the substrate,
and the activity and adaptation of the microbial population.7

Additionally, environmental conditions such as temperature,
pH, and oxygen levels can impact the test results.7 Nevertheless,
RBT are established as screening tests in many regulatory
frameworks and form the basis for the assessment of persis-
tence.3,8,9 Models that can predict the biodegradation of
substances have also been developed in the past as cheaper and
less time-consuming alternatives to experimental studies.1,8,10–21

A summary of the previous work on models on ready biode-
gradability is provided in Section 2.

Recently, Huang and Zhang20 used a machine learning (ML)
approach to build both, a classication and a regression model,
to predict the ready biodegradability of organic substances.
They gathered the largest dataset so far with 12 750 samples for
6032 substances for regression and 6139 substances for classi-
cation. The classication dataset was based on the regression
data but enhanced with data from Lunghini et al.19 The original
dataset was obtained through the eChemPortal, which accesses
data from the Japan Chemicals Collaborative Knowledge (J-
CHECK) database, Canadian Categorization Results (CCR), the
European Chemicals Agency (ECHA) database and the Organi-
sation for Economic Cooperation and Development (OECD)
Existing Chemicals Screening Information Data Sets (SIDS).22

Seven molecular ngerprints (FPs) were tested in Huang and
Zhang20 as input features describing the chemicals. The addi-
tion of features containing information about chemical speci-
ation was also examined. In total, 14 ML algorithms were tested,
and the best results were achieved with the Molecular Access
System key (MACCS key) as input features and an eXtreme
Gradient Boosting (XGBoost) model. The XGBClassier ach-
ieved a balanced accuracy of 84.9%. Adding further features
containing information on chemical speciation, meaning
whether or not the chemical is charged, improved the balanced
accuracy to 87.6%. Huang and Zhang20 used a model-centric
approach with an emphasis on feature and model selection
and hyperparameter tuning rather than data quality.23–25

In contrast, the Data-Centric Articial Intelligence (DCAI)
paradigm that has emerged in recent years shis the focus
towards the systematic design, engineering, and continuous
improvement of data to build robust and efficient ML models.
This strong focus on data quality ensures that ML models
generalize better, making them more effective tools for real-
world applications.23 Rening data includes enhancing the
quality of individual data points and the dataset in total. Even
though the model-centric and data-centric approaches are oen
contrasted, it is important to emphasize their complementary
nature. Both paradigms should be combined to build robust
ML-based systems.23

With the current paper, we intend to improve the ML model
of Huang and Zhang20 by rst taking a data-centric and then
a model-centric approach. In particular, we want to answer the
question of how important correct representations of chemical
structures (Simplied Molecular Input Line Entry Specication
(SMILES)) are for the model and whether it is possible to bring
the model to a balanced accuracy of over 90% by improving
This journal is © The Royal Society of Chemistry 2024
SMILES alone. If this is not possible, the aim is to nd out what
is preventing the model from making better predictions – too
much noise in the data labels themselves, features that cannot
adequately represent the chemicals, or whether the model
cannot generalize well enough. Noisy labels refer here to mis-
labeled or inaccurately labeled instances in the training and test
datasets.26,27 To investigate these points, rst, the dataset pub-
lished by Huang and Zhang20 is analyzed, and all SMILES are
assessed to determine whether they match the provided
Chemical Abstracts Service Registry Number™ (CAS RN™).
Follow-up steps include assessing the data labels and critically
investigating the test and training sets of the MLmodel. Finally,
a model-centric approach is applied to examine if other ML
algorithms are more suitable for the curated dataset.
2 Previous work

All models with their reported accuracies, sensitivities and
specicities are given in Tables 1 and 2.
2.1 Scientic work

Howard et al. (1992)10 built linear and nonlinear classication
models using 264 compounds and 35 molecular substructures.
The models achieved an accuracy (number of correct
substances by number of total substances) of 81.5% (linear) and
88.8% (nonlinear) on the validation set, respectively.

Boethling et al. (1994)1 continued the work of Howard et al.
(1992)10 and built linear and nonlinear classication models
using 295 compounds and 36 molecular substructures plus
molecular weight. The modeling approach was the same as in
Howard et al. (1992), just using slightly different molecular
substructures. No validation set was created, therefore the
performance of the two models was only given for the training
set. The linear model achieved an accuracy of 89.5%, the
nonlinear model an accuracy of 93.2% on the training set. The
models of Boethling et al. (1994)1 were used later on for BIO-
WIN1 and BIOWIN2 (see Section 2.2).

Loonen et al. (1999)11 trained models on a dataset containing
894 compounds tested under the Ministry of International
Trade and Industry of Japan (MITI) protocol. The chemicals
were characterized by a set of 127 predened structural frag-
ments. Partial least squares (PLS) discriminant analysis was
used for the model development. The authors pointed out that
hydroxy, ester, and acid groups that were present were easily
degraded, while aromatic rings and halogen substituents were
not conducive to biodegradation. The average percentage of
correct predictions from four external validation studies was
83%. However, no predictions were made for <10% of the
substances because the calculated scores were in the borderline
area between readily and not readily biodegradable. Model
optimization by including fragment interactions improved the
model predicting capabilities to 89%.

Tunkel et al. (2000)12 retted the molecular substructures of
Boethling et al. (1994)1 to 884 compounds tested under the MITI
protocol. Two-third of the compounds were used for the
training set, one-third for the validation set. Again, a linear and
Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795 | 1781
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Table 1 Existing classification models and their performance; * signifies just accuracy (not balanced),†, and ‡ signify that for 15%, and 13% of the
dataset, respectively, no label was assigned. For all publications, the result of the best performing model (sub-model or consensus model) is
shown

Model Dataset size Balanced accuracy Sensitivity Specicity

Howard et al. (1992)10 (non-linear) 264
Test set 7.4% 88.8%* — —

Boethling et al. (1994)1 (non-linear) 295
Training set — 93.2%* — —

Loonen et al. (1999)11 (with fragment interactions) 894
Test set 25% 89%* — —

Tunkel et al. (2000)12 (linear) 884
Validation set 33.3% 74.9%* — —

Cheng et al. (2012)13 1440
Test set (GASVM-kNN) 11.4% 81.9% 72.6% 91.2
External test set (GASVM-kNN) 27 53.8% 25.0% 82.6%
External test set (consensus model) 27 100% 100% 100%

Mansouri et al. (2013)14 (consensus II) 1055
Test set 20% 91%† 89%† 94%†

External test set 670 87%‡ 81%‡ 94%‡

Cao and Leung (2014)15 1055
Test set 20% 86.0% 77% 93%
External test set 670 83.5% 74% 93%

Lombardo et al. (2014)16 728
Test set 20% 82.1% 87.3% 76.9&
External test set 874 78.4% 73.1% 83.6%

Blay et al. (2016)17 (ANN) 130
Test set 20% 91.5% 94.1% 88.9%

Zhan et al. (2017)18 (NBC) 1055
Test set 20% 83.8% 86.1% 81.5%
External test set 670 82.6% 79.6% 85.6%

Lunghini et al. (2020)19 3146
Test set 30% 81%* — —
External test 362 75%* 65% 85%

Huang and Zhang (2022)20 6139
Test set 20% 84.9% 89.0% 80.9%
Test set with chemical speciation 20% 87.6% 87.8% 87.4%

Yin et al. (2023)21 1928
Test set 26% 87.3% 94% 72%
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non-linear model were developed. The linear model had an
accuracy on the validation set of 74.9%, the nonlinear model an
accuracy of 73.6%, respectively. The models of Tunkel et al.
(2000)12 were used later on for BIOWIN5 and BIOWIN6
(see Section 2.2).

Cheng et al. (2012)13 trained models on a dataset containing
1440 compounds tested under the MITI protocol. Different
features and molecular ngerprints were used to construct
Support Vector Machines (SVM), k-Nearest Neighbors (kNN),
Naive Bayes (NB), and Decision Tree (DT). The best model (SVM
with genetic algorithm – GASVM-kNN) achieved a balanced
1782 | Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795
accuracy of 81.9% in 5-fold Cross-Validation (CV). The best
seven combinations of models and features and a consensus
model were also tested on 27 new chemicals, which were
experimentally tested for their biodegradability under the
Japanese MITI test protocol. The consensus model and two of
the other models predicted the test results of all 27 substances
100% correctly.13 In contrast, the formerly best model (GASVM-
kNN) only achieved a balanced accuracy of 53.8%.

Mansouri et al. (2013) trained kNN, Partial Least Squares
Discriminant Analysis (PLSDA), and SVMmodels on a dataset of
1055 experimental biodegradation data points. The dataset
This journal is © The Royal Society of Chemistry 2024
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Table 2 Existing open-access classification models and their performance

Model Dataset size Accuracy Sensitivity Specicity

BIOWIN1
Train 295 89.5% 97.3% 76.1%
External test set (MITI) 884 65.4% 92.7% 44.3%
External test set (premanufacture notices (PMN)) 305 54% 85% 44%

BIOWIN2
Train 295 93.2% 97.3% 86.2%
External test set (MITI) 884 67.5% 86.0% 53.3%
External test set (PMN) 305 67% 78% 63%

BIOWIN5
Test 295 81.4% 80.2% 82.3%
External test set (PMN) 305 83% 82% 83%

BIOWIN6
Test set 295 80.7% 78.6% 82.3%
External test set (PMN) 305 83% 72% 87%

VEGA
Test set 146 81.7% 87.3% 76.9%
External test set 491 80.7% 75.6% 90.7%

OPERA
Test set 411 a79% 81% 77%

a Signies balanced accuracy.
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View Article Online
originated from the National Institute of Technology and Eval-
uation of Japan (NITE) and underwent thorough data screening
and improvement. Additionally, an external test set of 670
substances was created based on data from Cheng et al. (2012)13

and the Canadian DSL database. All three models (kNN, PLSDA,
and SVM) performed similarly well. Mansouri et al. (2013)
created two consensus models based on the three models. The
rst consensus model assigned each substance the most
common label predicted from the three models. The second
consensus model only assigned a class to a substance if the
three models agreed on one label. The second consensus model
performed best, achieving an accuracy of 91% and 87% on the
test and external test set, respectively. However, the second
consensus model only made predictions on 85% of the test set
and on 87% of the external test set as a molecule was only
assigned if the three models classied it in the same class;
otherwise, it was not assigned. Overall, all models showed
conservative behavior with a higher specicity than sensitivity.14

Cao and Leung (2014)15 used the data of Mansouri et al.
(2013)14 and introduced the differential evolution (DE) algo-
rithm into the SVM to optimize the parameters of the classier
in order to produce an improved classier called DE-SVC. The
DE-SVC had a slightly lower performance than the consensus II
model of Mansouri et al. (2013)14 but was able to classify all
substances, which was not the case for the consensus model II
of Mansouri et al. (2013).14

Lombardo et al. (2014)16 built a decision tree with a seven
rule-set based on 728 compounds that were split in a training
set (80%) and an internal test set (20%). Additionally, a set of
874 compounds that originate from the study of Cheng et al.
This journal is © The Royal Society of Chemistry 2024
(2012)13 was used as external test set. The fragments for this
model derive both from a statistical part (SARpy) and an expert-
based part. The balanced accuracy was 82.1% on the internal
test set and 78.4% on the external test set, respectively. The
model of Lombardo et al. (2014) was used later on for VEGA
(see Section 2.2).16

Blay et al. (2016)17 developed a ready-biodegradable predic-
tion for fragrants using 130 compounds. They applied linear
discriminant analysis (LDA) and articial neural networks
(ANNs) to build two classication models. To use external vali-
dation, a random set of molecules was held out before the
training. This hold-out set contained a 20% of the original
dataset of 130 molecules. Additionally, internal validation in
LDA was applied as 5-fold cross validation. The LDA model had
a balanced accuracy based on the 5-times cross validation of
86.5%. The ANN had a balanced accuracy based on the external
validation set of 91.5%.

Zhan et al. (2017)18 developed a näıve Bayesian classier
(NBC) to classify the 1055 compounds from Mansouri et al.
(2013).14 Three representative structure partitioning methods,
including Murcko framework, Scaffold Tree and a scheme
based on different complexities of ring combinations and side
chains, were used to characterize the structural features of the
studied molecules. About 284 RB and 553 NRB chemicals (80%)
served as training set and the remaining chemicals as the test
set I. In addition, the test set II collected by Mansouri et al.
(2013)14 was also used. The best descriptors achieved a balanced
accuracy of 85.6% on test set I and 83.8% on test set II,
respectively.
Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795 | 1783
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Lunghini et al. (2020)19 created a new ready biodegradability
dataset by curating and combining data from multiple data
sources and additional industry data. This new dataset con-
tained 3146 data points. Furthermore, an additional test set was
created based on data from Cheng et al. (2012)13 and Mansouri
et al. (2013).14 Lunghini et al. (2020) trained three models based
on SVM with linear and Radial Basis Function Kernels (RBF
kernels), Random Forest (RF) and NB. Finally, a consensus
model was created, which makes a decision based on the
majority vote of the three sub-models. The consensus model
had balanced accuracies of 81 ± 1.4% on the test set and 75%
on the external test set.

Yin et al. (2023)21 trained models on a dataset containing
1928 compounds of which 1424 were used in the training set
and 504 in the test set. CORINA descriptors, MACCS nger-
prints, and ECFP_4 ngerprints were utilized to characterize the
molecules and were used as input features for models aer
ltering. Models were built using the SVM, DT, RF, and deep
neural network (DNN) algorithms. In addition, models based on
Graph- and Transformer-CNN models were constructed. The
balanced accuracy of the best performing model (Transformer-
CNN with 77 MACCS key ngerprints) achieved a balanced
accuracy of 87.3%.

The models from the scientic work are summarized in
Table 1.
2.2 Open-access applications

BIOWIN is a component of the Estimation Program Interface
Suite (EPI Suite™) soware, which is a collection of computa-
tional tools developed by the United States Environmental
Protection Agency (U. S. EPA).28 BIOWIN is designed to predict
the biodegradability of organic chemicals in water and waste-
water treatment systems. It consists of seven sub-models that
focus on different aspects of biodegradation.28

The predictive models BIOWIN1 and BIOWIN2 were trained
on a dataset of only 295 substances. The BIOWIN1 model is
based on multiple linear regressors, while the BIOWIN2 model
is based on logistic regression.1,10,28 Therefore, they are also
called linear and non-linear models, respectively. BIOWIN1 and
BIOWIN2 have a reported accuracy of 65% and 67% on an
external test set containing 884 substances, and a reported
accuracy of 54% and 67% on an external test set containing 305
substances, respectively.

The models BIOWIN5 and BIOWIN6, which are also part of
EPI Suite™, were developed with a similar approach as BIO-
WIN1 and BIOWIN2 but were trained on a dataset of 884
discrete organic substances from the MITI ready biodegrada-
tion tests.12,28 Again, multiple linear regressions were performed
to obtain a linear model, BIOWIN5, and a logistic regression
was tted to create a non-linear model, BIOWIN6. BIOWIN5 and
BIOWIN6 have a reported accuracy of 83% on an external test
set containing 305 substances.

VEGA, which stands for Virtual models for property Evalua-
tion of chemicals within a Global Architecture, is a non-
proprietary and openly available tool designed to predict the
ready biodegradability of chemical compounds.29 The model
1784 | Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795
behind VEGA is based on Lombardo et al. 2014 and a dataset of
728 mono-constituent organic substances tested according to
the OECD 301C Modied MITI(I) Test. An external testing
dataset was extracted from Cheng et al. (2012).13 VEGA was
developed based on 78 substructures statistically related to
ready biodegradability, which were extracted using expert
knowledge and the SARpy soware.16,29 VEGA's performance
scores are similar to the performance of BIOWIN5 and BIO-
WIN6 on the test set and the external test set.16

OPERA is a freely accessible application that contains
Quantitative Structure–Activity Relationship (QSAR) models to
predict thirteen different physicochemical and environmental
fate properties of organic chemicals.8 Among those thirteen
models is a model for assessing the ready biodegradability of
organic substances.30 The biodegradation model is based on
data from the PHYSPROP database. To ensure data quality,
a workow was utilized for data curation, which involved
standardizing chemical structures, correcting the identity of
chemicals, and only selecting high-quality data.8 The data
curation resulted in a dataset of 1609 substances. The ten most
impactful molecular descriptors were calculated using PaDEL,
an open-source soware for calculating molecular descriptors
and FPs.30 The model was trained using a weighted k-nearest
neighbor approach and was validated using 5-fold CV.8 The
OPERA model predicted the ready biodegradability of the
substances in the test set with a balanced accuracy of 79%,
a sensitivity of 81%, and a specicity of 77%.8,30

The open-access applications are summarized in Table 2.
3 Methods

The analysis and processing of the data in the current study
included a data-centric and amodel-centric approach. The data-
centric approach had threemain steps: analysis of the dataset of
Huang and Zhang;20 creation of new datasets; and analysis of
the new datasets. Each of these steps included several sub-steps
which are shown in Fig. 1. In the model-centric approach, three
additional sub-steps were performed which included selecting
the best-performing model, testing different features, and
hyperparameter tuning. All sub-steps are explained in the
following subsections in detail. Section S1 in the ESI-1†
contains additional information, including denitions of the
chemical identiers (CAS RN™, SMILES, International Chem-
ical Identier (InChI™)) and denitions of the terms ‘label’,
‘feature’, ‘data leakage’, ‘MACCS keys’, and ‘balanced accuracy’.
3.1 Analysis of the dataset of Huang and Zhang20

In the following, the classication dataset from Huang and
Zhang20 will be referred to as Huang-Classication-Dataset, and
the regression dataset will be referred to as Huang-Regression-
Dataset. The Huang-Regression-Dataset contains inherent- and
ready-biodegradation study results retrieved from the eChem-
Portal. It can contain multiple study results per substance, and
the biodegradability is given in percent. The Huang-
Classication-Dataset was created based on the Huang-
This journal is © The Royal Society of Chemistry 2024
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Fig. 1 Overview of the different steps and sub-steps that were performed in the data-centric and the model-centric approach. Key charac-
teristics means here the molecular weight of the substances, the proportion of halogens present, and the distribution of the biodegradation
labels. UMAP stands for Uniform Manifold Approximation and Projection.
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Regression-Dataset and in theory should only contain one data
point per substance, which is labeled as RB or NRB.

3.1.1 Checking CAS RN™–SMILES pairings. The data from
the eChemPortal only contained the CAS RN™ as an identier
for each substance. Huang and Zhang20 added SMILES as
machine-readable structural representation using various web-
sites and databases. However, Glüge et al.31 found that up to
3.4% of the SMILES in public databases are erroneous. Conse-
quently, Glüge et al.31 checked the SMILES of all mono-
constituent organic substances registered under the Registra-
tion, Evaluation, Authorisation and Restriction of Chemicals
(REACH) regulation and published a dataset with curated
SMILES.31 This dataset, the Gluege-Dataset, was used to check if
the SMILES in the Huang-Classication-Dataset and Huang-
Regression-Dataset matched the CAS RN™. This was done by
converting the SMILES to InChI™ and checking if the CAS
RN™ and/or InChI™ was also present in the Gluege-Dataset
and whether they matched.

3.1.2 Checking for uniqueness of SMILES. Huang and
Zhang20 utilized SMILES as chemical identier. However,
SMILES are not unique and it was therefore crucial to ensure
that only one version of the SMILES was used for each substance
in the Huang-Regression-Dataset. The addition of different
SMILES for the same substance could have resulted in data
leakage between the training and test datasets. To verify that all
data points in the Huang-Regression-Dataset for the same
substance had the same SMILES, the SMILES were converted to
This journal is © The Royal Society of Chemistry 2024
InChI™. Then, it was veried that all data points with the same
InChI™ also had identical SMILES.

3.1.3 Analysis of experimental variance. To evaluate the
reliability of the labels in the Huang-Classication-Dataset, the
variance in the study results for the same substance in the
Huang-Regression-Dataset was analyzed. If different study
results under similar test conditions for a given substance had
contradicting outcomes, the label was assumed to be unreliable
and all data points for that substance were removed.
3.2 Creation of new datasets

3.2.1 Correction of CAS RN™–SMILES pairings. During the
analysis of the Huang-Datasets, inconsistencies were found in
the CAS RN™–SMILES pairings. The rst step in the data
curation was therefore to correct these inconsistencies. Since
only the CAS RN™ was present in the original eChemPortal
dataset it was treated as the denitive substance identier and
the correct SMILES corresponding to a given CAS RN™ had to
be found. To accomplish this, a SMILES-retrieval pipeline was
developed, which is explained here briey. A more detailed
description is provided in Section S2 in ESI-1.†

First, the CAS RN™ and their corresponding SMILES were
split into two groups based on whether or not they were veried
by Glüge et al.31 In cases where a CAS RN™ was included in the
Gluege-Dataset, the veried and valid SMILES for this CAS RN™
from the Gluege-Dataset was used as the SMILES for this data
point. Furthermore, for the substances in the Gluege-Dataset, it
Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795 | 1785
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Fig. 2 Overview of the different data curation and label noise filtering
steps and the resulting datasets.
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was also checked if the experimental study was based on read-
across. Studies based on read-across were removed. For the
substances not checked by Glüge et al.,31 valid SMILES had to be
retrieved. For one-component substances, the SMILES were
retrieved via an Application Programming Interface (API) based
on the CAS RN™ from CAS Common Chemistry.32 For the
remaining substances, a weight-of-evidence approach was
taken. The SMILES had to be found from at least two inde-
pendent sources. If this was not possible, the substance was
removed from the dataset.

Once the SMILES were found by CAS RN™, further pro-
cessing steps were performed. Mixtures and organometallic
substances were removed, and all counterions were removed
from the SMILES representations. For stereoisomers, the
SMILES of one stereoisomer was randomly selected. Further-
more, for all ionizable substances, the retrieved SMILES was
replaced with the SMILES of the substance's dominant species
at pH 7.4 and 298 K. The dominant species was retrieved from
the pKa plugin in MarvinSketch 22.18 by using the option “show
distribution chart” in “macro” mode.33 Substances were
removed when no dominant species existed under the specied
conditions. Huang and Zhang20 did not adjust the SMILES of
ionizable substances but rather introduced extra features (pKa

and a-values) that represent the chemical specication of the
substances. They reported a performance increase in the
balanced accuracy from 84.9% to 87.6% when including pKa

and a-values as extra features. However, using the same model,
we could not reproduce this performance increase (see Table S6
in ESI-I†). Therefore, we did not include information on
chemical specication directly as features. However, this
information is reected in the SMILES.

3.2.2 Creation of the classication dataset. The CAS RN™–

SMILES pairing was checked and corrected for all data points in
the Huang-Regression-Dataset. Next, the Huang-Regression-
Dataset was converted into a classication dataset. For the
classication dataset, only results of RBT carried out for 28 days
were considered as this is also the test length of an OECD 301
test,34 which is the most common test for ready-biodegradation.
Therefore, study results from inherent biodegradation tests and
tests not carried out for precisely 28 days were removed. The
biodegradation percentages for the remaining study results
were then converted into labels based on established pass
levels. Studies carried out under the dissolved organic carbon
(DOC) Die Away principle were labeled as 0 (denoting NRB) if
the biodegradation percentage was lower than the threshold of
70%. If the biodegradation percentage was equal to or above
70%, the data point was labeled 1 (meaning RB). Studies with
principles other than DOC Die Away were labeled based on
a threshold of 60% (cf.3). For substances with more than one
study result in the regression dataset, the data points were
grouped by substance using InChI™s. If not all studies for
a specic substance resulted in the same label (RB or NRB), the
substance was removed, as the labels were considered to be too
uncertain. Finally, all information other than the CAS RN™,
SMILES, InChI™, and label for biodegradation were removed.
The obtained dataset was called Curatedscs dataset (Fig. 2).
1786 | Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795
3.2.3 Handling of noisy labels. It has been shown that
biodegradation screening test results can vary due to differ-
ences in the inoculum, different test protocols used, and when
different laboratories carry out the test.19,35,36 This was also
visible in the Huang-Regression-Dataset, which had a high
variance between study results for the same chemical. Although
substances with conicting study results were removed from
our dataset, they indicate that a signicant fraction of study
results (and hence labels) for substances with only one test
result might also be unreliable. These potentially unreliable
labels (we call them here noisy labels) can lead to two problems:
(1) noisy labels in the training dataset can signicantly impact
the performance of ML models because the model may learn
from incorrect labels, which can decrease the model's accuracy
and ability to generalize.27 (2) Data with noisy labels in the test
set can lead to an inaccurate assessment of a model's perfor-
mance.26,37 If the ground truth labels used for the evaluation are
incorrect, the reported performance metrics may not reect the
true capabilities of the ML model.26

To overcome these problems, we applied two existing esti-
mation models for biodegradability to lter the data for label
noise. Specically, BIOWIN5 and BIOWIN6 were used to iden-
tify and lter out data points with noisy labels (see also Section
2). If BIOWIN5 and/or BIOWIN6 disagreed with the experi-
mental study result, the substance was removed from the
CuratedSCS dataset. The subsequently obtained dataset was
called CuratedBIOWIN. All substances that were removed in this
step were grouped in the CuratedProblematic dataset (Fig. 2). The
substances from the CuratedProblematic dataset were tested
aerward with a third classier which was a XGBClassier
trained on the CuratedBIOWIN dataset. In cases where the third
classier agreed with the experimental label of a substance in
CuratedProblematic, that substance was readded to the
CuratedBIOWIN dataset. Otherwise, the substance remained
removed. This led to the creation of the CuratedFinal and the
This journal is © The Royal Society of Chemistry 2024
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CuratedRemoved datasets. The workow is also explained again
in Table S2 in the ESI-1.†

3.3 Analysis of the new datasets

The new datasets, CuratedBIOWIN, and CuratedFinal, were thor-
oughly examined to ensure that the removal of data points with
potentially noisy labels was not biased towards a specic data
type or limited to challenging-to-predict data. The CuratedSCS
dataset was used as a benchmark as its labels were not evalu-
ated for noise. Further, it is the dataset from which the others
were created.

The analysis explored three key characteristics: the molec-
ular weight of the substances, the proportion of halogens
present, and the distribution of the biodegradation labels.
Further, the Applicability Domain (AD) of the models trained on
the three datasets was determined using the Tanimoto simi-
larity. The Tanimoto similarity calculates similarities between
two chemicals based on the number of common molecular
fragments.20,38 The dened ADs were then used to evaluate how
many of the substances in the Distributed Structure-Searchable
Toxicity (DSSTox) database are in the ADs of the models. As
Huang and Zhang20 did the same for their model, it was
possible to compare the broadness of the ADs of the models.
More information regarding the similarity threshold and how
the AD was applied to the DSSTox database is given in Section
S4 in ESI-I.†

Finally, the feature space of the Curated-Datasets was visu-
alized and analyzed using Uniform Manifold Approximation
and Projection (UMAP). UMAP is a dimensionality reduction
technique used to visualize high-dimensional data in a lower-
dimensional space that preserves the underlying structure of
the data.39 UMAP was also used to evaluate the impact of using
three different chemical representations as model input. More
information on the three chemical representations tested can
be found in ESI-1† Section S7.2.

3.4 Model training

3.4.1 Data balancing. Classication algorithms, such as
XGBClassier,40 typically assume that the dataset used to
construct the classier is evenly balanced. However, datasets
are oen imbalanced, meaning that one class occurs in the
dataset more oen than the other class.41 This can lead to bias
of the model towards one class and unrealistic accuracies e.g., if
90% of the data points originate from one class, the model
would have an accuracy of 90% just by guessing every time this
one class. As proposed by Huang and Zhang,20 the Adaptive
Synthetic Algorithm (ADASYN) was used to handle the imbal-
ance in the classication datasets. ADASYN enhances imbal-
anced datasets through oversampling of the minority class,
effectively balancing the distribution within the dataset.42

Importantly, this balancing procedure was only applied to the
training sets, leaving the test sets untouched for the evaluation
of the ML models trained on the balanced data.

3.4.2 Feature creation. The chemical structures of the
substances were used as input for the classication model.20 As
ML models, such as XGBoost, expect numerical and/or
This journal is © The Royal Society of Chemistry 2024
categorical input values,43 the chemical structure needs to be
expressed as features. Huang and Zhang20 found the MACCS
keys in combination with the XGBoost algorithm to yield the
best results. We used the same chemical representation and
model to evaluate the impact of the data curation.
3.5 Model testing

ML performance metrics reported based on a single test set are
subject to biases introduced by the xed size and distribution of
the test dataset. Therefore, in this work, the models were
trained and tested ve times to average out the potential noise
and biases (5-fold cross-validation).

To compare the performance metrics of models trained on
the different Curated-Datasets, the test sets were kept xed for
all models. Maintaining a consistent test set is typically rec-
ommended when a data-centric approach is used and the
dataset is augmented. This ensures that any observed changes
in model performance are genuinely attributed to data
augmentation rather than variations in the test sets. Due to the
limitations found and a lack of information regarding the
original test set used by Huang and Zhang,20 the test sets were
derived from the CuratedSCS dataset. However, a partial objec-
tive of the data augmentation was to eliminate data points with
noisy labels. Therefore, the models were also tested on xed test
sets from the CuratedBIOWIN dataset.

All models trained on the different datasets were evaluated
using these identical test sets. To do so, the CuratedSCS or the
CuratedBIOWIN dataset was randomly split into ve training
(80%) and test (20%) sets using a random seed of 42. Stratied
splitting was used to maintain an approximate class distribu-
tion across all training and test subsets (cf.44 Ch. 7.10). Further,
this ensures that every sample from the dataset was in the test
set once. The test sets were then employed as the test sets for all
datasets. The training sets were constructed for each dataset by
removing the substances of the test set from the dataset.
3.6 Model improvement

Throughout the data curation outlined above, the ML models
trained for predicting ready biodegradability were kept
constant. To evaluate the effects of the data curation,
XGBClassiers were trained utilizing the optimal hyper-
parameters reported by Huang and Zhang,20 which were the
default hyperparameters of the XGBClassier. However, upon
completing the data curation, we shied from a data-centric to
a model-centric approach. Instead of keeping the models
constant, the CuratedFinal dataset was selected to investigate the
performance of different ML models. To nd the best models
for predicting ready biodegradability, the LazyPredict tool was
used.45

LazyPredict offers the capability to evaluate the performance
of nearly all estimators from the SKLEARN library on a given
dataset.45 SKLEARN is an open-source ML library containing
diverse algorithms.46 Beyond the SKLEARN estimators, Lazy-
Predict also assesses the performance of XGBoost. The outcome
of LazyPredict is a table that ranks the most effective models,
Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795 | 1787
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Table 3 The number of data points in the utilized datasets

Dataset Data points RB NRB

Huang-Classication-Dataset 6139 34.9% 65.1%
CuratedSCS 5185 34.6% 65.4%
CuratedBIOWIN 3864 31.9% 68.1%
CuratedProblematic 1321 42.6% 57.4%
CuratedFinal 4371 31.7% 68.3%
CuratedRemoved 814 50.1% 49.9%
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showing their performance metrics alongside the time taken in
seconds for tting the model on the provided dataset.45

3.7 Hyperparameter tuning

Aer identifying themost promisingmodels for the CuratedFinal
dataset, hyperparameter tuning was carried out for the top ve
models. As proposed by Huang and Zhang,20 Bayesian Optimi-
zation was employed to nd the optimal hyperparameters.

3.8 Importance of certain features for ready-biodegradation

The importance of certain chemical substructures on ready-
biodegradation was analyzed by means of the SHapley Addi-
tive exPlanations (SHAP) method.47 Specically, the SHAP
method was used to analyze which of the 166 MACCS keys have
the most inuence on ready-biodegradation.

4 Results
4.1 Analysis of the dataset of Huang and Zhang20

4.1.1 Consistency of the chemical identiers. The original
data retrieved by Huang and Zhang20 from the eChemPortal
lacked SMILES information. Huang and Zhang20 added SMILES
based on CAS RN™, resulting in a dataset with 5992 unique
SMILES, 5969 unique InChI™, and 6102 unique CAS RN™.
Having fewer InChI™ than CAS RN™ meant that in 140 cases,
the same chemical representation was associated with several
CAS RN™, which could lead to data leakage during training and
testing and, therefore, might bias the performance metrics.
Additionally, it was found that more than one chemical repre-
sentation had been added for 24 CAS RN™ with multiple study
results.

3721 of the substances in the Huang-Classication-Dataset
were also in the Gluege-Dataset. It was found that for approxi-
mately 20% of these substances, the SMILES added by Huang
and Zhang20 converted to InChI™ that did not match the
InChI™ associated with the CAS RN™. 5.0% of the SMILES
added by Huang and Zhang20 did not even convert into InChI™
with the same chemical formula as the InChI™ corresponding to
the CAS RN™ and 8.5% did not have the same InChI™-main-
layer. Examples of added SMILES that were not according to
the CAS RN™ can be found in Table S3 in ESI-1.† Table S4 in ESI-
1† shows examples of substances that appeared in the Huang-
Classication-Dataset multiple times with different versions of
the same SMILES. We concluded overall that the quality of the
SMILES is not sufficient to continue working with them. There-
fore, all SMILES that were added by Huang and Zhang20 were
removed and new validated SMILES were added (see Section 3.2).

4.1.2 Variance in the labels. High variances in the biodeg-
radation percentages were observed for some substances with
multiple study results. The CuratedSCS regression dataset con-
tained data for 5164 substances. Of these, 707 substances were
associated with more than one study result. The average stan-
dard deviation between the studies for the same substance was
14.3%, meaning that two-third of the results for one substance
would have a biodegradation percentage aer 28 days that was
±14.3% of the mean. However, it was found that 106 substances
1788 | Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795
(15.0% of the substances with multiple study results) had study
results with a standard deviation of over 30%. Table S5 in ESI-1†
shows examples of substances with high variance between their
study results. Due to the high variance, 26.0% of the substances
with multiple study results could not be labeled with certainty
because the percentages translated into RB and NRB labels for
the same substance. These substances were therefore removed
from the dataset.

4.2 Creation of the new datasets

4.2.1 CuratedSCS dataset. The curated dataset, CuratedSCS,
contains overall 954 data points fewer than the Huang-
Classication-Dataset. 89 data points were removed because
the experimental study was based on read-across, 284 because
no SMILES was found on CAS Common Chemistry, the Gluege-
Dataset or in at least two other databases, 20 substances were
removed because the substance was ionizable but had no main
component at pH 7.4 and 298 K, 157 because they were not
mono-constituent, 158 substances were removed because the
added InChI™ was connected to multiple CAS RN™, 36
substances were removed because the substances were organ-
ometallic, and for 184 substances different experimental study
results could not be converted into one unique label. The
remaining 26 data points are due to differences in the number
of substances added from the Lunghini-Dataset.

4.2.2 CuratedBIOWIN and CuratedFinal dataset. BIOWIN5
and BIOWIN6 were used to identify and lter out data points
with noisy labels. Through this process, the CuratedProblematic

dataset was created that contains 1321 substances for which
either BIOWIN5 or BIOWIN6 or both do not agree with the
experimentally derived label. The resulting CuratedBIOWIN clas-
sication dataset contains 3864 substances that have a label
that is the same as the predictions made by both BIOWIN5 and
BIOWIN6 (Table 3).

A third classier (an XGBClassier trained on the
CuratedBIOWIN dataset) was consulted for the substances in the
CuratedProblematic dataset to make a decision. According to this
third classier, 507 substances were added back to the
CuratedBIOWIN classication dataset. The CuratedFinal dataset
thus contains 4371 substances, the CuratedRemoved dataset 814
(Table 3).

4.3 Model performance

Fig. 3a shows the balanced accuracies of the XGBClassiers
trained on the four different datasets. All trained classiers were
tested ve times on xed test sets from the CuratedSCS dataset.
This journal is © The Royal Society of Chemistry 2024
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Fig. 3 Model balanced accuracy reported by Huang and Zhang20 and balanced accuracies for the XGBClassifiers trained on the Huang-Clas-
sification-Dataset and the Curated-Datasets. The trained classifiers were tested five times on fixed test sets from (a) the CuratedSCS and (b) the
CuratedBIOWIN dataset. The definition of “balanced accuracy” is given in ESI-1† Section S1.8.

Table 4 Analysis of the data characteristics: molecular weight,
number of halogens, and the biodegradation class of the substances in
the CuratedSCS, CuratedBIOWIN, and CuratedBIOWIN datasets relative to
the distribution of these characteristics in the CuratedBIOWIN dataset

Characteristic CuratedSCS CuratedBIOWIN CuratedFinal

All substances 100% 74.5% 84.3%

Molecular weight
0 to 250 Da 100% 68.9% 80.8%
250 to 500 Da 100% 79.7% 87.0%
500 to 750 Da 100% 75.4% 83.1%
750 to 1000 Da 100% 87.0% 88.0%
1000 to 2000 Da 100% 62.9% 65.7%

Halogens
F 100% 86.1% 96.6%
Br 100% 79.4% 93.4%
Cl 100% 85.4% 92.0%

Biodegradation class
NRB 100% 75.9% 86.8%
RB 100% 67.4% 75.6%
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Actually, we should have used the Huang-Classication-Dataset
to generate the test sets, as this was the initial dataset. However,
as some substances were present multiple times (with different
chemical identiers) in the Huang-Classication-Dataset, this
would have led to data leakage. For this reason, the test sets
were generated from the CuratedSCS dataset. The Replicated-
Huang-Classier shows a balanced accuracy of 80.6 ± 1.5%,
which is signicantly lower than the reported balanced accu-
racies of 87.6% (ref. 20). The reason for this difference is not
entirely clear, but is probably due to the different test sets.
Huang and Zhang20 did not publish their test set and it seems
that they only tested their model with one test set. For the
Replicated-Huang-Classier, on the other hand, we divided the
dataset into 5 parts and tested each part once. As will be shown
later on, the balanced accuracy depends very much on the test
set, which is why the difference in the balanced accuracy might
be explained by the test set.

The model trained on the CuratedSCS dataset also has
a balanced accuracy of 80.9 ± 1.7%. The XGBClassiers trained
on the CuratedBIOWIN and the CuratedFinal datasets show
balanced accuracies of 78.3± 0.9% and 79.4± 0.8%, respectively.

Fig. 3a shows that despite correcting dataset limitations such
as incorrect CAS RN™–SMILES pairings or removing read-
across studies, no improvement was observed in the perfor-
mance of the classier that was trained on the Huang-
Classication-Dataset and the CuratedSCS dataset. Further-
more, removing substances with potentially wrong labels also
did not increase the performance of the model. This might be
attributed to three different reasons: (1) a signicant portion of
the data points in the test sets may have noisy labels due to high
variance in experimental studies, (2) the used features may not
cover all required information to predict the ready biodegrad-
ability, and (3) the model may have been unable to learn and
generalize well enough to make correct predictions for difficult-
to-predict substances.

As amatter of fact, no dataset of substances that contain only
accurate labels could be identied. For the majority of
substances, only one experimental study result for ready
biodegradation carried out for 28 days exists. The substances
with multiple such test results could oen not be labeled with
certainty because conicting study results exist.
This journal is © The Royal Society of Chemistry 2024
However, to build robust models, label noise should be
reduced as much as possible. Therefore, the model perfor-
mance was also evaluated on test sets derived from the
CuratedBIOWIN dataset as shown in Fig. 3b. The Replicated-
Huang-Classier had a balanced accuracy of 88.0 ± 1.3% and,
therefore, performed similarly to the best-performing classier
reported by Huang and Zhang.20 The XGBClassier trained on
the CuratedSCS dataset performed similarly with a balanced
accuracy of 88.4 ± 2.1%.

The model trained on the CuratedFinal dataset, the
CuratedFinal-Classier, was the best-performing model and
achieved a balanced accuracy of 94.2 ± 1.2%, a sensitivity of
91.6 ± 2.8%, and a specicity of 96.9 ± 0.4%. Therefore, the
CuratedFinal-Classier showed a higher performance than any
other previously published classier (see also Section 2). The
classier trained on the CuratedBIOWIN dataset only had
a slightly lower balanced accuracy of 93.7 ± 1.0%. The
performance metrics of all classiers are provided in Table S7
in ESI-1.†
Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795 | 1789
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However, it has to be kept in mind that the models were
tested on test sets from the CuratedBIOWIN dataset, which
underwent label noise ltering. This might have introduced
bias, or the difficult-to-predict data points could have been
removed. A thorough analysis of the new datasets was therefore
carried out to understand if this is the case.
4.4 Analysis of the new datasets

4.4.1 Data characteristics. As no substances had been
removed based on the label from the CuratedSCS dataset, this
dataset served as baseline. Table 4 shows the outcome of the
relative analysis. For the absolute values and a more detailed
description of the ndings, see Section S7.1 and Fig. S2–S4 in
ESI-1.†

Table 4 shows that there are slight compositional differences
between the CuratedSCS and the CuratedBIOWIN and CuratedFinal
datasets. The largest difference was observed for the group
“1000 to 2000 Da” with a difference of up to 19% compared to
“all substances”. However, all other sub-groups in Table 4 are
within −9% and +13% of the percentages of “all substances”,
meaning that no characteristic or chemical group in these other
groups could be identied that was disproportionally more or
less present in the CuratedBIOWIN or the CuratedFinal datasets
Fig. 4 Visual representations of the CuratedBIOWIN, CuratedProblematic, C
with the UMAP algorithm. Subplots (a–c) show the results for the Curate
for the CuratedFinal and CuratedRemoved datasets. Subplots (a), (b), (d), an

1790 | Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795
than in the CuratedSCS dataset. Therefore, based on the three
characteristics analyzed, the CuratedProblematic and
CuratedRemoved datasets can be considered to be very similar in
composition to the CuratedBIOWIN and CuratedFinal datasets.

4.4.2 Feature space. We applied UMAP to reduce the high-
dimensional feature space to a two-dimensional representation,
enabling a comprehensive visual exploration of the chemical
landscape. The primary objective was to uncover inherent
patterns, clusters, and potential disparities within the chemical
compounds in the new datasets.

Fig. 4 shows the visual representations of the datasets aer
dimensionality reduction with the UMAP algorithm. Subplots
(a–c) show the results for the CuratedBIOWIN and
CuratedProblematic datasets. Subplots (d–f) show the results for
the CuratedFinal and CuratedRemoved datasets.

4.4.2.1 Removed data are not different from remaining data.
For the subplots (a and d), we applied unsupervised UMAP, i.e.
without using the labels for biodegradability. As one can see,
the substances of the CuratedProblematic and the CuratedRemoved

datasets, both displayed in yellow, are distributed in the same
way as the substances in the CuratedBIOWIN and CuratedFinal
datasets (green). No clustering or grouping of the yellow data
points can be observed. Hence, there is no meaningful simi-
larity or association among those data points. However, it is also
uratedFinal, and CuratedRemoved datasets after dimensionality reduction
dBIOWIN and CuratedProblematic datasets. Subplots (d–f) show the results
d (e) are unsupervised, and subplots (c and f) are semi-supervised.

This journal is © The Royal Society of Chemistry 2024
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possible that the MACCS keys are just not suitable for repre-
senting the differences between the CuratedRemoved data and the
remaining data.

4.4.2.2 Inherent complexity. Subplots (b and e) are also plots
of the unsupervised UMAP. This time, the substances are
colored according to their labels for ready- or not ready-
biodegradation. As one can see, there are no clear clusters
according to the labels. This suggests that predicting the ready
biodegradability of organic chemicals based on their structure
is a challenging task. Furthermore, we can state that the data
have a signicant amount of variability and that the features
might only capture some of the characteristics that dene the
classes.

4.4.2.3 Using a third vote for label noise ltering reduced noise
or class overlapping. For subplots (c and f), we applied semi-
unsupervised UMAP, i.e. we provided some data with and
some without labels. For subplot (c), the labels of the data
points in the CuratedBIOWIN dataset were used, while the data of
the CuratedProblematic dataset were arranged in the UMAP plot
according to their feature characteristics without the label being
known. For subplot (f), UMAP was provided with the labels of
the data points in the CuratedFinal dataset but did not see the
labels of the data in the CuratedRemoved dataset. From subplot
(c), one can see that it is still difficult to separate the NRB from
the RB substances. This separation of the NRB and RB
substances is better in subplot (f), i.e. there is less overlap
between the classes. This suggests that using the XGBClassier
trained on the CuratedBIOWIN dataset to cast a third vote on the
data in the CuratedProblematic dataset reduced the class overlap,
hence, led to a reduction in noise in the datasets.

4.4.2.4 CuratedFinal is more similar to data of opposing
biodegradation label. The distance between points in a UMAP
plot reects their distance in the original high-dimensional
feature space. Points that are close to each other in the UMAP
plot are considered more similar, while those that are farther
apart are less similar.39 Subplot (f) shows that themajority of the
substances in the CuratedFinal dataset, which were given
without label, were placed close to substances from the
CuratedFinal dataset with opposing labels. This trend is actually
also visible in subplots (b), (c), and (e). The majority of the
substances from the CuratedProblematic and the CuratedRemove

datasets that were labeled as RB are closer to substances labeled
as NRB from the CuratedFinal and CuratedFinal datasets,
respectively. The same is observed for substances from the
CuratedProblematic or the CuratedRemoved datasets that were
labeled as NRB. The closeness of the substances in the
CuratedProblematic or the CuratedRemoved to the substances with
opposing labels from the CuratedBIOWIN and CuratedFinal data-
sets suggests that the labels of the substances in the
CuratedProblematic or the CuratedRemoved are difficult to learn –

either because they are incorrect or because the features do not
cover the required information.

4.4.3 Analysis of feature adequacy. We evaluated other
features to check if they are more suitable for predicting ready
biodegradability. These other methods are Morgen FPs, RDKit
FPs, and the pretrained MolFormer model.48 More information
on the three methods is provided in ESI-1† Section S7.2. The
This journal is © The Royal Society of Chemistry 2024
three different methods were used to create the features for all
substances in the datasets, and XGBClassier were trained
using these features. The resulting performance metrics are
provided in Table S8 in ESI-1.† The feature space was also
visualized using UMAP. The resulting plots are provided in ESI-
1 (Fig. S5–S8).† The different features did not lead to signi-
cantly increased performance metrics of the XGBClassier, and
no signicant differences in the resulting UMAP plots could be
observed. This shows that even more comprehensive chemical
features do not include additional information that might help
a model with the correct classication of the data in the
CuratedSCS dataset. There is still the chance that certain struc-
tural (3D) information is not covered by the features (e.g.,
intramolecular hydrogen bonds), but this cannot be addressed
with the currently available methods.

4.4.4 Comparing the AD. In the above analysis, no indica-
tion was found that the data in the CuratedProblematic and
CuratedRemoved datasets signicantly differ from the data in the
CuratedBIOWIN and CuratedFinal or have characteristics that
make the data in the CuratedProblematic and CuratedRemoved

datasets more challenging to predict. To assess whether the
XGBClassiers trained on the CuratedSCS, CuratedBIOWIN, and
the CuratedFinal datasets cover the same chemical space as the
Huang-Classier, the AD of the classiers was calculated using
the Tanimoto similarity and compared to the reported AD of the
Huang-Classier.

Huang and Zhang20 had found that 98.4% of the substances
in the DSSTox database would fall within the AD of the Huang-
Classier. For the XGBClassier trained on the CuratedSCS,
CuratedBIOWIN, and the CuratedFinal datasets, it was found that
97.9%, 97.3%, and 97.7% of the substances in the DSSTox
database are in the AD, respectively. Therefore, reducing the
dataset size due to curation based on the CAS RN™–SMILES
pairings and removing data points with noisy labels did not
signicantly reduce the AD. This indicates that the substances
in the curated datasets comprise a similarly broad chemical
space as the substances in the Huang-Classication-Dataset. If
the substances in the CuratedProblematic and CuratedRemoved

datasets had different structural characteristics, the AD of the
XGBClassier trained on the CuratedBIOWIN and CuratedFinal
datasets should have been much narrower than the reported AD
of the Huang-Classier. However, one has to note that the
Tanimoto Index is based on molecular fragments. If these
molecular fragments do not cover certain properties of
substances (such as intramolecular hydrogen bonds), then the
AD would also not reveal if substances with these properties
were excluded from our test set.

4.4.5 Conclusion on the data-centric approach. From the
analysis in the previous sections, we are condent that the
results from Fig. 3b are accurate. The only uncertainty that
remains is that certain properties may not be covered by any of
the tested features. It could therefore be that some substances
that contain those features were removed from the test set
because they were difficult to learn. For the vast majority of the
removed substances, however, we assume that they were
removed because they had noisy labels.
Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795 | 1791
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Fig. 5 Box plots showing the SHAP values for the highest negative and
highest positive SHAP values. The SHAP values were only calculated
for those substances that contained the feature. Atom symbols are: A
– any valid periodic table element symbol; Q– hetero atoms (any non-
C or non-H atom); X – halogens; Z – other than H, C, N, O, Si, P, S, F,
Cl, Br, I. The bond types are: – single; = double; % an aromatic query
bond; $ ring bond; ! chain or non-ring bond.
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4.5 Model selection with LazyPredict

Once the data analysis and data curation were completed,
a model-centric approach was taken to improve the model
performance further. The dataset used was CuratedFinal. Over-
all, model selection with LazyPredict and hyperparameter
tuning did not lead to a signicantly higher performance on
both the CuratedSCS and the CuratedBIOWIN test sets (Tables S9–
S12 in ESI-1†). For the models tested on data from the
CuratedSCS dataset, feature creation using RDK FPs in combi-
nation with the LogisticRegression classier leads to a slightly
but insignicantly higher model performance. For the models
tested on data from the CuratedBIOWIN dataset, feature creation
using MACCS keys leads to the highest balanced accuracies.
Importantly, no algorithm could be found that signicantly
outperformed the XGBClassier that was trained with the
default hyperparameters on the CuratedFinal dataset and tested
with data from the CuratedBIOWIN dataset. Therefore, it was
conrmed that XGBClassier is among the most suitable algo-
rithms for predicting ready biodegradability. The trained
XGBClassier that achieved a balanced accuracy of 94.2 ± 1.2%
1792 | Environ. Sci.: Processes Impacts, 2024, 26, 1780–1795
is now also available in a graphical user interface on https://
biodegradability-prediction-app.streamlit.app/.

4.6 Importance of certain features for ready-biodegradation

Fig. 5a shows the MACCS keys that contribute most to non
ready-biodegradability while Fig. 5b shows the MACCS keys that
contribute most to ready-biodegradability. The results reveal
that halogens, 6-member rings, and aromatic rings that are
bound to a nitrogen contribute most to non ready-
biodegradable while carboxyl and hydroxyl groups can
substantially improve the biodegradability. These ndings are
in line with previous literature, e.g., Loonen et al.11

4.7 Discussion and environmental implications

This study set out to train an improved MLmodel for predicting
the aerobic ready-biodegradability of organic chemicals. First,
a data-centric approach was taken based on the dataset from
Huang and Zhang,20 the largest dataset of RBT published thus
far. The initial ndings reveal that, despite meticulous data
curation which included correction of CAS RN™–SMILES
pairings and handling noisy labels, the classication model's
performance when using the test set from CuratedSCS could not
be improved. This can be due to three reasons: inadequate
features for capturing important information about the chem-
icals, limitations in the model's ability to learn and generalize,
or noisy data labels in the test set.

The rst two point were addressed in the model-centric
approach. On the rst point, four different feature creation
methods were tested. The resulting number of features for each
data point ranged from 167 to 2048. However, none of the
methods led to an improved model performance for the
CuratedFinal dataset when the test set from CuratedSCS was used.
To evaluate whether the lack of performance improvement was
due to the model's inability to learn and generalize well enough
(point 2), 31 ML models were screened. No ML algorithm could
be identied that led to a signicant performance increase for
the CuratedFinal dataset. However, even though we could not
nd an improved feature creation method and ML algorithm,
that does not mean they do not exist. Our ndings do not
indicate it, but the lack of performance increase might still be
due to an inadequate model algorithm or features.

Another explanation is the presence of data with noisy labels
in the test datasets. RBT results depend on various factors and
have also been shown to depend on the used test protocol and
the laboratory that carried out the test.19 However, test sets
without label noise are necessary to build and evaluate robust
ML models. Given the inherent noise in RBT results, no fully
reliable test set could be identied, so label noise ltering was
employed here in the second approach to the test set as well. All
models tested on the CuratedBIOWIN dataset performed signi-
cantly better than when tested on the CuratedSCS dataset, which
was not ltered for label noise. When the training set was also
ltered for label noise, the balanced accuracy increased from
88.4 ± 2.1% to 94.2 ± 1.2%.

Overall, 184 substances could not be labeled due to contra-
dicting experimental test results and 814 substances were
This journal is © The Royal Society of Chemistry 2024
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identied as having potentially noisy labels (ESI-2†). Of these
814 substances, 408 were assigned to be RB. This is concerning
because substances that have been found to be RB in RBT do
not have to undergo further testing for their biodegradability.

Our ndings indicate that label noise ltering can lead to
a more robust and reliable classier for predicting the aerobic
ready-biodegradability of chemicals. We could not nd any
indications that the label noise ltering led to the removal of
difficult-to-learn substances. However, we cannot completely
exclude that instead of data points with noisy labels, data points
with difficult-to-learn substances have been removed. There-
fore, we recommend that those substances that prevent the
model from beingmore accurate (substances in CuratedRemoved)
should be tested further experimentally to investigate whether
the labels were noisy or not.

Data availability
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The entire python code including the XGBClassier that was
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Biodegradability-of-Organic-Chemicals).
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