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Although pivotal in the climate change discourse, integrated assessment models (IAMs) often face
criticism for their overly optimistic projections. In this contribution, we critically examine IAM limitations
in the context of clean energy technologies and critical materials. IAMs project a very substantial
increase in clean energy technology deployment by 2050. When considering diverse technology types
and their material requirements — information missing from IAMs — we find that this may represent a
substantial 571-fold surge in selenium demand and a 531-fold increase in gallium, figures that seem
difficult to achieve. This challenges not only the capacity of material reserves but also the rate at which
these can be produced. To address this gap, we propose establishing a direct link between industrial
assets and required materials through simple constraints on material availability. We illustrate the
capabilities of this approach by estimating the achievable clean energy capacities by 2050. We find
potential shortages in the capacity developed for clean energy technologies compared to IAM
projections that may result in deviations from the Paris agreement target by 0.06-0.95 °C. Therefore,
incorporating material constraints and technological diversity into IAMs presents a valuable opportunity
to enhance their predictive accuracy and guide evidence-based policymaking. Including these aspects
in IAMs and decision-support tools will make them more useful in shaping a sustainable yet realistic
energy sector.

Integrated assessment models (IAMs) play a crucial role in shaping academic discussions and influencing policy strategies related to climate change and
mitigation. This contribution highlights that these complex models often lack detailed considerations of diverse technology types and their material
requirements, leading to optimistic projections. To demonstrate this, we translate the capacity of clean energy technologies forecasted by IAMs into the
corresponding requirements for 36 materials. These include critical minerals, rare earth elements, platinum group materials, and structural materials. Our
calculations reveal that meeting capacity projections from IAMs requires scaling materials supply chains up at an unprecedented rate. This raises concerns
regarding the availability of materials and our capacity to meet climate goals. Integrating material availability constraints and enhanced technology resolution
into IAMs, we observe significant deviations from their projected capacities. The primary hurdle lies in the rate of materials supply, rather than their scarcity.
This contribution not only quantifies potential shortages in technologies developed capacity and the need to increase materials production rates but also

emphasizes the crucial role of incorporating these factors into IAMs for more accurate predictions. The findings from this study provide crucial insights for
evidence-based policymaking, aiming at a seamless transition towards sustainable energy systems.

1. Introduction

increases, impacting energy security and poverty alleviation
policies."”” Carbon mitigation options look promising for

While wealthier individuals may have the means to shield
themselves from the effects of global warming, approximately
200 million people would face unprecedented temperature
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addressing this challenge, yet delays in clean energy technology
development will render the 1.5 °C target unattainable.® There-
fore, a comprehensive understanding of the needs to develop
these technologies at the required scale will illuminate the
challenges ahead and drive the search for solutions to achieve
the targets ambitioned.

Integrated assessment models (IAMs) serve as crucial tools
in guiding academic discussions and shaping policy strate-
gies in the realm of climate change and mitigation. Their
impact transcends academia, influencing policy frameworks
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and global initiatives dedicated to reducing greenhouse gas
(GHG) emissions.® Recognized for their significance, these
models are now integral components of the International Panel
of Climate Change’s (IPCC) assessment reports, which many
countries rely on to inform their policymaking efforts.>

IAMs use scenario-based inputs to qualitatively project
diverse hypothetical futures for natural and human subsystems.*®
In the former subsystem, IAMs include a quantitative represen-
tation of a set of Earth-system processes,® while in the latter,
these models calculate energy supply and demand to meet
simulated human population requirements.® It is this last sub-
system that can be seen as the heart of any IAM, with equations
describing the assumed behaviours of consumers, producers,
and regulators.®

Despite their widespread use, IAMs face scrutiny regarding
their modelling structures and perceived limitations.*® In the
past, studies underscored the need for IAMs to capture the
nuances of human behaviour related to energy consumption,
especially in mobility sectors.” Similar studies aiming to infuse
socio-technical insights into IAMs reported notable deviations
in IAMs projections after including these considerations.®
While recognizing IAMs’ pivotal role in shaping low-carbon
pathways and guiding policymaking, later studies have raised
concerns about their political impartiality at the science-policy
nexus.’ Consequently, attempts have been made to incorporate
concepts from international and national public policies
into IAM scenarios, aiming to enhance transparency and align
pathways with the goals of the Paris Agreement.'® Koasidis
et al. (2023) highlighted that IAMs, with their assumptions of
perfect markets and knowledge over a certain future, alone are
insufficient to navigate through multifaceted crises."” Criticism
extends to their depiction of technological diffusion and the
underlying transition processes.* Real-world complexities influ-
encing technology diffusion rates—such as policy, technology
characteristics, infrastructure compatibility, and public accep-
tance—are inadequately represented in IAMs, if at all.'?
All these often result in overly optimistic projections that
neglect challenges inherent in industrial transformations,
creating a significant knowledge gap at the science-policy
interface.”™® This gap influences policy agendas and under-
mines the policy relevance of IAMs, ultimately affecting the
expected pace and the direction of progress.”’

Such dichotomy is a fundamental challenge that we will
elaborate on in the context of critical materials and their
impact on our ability to deploy for clean energy technologies
(CETs) at the expected rate. To this end, we will take advantage
of CET projections that are consistent with the Paris agreement
according to eight prevalent IAMs,'® and quantify the tangible
challenges to achieving them. In essence, these challenges stem
from the inability of IAMs to establish a physical link between
industrial assets and the materials required to build them.*® In
addition, we will study the impact of the limited technological
resolution of IAMs on the reliability of their predictions by
exploring the relationship between various technology types
and some problematic materials. Finally, considering realistic
material supplies, we will estimate attainable CET capacities
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and translate them into more realistic temperature targets,
illustrating a potential way forward for IAMs. Doing these
analyses is very necessary since it is a long time that interna-
tional organizations started warning of soaring costs of CETs
and potential delays in decarbonization due to mineral
shortages, highlighting the entrance into the age of big
shovels.™

Hence, this contribution critically examines IAMs limita-
tions in the context of CETs, shedding light on the fundamental
gap between IAM projections and real-world practicalities.
Our findings, obtained for 36 materials and based on 25 IAMs
scenarios, advocate for a nuanced, integrated approach to
bridge this gap and better align IAM insights with the prag-
matic imperatives of policymaking.

2. Methodology

To assess the feasibility of IAM projections and to identify the
effect of constraints not included in IAMs, we aim to evaluate
the amount of 36 materials needed to deploy five CETs
under “Below 1.5 °C” and “1.5 °C low overshoot”” temperature
targets, both consistent with the Paris agreement. These
include batteries (both mobile and stationary), concentrated
solar power (CSP), electrolyzers, photovoltaic (PV) panels, and
wind turbines.

We start by determining the annual capacity projected for
each of these technologies for 2020-2050, incorporating
data from 25 scenarios generated with eight different IAMs
(Table S2, ESI).>° Hereinafter, whenever we refer to IAMs, we
specifically refer to the IAMs and scenarios outlined in Table S2
(ESIY). Each of these models and scenarios contributes to our
comprehensive understanding of potential future trajectories,
allowing us to encompass a wide spectrum of possibilities in
our analysis. This wide scope is necessary due to the complexity
and uncertainty inherent in projecting the capacity of CETs.

IAMs provide the projected capacities for various techno-
logies in different units, which requires some calculations to
obtain capacity values in GW for all of them. In addition, we
estimate the replacements needed to compensate for retired
facilities and incorporate them into IAM projections. Calcula-
tion details are provided in Section A of the ESL¥

IAMs only provide information at the archetypal technology
level. However, technology designs can vary in practice, as can
material requirements (Table 1). Hence, we focus on two
market contribution scenarios provided by the German Aero-
space Center (i.e., Continued and Technological Change) to
distribute IAMs’ capacity projections among various technology
types.”" These market scenarios predict how different techno-
logy types will contribute to the overall technology market in
the following decades.

In the next step, we quantify the material consumption per
GW, often referred to as material intensity. We use two material
intensity scenarios: one based on current intensities and
another that factors in the impact of learning curves.*** The
latter scenario assumes that material intensities decrease over

This journal is © The Royal Society of Chemistry 2024
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Table 1 Clean energy technologies considered and their types
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Technology category Technology type Technology full name

Battery LFP Lithium ferro phosphate
NCA Lithium nickel cobalt aluminum
NMC111 Lithium nickel manganese cobalt (composition Ni/Mn/Co = 1/1/1)
NMC622 Lithium nickel manganese cobalt (composition Ni/Mn/Co = 6/2/2)
NMC811 Lithium nickel manganese cobalt (composition Ni/Mn/Co = 8/1/1)
LiS Lithium sulfide
LiO Lithium oxide

Concentrated solar power FC Fresnel collector
PT Parabolic trough
ST Solar tower

Electrolyzers Alkaline Alkaline electrolyzer
PEM Proton exchange membrane electrolyzer

Photovoltaic panels C-Si Crystalline silicon
CIGS Copper indium gallium diselenide
CdTe Cadmium-telluride

Wind turbines AG Asynchronous generator
HTS-DD High temperature superconductor - direct drive
SG-E-DD Synchronous generator - electrically excited - direct drive
SG-PM-HS Synchronous generator — permanent magnet — high speed gear
SG-PM-MS Synchronous generator - permanent magnet — middle speed gear
SG-PM-DD Synchronous generator — permanent magnet — direct drive

time due to new manufacturing approaches and technological
advancements, consequently lessening material requirements.

Combining 25 IAM scenarios with two projections for the
market contribution and two trajectories for material intensi-
ties (see Table 2), we generate 100 different pathways for the
demand of each of the 36 materials used in constructing
various CETs. Then, these material demands will be compared
with the current material supply infrastructure to critically
assess the feasibility of achieving the technology capacities
envisioned by the IAMs. For further details on these calculations,
refer to Section B of the ESLY

Finally, we will approach the problem from the opposite
perspective, employing a bottom-up methodology to estimate
the capacity of CETs that could be achieved considering current
infrastructure and realistic projections for their growth rate.
To this end, we formulate an optimization model to meet IAMs
projections while considering constraints on materials supply
and reserve capacities. Quantifying the disparity between rea-
listic estimates and IAM projections is crucial for different
reasons. In the context of IAMs, these calculations will provide
a quantitative estimate for the error stemming from insufficient
technological resolution and key missing linkages between
different sectors in the model. Then, in the context of climate
change mitigation, we can estimate the temperature increase
stemming from the shortfall in deploying CETs, questioning
the ability of IAM projections to achieve timely progress toward
the 1.5 °C target. In addition, we modify the previous model to

Table 2 Cases considered for the estimation of material demands based
on IAM scenarios

Market contribution Material intensity Colour/symbol
Continued Base Red
Continued Learning Red (¥)
Technological change Base Blue
Technological change Learning Blue (*)

This journal is © The Royal Society of Chemistry 2024

investigate the minimum material recycling rates needed to
meet the CET capacities outlined by the 25 IAM scenarios. We
do this for two market trends, two material intensity forecasts,
and three material production rates, generating a total of
300 different results (i.e., 12 variations for each of the 25 IAM
scenarios). Further details on these calculations can be found
in Sections C and D of the ESIL.t

3. Results and discussion

3.1 IAMs envision a rapid increase in the deployment of clean
energy

Fig. 1 depicts the capacity of CETs added annually between
2020 and 2050 across the eight IAMs and the 25 scenarios
considered (Table S2, ESIt), expressed as the ratio over
2020 values. The figure depicts important variations across
scenarios, reflecting the uncertainty in the projected capacity
for each technology.” These variations stem from the different
choices each model and scenario makes for specific interven-
tions to meet climate goals, including carbon pricing, techno-
logy deployment, lifestyle, or coal retirement policies.>
A detailed breakdown of the various scenarios and their under-
lying assumptions is provided in Section A of the ESL{ Note
that not all the scenarios include projections of all the tech-
nologies assessed (see circles within each panel).

Despite existing variations, Fig. 1 illustrates an overall
increasing trend in the projected deployment of technologies
over time, with some noteworthy exceptions that mainly affect
PV and wind. For example, scenarios from the MESSAGE-
GLOBIOM model depict rapid growth in PV capacity from
2020 to 2025, followed by either a continuous rise or a constant
trend, depending on the scenario. In contrast, some models
like IMAGE project a decline in the annual deployment of PV
and wind beyond 2040. Overall, according to median estimates,
the capacity of PV panels added annually in 2050 is projected to

Energy Environ. Sci., 2024,17, 5241-5259 | 5243


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4ee00747f

Open Access Article. Published on 18 June 2024. Downloaded on 7/19/2025 10:17:41 AM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

View Article Online

Paper Energy & Environmental Science
o Battery (Stationary) Battery (EV) CSP
c:s 8 150 0O 150 0O 250 O
= o
= C; 200
=R R=
- 8 100 100 150 :
35| —Median — Median —Median
1 100
o | B 50 50
+~ o=
313 50
Q| & e
IS 0 0 0 S—
°|° 2020 2030 2040 2050 2020 2030 2040 2050 2020 2030 2040 2050
> Electrolyzer PV Wind
= | 500 50 50
E ) @ ® [ ]
[a\]
% g 400 40 40
2|T 300 30 30
% %) —Median — Median —Median
&S 200 20 20
BlE
2|8 100 10 10
8 P—=—— —
g8 o — === =
© 2020 2030 2040 2050 2020 2030 2040 2050 2020 2030 2040 2050
Years Years Years
Targets IAMs
Below 1.5
15Low | GCAM 4.2 —— MESSAGE-GLOBIOM 1.0
ov.ershoot —— MESSAGEix-GLOBIOM 1.0
—— MERGE-ETL 6.0

Fig. 1 Projections for the capacity of clean energy technologies added annually based on selected IAMs and scenarios (see Table S2, ESIt). Scenarios
represented with dashed lines are compatible with the “Below 1.5" target, while solid lines correspond to scenarios for the “1.5 °C low overshoot” target.
Capacities for 2020 serve as the baseline for estimating capacity ratios in subsequent years. The only exception are electrolyzers, whose baseline year
depends on the scenario (i.e., the first year with non-zero capacity projections is used in each case). Circles in each panel correspond to the different
scenarios for each IAM, sorted in the same order as in Table S2 (ESIt) and using the colour code indicated in the legend. These are used to indicate the
scenarios providing capacity projections for the corresponding technology (i.e., those with filled circles). For each technology, the median value is
derived by considering its available IAM scenarios. CSP: concentrated solar power, EV: electric vehicles, PV: photovoltaics.

be 10.5 times greater than in 2020, while for wind turbines, it is
expected to be about 5 times higher.

The remaining CETs show smaller variations across scenar-
ios. The median capacities added annually for stationary bat-
teries, EV batteries, and CSPs are projected to reach 19, 24,
and 37 times those of 2020, respectively. As an exception, the
“PEP_1p5C_red_eft” scenario from the “REMIND-MAgPIE 1.7-
3.0” model projects battery deployment reaching 104 (station-
ary) and 139 (EV) times the 2020 values. This scenario is
characterized by comprehensive carbon pricing.

Similarly, the “IMA15-TOT” scenario from “IMAGE 3.0.1”
projects significantly high deployment for CSP (234 times 2020
levels) and electrolyzers (454-fold increase compared to 2030
estimates). This scenario is based on assumptions such as
reduced use of CO,-intensive transportation, and rapid adop-
tion of the best available technologies, placing its projections
significantly above the median.”

5244 | Energy Environ. Sci., 2024, 17, 5241-5259

To analyze the impact of these variations, we present Fig. 2,
illustrating the cumulative capacity developed for these tech-
nologies over the present and subsequent decades.

Fig. 2 depicts a rising trend across all scenarios that impact
our ability to achieve these forecasts (see later discussion in
Section 3.5). Notably, the application of batteries for EVs,
estimated at around 159 TW by 2050, shows the highest
cumulative capacity, although this number may vary based on
the assumptions for some technical parameters (refer to Sec-
tion A of the ESIf). Following this, PV comes in at 41 TW,
followed by wind at 12 TW. The remaining options stay below 6
TW by 2050.

To provide context, we also compare our estimates with
projections from other sources such as the European Technol-
ogy and Innovation Platform for Battery (ETIPB), the energy
technology perspectives (ETP), the international energy agency
(IEA), the international renewable energy agency (IRENA), and

This journal is © The Royal Society of Chemistry 2024
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Fig. 2 Cumulative projected capacity of clean energy technologies based on selected IAMs and scenarios (Table S2, ESIT). Markers in each panel

represent data from additional sources used for comparison: circles show IEA projections,
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plus signs denote IRENA data,“> and cross signs

correspond either to data from the European Technology and Innovation Platform for Battery (ETIPB),?” from Statista (for stationary batteries
projections),?® or from the energy technology perspectives (ETP) (for CSP).2° Black lines present the median of IAM projections.

Statista, all of which focus more specifically on energy-related
aspects. We observe that the median among IAM projections
allocate smaller capacity to CSPs (169 GW in 2050), electrolyzers
(10 GW), and PV panels (5100 GW) compared to estimates from
other studies,>®?*" yet the median projections for batteries
(4700 GW for stationary and 126 TW for EVs in 2050) and for
wind turbines (7000 GW) are consistent with other projections.
More importantly, all the projections from other sources fall
within the range of IAM scenarios considered in the analysis,
highlighting the robustness of our estimations. The only excep-
tion are small discrepancies for CSP between 2020 and 2040,
which, ultimately, would have little impact in material shortages
(see later discussion around Fig. 5).

In addition, our estimations closely match existing real-
world data. For instance, the actual capacity of PV panels
added in 2020 was 84 GW,*? close to the average of the values
predicted by IAMs (94.5 GW). Similarly, the development
of wind turbines is at the range, with the actual 111 GW
capacity added in 2020,>> well within the IAM forecasts
(i.e., 7-154 GW).

This journal is © The Royal Society of Chemistry 2024

We also note that the share of the total capacity added in
2050 to replace retired facilities is very small, reflecting the
modest capacity of clean energy technologies installed dur-
ing the past decades (Fig. S2, ESIT). However, a challenging
decade is expected to start in 2050, when major replacements
for batteries, PV panels, and wind turbines are anticipated
to commence, given their expected lifetime (i.e., about
15 years for batteries and 30 years for PV panels and wind
turbines).**3*

The timing and magnitude of this surge may vary based on
technology quality and durability; aspects necessarily over-
looked in already complex IAMs. High-quality materials
can extend the durability and lifespan of these technologies,
delaying the need for replacements and materials recycling.
Furthermore, real-world dynamics involved in developing
and replacing retired CETs are multifaceted, including mine
exploration, technological advancements, economic factors,
supply chain stability, and operational conditions, making it very
complex to accurately estimate the year that each technology is
going to be retired.

Energy Environ. Sci., 2024, 17, 5241-5259 | 5245
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The challenge caused by technology retirement and replace-
ment could be controlled by developing material recycling
facilities, an issue that will be further explored in Section 3.6.

Hence, even if most IAMs already impose limits on the
penetration of technologies, this first analysis is in agreement
with the body of literature suggesting that these might be over-
optimistic.* The feasibility of attaining envisioned levels in
deploying CETs is hard to grasp, and more tangible data on
material requirements and supply would be needed for this
purpose. The issues starting a call for urgent improvements in
permitting, mining, and manufacturing systems. Hence, in the
next section, we will translate the projections of installed capacity
for these new technologies into material demand to ascertain
whether IAMs’ estimates are realistically feasible given the current
landscape of materials supply and its potential growth.

3.2 Materials market dynamics are an obstacle to achieving
IAM projections

We next evaluate the annual demand that the development of
CETs would impose on 36 distinct materials under each class
mentioned in Table 2 for each of the 25 IAM scenarios con-
sidered. We start by performing a preliminary analysis to
identify those whose supply is expected to be most challenging
(see Section B.6 for further details, ESIt), finding an especially
concerning situation for the 16 elements depicted in Fig. 3. We
will refer to these as problematic materials (results for the
remaining materials are provided in Fig. S3 in the ESIf). We
also compare our estimates with the material demands pro-
vided by Wang et al.,** and those reported in the IEA critical
mineral data explorer (see Table S16, ESIt).*®

We find that, for all these elements except for cadmium,
copper, and praseodymium, the annual demand for the devel-
opment of CETs alone can potentially exceed their current
production for all sectors at some point before 2050 (see line
aty =1 in Fig. 3a). Indeed, the demand-to-production ratio for
iridium, tellurium, lithium, indium, cobalt, and terbium could
increase up to 143, 49, 17, 8, 6, and 5 respectively. Reaching
these figures would require an increase in the production
capacity of these materials which seems unattainable for over
30 years. Failure to do so could lead to material shortages and
supply chain disruptions, ultimately hindering our progress
toward the temperature target defined by the Paris Agreement.

The situation seems less critical for other elements since
their median demand does not exceed their current production
levels. However, increasing production rates may still be diffi-
cult for certain materials like cadmium, gallium, indium, and
iridium, as they are byproducts of other elements. This issue is
further discussed in the next section.

The crucial point to note here is that IAMs project the total
capacity for each archetypal technology, like PV, without dis-
tinguishing between different technology types, such as CdTe,
CIGS, and CSi panels, irrespective of material assets. This
makes it difficult for IAMs to capture factors such as market
drivers, innovation, or inertia.’® As each technology type has
unique material requirements, allocating capacity to them
directly influences the materials needed and the ability to meet

5246 | Energy Environ. Sci., 2024,17, 5241-5259
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the projected capacity. Hence, the demand for some elements is
contingent on the market contribution scenario, as illustrated by
the red vs. blue lines. Take cobalt as an example. The demand for
this element would rise in a continued market trend (red lines in
Fig. 3) but decrease in scenarios where technological changes
replace cobalt-type batteries with cobalt-free alternatives®” (blue
lines; further elaborated in Section 3.4).

This effect is also observed when analysing the demand
from CETs alone (i.e., without comparing it with the total
production level of each material, Fig. 3b), where we discover
many minerals whose annual demand would increase to sky-
high levels if the technological change market trends were
realised. These include cadmium (whose demand from CETs
could be 398 times larger than in 2020), gallium (531), indium
(471), lithium (285), nickel (214), selenium (571), and tellurium
(396). In the case of cadmium, the demand is primarily driven
by CdTe PV panels, which will reach a 24% market contribu-
tion by 2050 in the technological change scenario (compared with
5% in the continued market trend). This difference
could significantly affect cadmium demand, potentially raising its
price and affecting other applications, such as its use in plastic
stabilizers and pigments.*® Meanwhile, the technological change
scenario assigns a smaller contribution to C-Si panels, making it a
safe bet when considering silver supply limitations.

On the other hand, indium, and tellurium, which have dis-
played a high supply risk in Fig. 3a, are likely problematic when
considering their demand from CETs (Fig. 3b), as this will affect
their availability for other sectors and, consequently, their price.

The demand for elements used in electrolyzers, like graphite
and iridium, could skyrocket to 2600 and 4000 times their
estimated demand in 2020. This happens in IAM scenarios
allocating a very minor capacities to this technology initially,
followed by a rapid growth. However, considering the median
values, which are arguably more likely to occur, the situation
for these elements is not as critical.

Overall, some technology types will benefit from particular
market scenarios while others may face disadvantages.
We acknowledge that modelling detailed markets competing
for materials, whose prices vary according to their respective
elasticities and demands, might be out of reach of current
IAMs. However, even in this case, it should still be possible to
simulate distinct market trends, introduced exogenously into
the model formulation, similarly to what is done today to limit
technology diffusion rates. What is clear is that allocating the
capacity of each CET into their various types, while considering
material accessibility constraints (market availability), along
with material reserve capacities, is vital for achieving the level
of technological development required for some temperature
targets. Incorporating these pieces of information is essential
for any IAM aiming at providing more realistic predictions.
In addition, it is imperative to include in IAMs other CETs
overlooked here, like fuel cells or electric motors, since their
development will increase the demand for critical materials
such as dysprosium, neodymium, nickel, and silver.”* This inclusion
will enable future studies to assess these technologies and anticipate
potential challenges more accurately.

This journal is © The Royal Society of Chemistry 2024
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Fig. 3 Material demands from clean energy technologies. Panel (a) compares the demand for materials from clean energy technologies with their
production rate dedicated to all sectors in 2020. Panel (b) represents materials demand from clean energy technologies compared with their estimated
demand in 2020. ©©: Iridium, primarily used in electrolyzers, does not exhibit demand until 2030 and therefore relies on this year or later years,
depending on the scenario, as the basis for calculations. Dashed horizontal lines at y = 0.5 for cadmium, copper, and praseodymium and at y = 1 for other
materials have been included for comparison. Timeframes are indicated as follows: 20 : 2020, 30: 2030, 40: 2040, 50: 2050. The results of the continued
trend and technological change are distinguished by red and blue colours (see Table 2). In both cases, the median is depicted with a thicker line. The
effect of the reductions in material intensities due to learning curves is indicated with star signs, only for median projections. CETs: clean energy
technologies.
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On the other hand, we observe that the demand for materials is
also influenced by the effects of learning curves, denoted by the star
signs in Fig. 3. Cadmium, dysprosium, gallium, indium, neody-
mium, selenium, silver, and tellurium, serve as prime examples of
this phenomenon. However, there are many challenges ahead of
attaining these intensity reduction levels.>® Therefore, aside from
investments aimed at boosting material production rates, expand-
ing the capacity of both mine and mineral refineries, there is a
need for research and development efforts focused on reducing
technology dependencies on these challenging materials. Ulti-
mately, IAMs should consider the effect of technological advance-
ments and link them to material constraints to become suitable for
modelling future technology capacities.’

In this context, material recycling is essential in circumvent-
ing supply disruptions and preserving finite resources.*’
However, previous studies report that, even after employing
improved recycling processes, supply may still fall short of
demand,*" an issue further investigated in Section 3.6.

In any case, the retirement of technologies is expected to
occur mainly after 2050, resulting in a market of obsolete
technologies that can be used for materials recycling. Before
2050, materials replacement remains an option (Table S20,
ESIT), provided it does not compromise technology perfor-
mance, an issue necessitating thorough examination. For
example, sulphur dioxide is a potential alternative to selenium
dioxide, yet it exhibits comparatively lower energy efficiency.
Additionally, bismuth, calcium, lead, phosphorus, selenium,
and sulphur are among the elements viable for replacing tell-
urium in numerous free-machining steels, but often result in
decreased efficiency or altered product characteristics. Simi-
larly, graphene has been engineered as a substitute for indium
tin oxide electrodes in solar cell technology.*® However, impro-
per material incorporation in PV panels would lead to reduced
efficiency, thus resulting in more units and increased land
requirements to achieve the same service.

Currently, most IAMs overlook the explicit representation of
material cycles, ignoring how materials move through the
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stages of production, use, and disposal.” Omitting such infor-
mation makes them myopic to additional constraints that may
limit mitigation trajectories in practice. Considering the level of
aggregation of industrial activities in IAMs, we acknowledge the
challenge of representing complex industrial networks for
material production, manufacturing, and recycling. However,
we also claim the need to improve the link between mitigation
trajectories and underground realities. Hence, as a first step
towards further evolving IAMs, we advocate considering at least
different technology types and linking them to the availability
of materials through the corresponding material intensities
and learning curves. This simple modification would add
little mathematical complexity while adding a new layer of
constraints to obtain more realistic estimates.

3.3 Additional challenges are foreseen for coproducts

Elements sometimes coexist within rock formations, resulting
in what is known as a “guest element”, acquired as a byproduct
during the extraction of the so-called primary or ‘“host”
element.*®*> An illustrative instance is the worldwide produc-
tion of iridium, 98% of which is obtained as a byproduct of
platinum extraction.*” Sourcing guest elements in large quan-
tities could potentially be problematic as they have limited, if
any, dedicated extraction activities today.

In this section, we examine the demand for host elements
necessitated by CETs and use it to derive the amount of the
corresponding guest elements that would be generated as
byproducts in the process. Then, we use these values as bench-
marks (i.e., denominator) to compare the specific demand for
guest elements originating from CETs (numerator). For materi-
als that this ratio lies above one, shortages could be experi-
enced unless additional actions are implemented. Further
details on the calculations are provided in Section B.5 (ESIf).

As shown in Fig. 4, based on the median values, the annual
demand for all elements except for gallium and silver may
exceed their annual production as byproducts. This suggests
that, in certain cases, larger quantities of their host elements
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Fig. 4 Ratio between the annual demand for guest elements and their potential production as byproducts. We have included a horizontal dashed line at
y = 1to aid comparison. In most of the IAMs scenarios, there is almost no demand value for iridium and platinum before 2030, as the development of
their host technology, electrolyzers, commences mainly after 2030. Timeframes are indicated as 20:2020, 30:2030, 40:2040, and 50:2050.
The results of the continued trend and technological change are distinguished by red and blue colours (see Table 2). In both cases, the median is
depicted with a thicker line. The effect of the reductions in material intensities due to learning curves is indicated with star signs, only for median
projections. CETs: clean energy technologies.
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might need to be extracted to meet the required demand for the
guest element.

For cadmium, gallium, and indium, scenarios based on the
technological change market contribution (blue lines) present
a more challenging situation owing to the higher share of CdTe
and CIGS PV panels in the market. Specifically, when consider-
ing the median values, the market contribution plays a decisive
role for indium.

The continued market scenario seems effective in addres-
sing these elements, yet it might not suit all materials. For
example, it resolves the issue of indium supply by reducing
contributions from CIGS and CdTe panels, yet the increased
penetration of CSi PV panels would result in a higher demand
for other problematic elements like silver (Fig. 3). This chal-
lenge is somewhat alleviated when considering the effect of
learning curves, as indicated by the star signs. This highlights
the importance of investing in material-related research when
advancing CETs, particularly concerning these elements.

In the case of iridium, its median demand would rapidly
surge to 46.5 times the annual production that could be
obtained from its host element (platinum). Fortunately, redu-
cing iridium intensity seems attainable thanks to a recent
breakthrough by Torrero et al., who developed an advanced
catalyst with a ten-fold reduction in iridium loading.**
Nevertheless, even with these improvements, iridium demand
would escalate to 16.5 times the amount that can be produced
as a byproduct. An alternative solution could involve replacing
iridium in platinum-iridium alloys with elements such as
tungsten, nickel, ruthenium, osmium, copper, gold, rhodium,
or palladium. However, this substitution might alter the resulting
alloy’s electrical resistance and thermal expansion coefficients.**

Challenges related to other guest elements like cadmium,
gallium, or indium are generally less significant than iridium.
The same conclusion could be reached for silver based on
median values, yet challenges may arise between 2025 and
2040 if the development of wind turbines and, in turn, the
demand for zinc (host) is small.

On the other hand, we note that other sectors also require
host elements, which could potentially lead to an increased
production of guest elements. For instance, 75% of the global
copper supply caters to non-energy sectors.”® In this context,
surpluses of host or guest elements could impact their pricing
and the associated CETs. For instance, while zinc is not
problematic, it attracts attention because it is linked with
cadmium, gallium, indium, and silver. Consequently, its pro-
duction rate and price are interlinked with and influenced by
the supply of its guest elements and their prices.

Capturing all these connections, which could ultimately affect the
market shares of the different technology types, would be very
challenging for IAMs unless they are linked to more detailed sector-
specific partial equilibrium models.***® Integrating these models into
current IAMs, where industrial sectors are highly aggregated, will
necessitate time. As a compromise solution in the interim, IAMs could
incorporate constraints on materials supply, considering specific
bonds between guest and host elements. This represents an oppor-
tunity for IAM developers since models that link technology types

This journal is © The Royal Society of Chemistry 2024
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with constraints on materials supply can capture the effect of
various market contribution scenarios more effectively. Again, this
highlights the importance of considering technology types and
modelling the supply of, at least, key problematic elements to
ensure that IAMs can offer a more realistic representation of the
range of actions available to combat climate change.

3.4 Increasing technological resolution in IAMs is imperative

We next dig further into the intricate connections between
various CET types and problematic materials so as to evaluate
the consequences of potential material shortages in developing
specific designs (Fig. 5). Ribbons in the figure symbolize the
connections between the materials and their corresponding
technology hosts based on material intensity values for 2020.
All these materials, except for cobalt, copper, praseodymium,
graphite, lithium, and nickel, are expected to exhibit a reduction
in their material intensity over the decades due to learning curves,
which could benefit technology development (please refer to
Fig. S4 to visualize the effect of learning curves on technologies
available in the 2050 market, ESIt). We note that not all the 36
materials studied (Table S5, ESIT) are included in Fig. 5. Instead,
we focus only on problematic materials outlined in Fig. 3.

Considering the right-hand side of the figure, it becomes
evident that all types of PV panels heavily rely on problematic
materials, which raises concerns about our capacity to develop
this technology at the expected rate. The situation is particu-
larly concerning for CIGS panels, which demand three proble-
matic elements: indium, whose annual production should
increase by up to 8-fold over the next three decades (Fig. 3a),
as well as gallium and selenium, both signalling a potential
price increase owing to additional demand from competing
sectors (Fig. 3b). Consequently, developers might opt to prior-
itize the development of CSi and even CdTe types to mitigate
the potential scarcity or price increase in elements associated with
CIGS panels. However, this shift could also threaten the supply of
silver. Based on Fig. 3a, the demand-to-supply ratio for silver
could slightly exceed one, while Fig. 3b shows that the demand
from CETs could rise up to 53 times that of 2020. This indicates
that, while such a shift may be feasible, it would have higher costs
for CSi panels and may also affect CSPs development. Specifically,
all types of CSPs show a high dependency on silver, while ST-type
CSPs also require nickel, primarily used by the electrolyzers.

Most IAMs model investments in technologies based on the
economic performance of competing alternatives considering
perfectly functioning markets.>"* This approach often reflects
first-best policies, providing valuable optimal scenarios for
benchmarking.'*> However, these models may not encompass
all real-world complexities. Real-life policy and consumer
choices do not always align with purely economic rationality.*
While attempting to incorporate these aspects into models,
including IAMs, may seem ambitious, establishing a direct
link between technology assets and the specific amounts and
types of materials required for their construction appears more
straightforward. This approach, although still not perfect,
would allow IAMs to immediately discard infeasible situations
with marginal modelling and computational effort.
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enclosed in brackets, with the corresponding acronyms found in Table 1.

For instance, our calculations suggest that if the focus shifts
to CdTe panels, it will further strain the supply of cadmium and
tellurium. As shown in Fig. 3, tellurium is among the most
problematic elements due to its production rate and potential
price increase, while cadmium is a byproduct showing signs of
price surges due to its rapidly increasing demand. Therefore,
an IAM including some constraints on the availability of
materials might opt for CSi panels. Ideally, IAMs should also
include the effect of technological advancements on material
intensities, as they can draw a significantly different picture of
the landscape of CETs (Fig. S4, ESIt).

All these issues are not exclusive to PV panels. Similarly,
wind turbines, especially the SG-PM-DD turbine type, will face
challenges in their development. Even considering the new
technology types that may appear in the market (Fig. S4, ESIT),
all types have a link with some of these problematic materials.
Their main obstacles are rare earth elements, which include
dysprosium, neodymium, praseodymium, and terbium. These

5250 | Energy Environ. Sci., 2024, 17, 5241-5259

elements are crucial components in the permanent magnets of
wind turbines.?> While alternative options exist, rare earth
elements are considered irreplaceable due to their superior
performance.?” According to the technological change market,
by 2050, the focus will shift to any wind turbine type rather than
SG-PM-DD due to its dependency on praseodymium. Although
praseodymium’s demand-to-production ratio never exceeds 0.8
(Fig. 3a), its potential price increase could be the critical point
(Fig. 3Db).

The situation is also critical for PEM electrolyzers due to
their reliance on iridium and, consequently, on platinum
(iridium’s host element). Alkaline electrolyzer development
faces challenges given its dependency on nickel and graphite.
However, if both technologies eventually achieve the intensity
values targeted in their learning curves, PEM electrolyzers may
gain an advantage over alkaline electrolyzers (Fig. S4, ESIt),
enabling them to lead the market. Hence, the consideration in
any model of material availability and material intensities,

This journal is © The Royal Society of Chemistry 2024
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varying over time, could result in different market trends
compared to those externally defined. On the other hand, IAMs
opting for the simulation of exogenous market shares could
spot whether these are attainable if the IAM accounts for
material flows, as advocated here.

Cobalt, nickel, copper, graphite, and lithium pose chal-
lenges for battery development. Among them, copper is also
in demand for PV and wind technologies, and nickel is needed
by CSPs and electrolyzers as well. All these elements are
experiencing significant demand increases, potentially leading
to competition with other applications and affecting battery
costs. Lithium, which is more demanded from LiS battery
types®® (not relevant in 2020; see Fig. S4, ESIY), is also identified
as an element requiring a substantial increase in its production
(Fig. 3). Technology learning curves do not greatly impact
different battery types. Still, the disappearance of NMC111
and the introduction of new battery types like LiS and LiO into
the market would influence the demand for materials, particu-
larly for cobalt and lithium. However, a different trajectory for
the development of batteries in particular, and CETs in general,
might arise due to shortages in material availability or sudden
price surges within this sector. Additionally, including explicit
projections for EVs and their battery requirements in
IAMs would be beneficial for future studies, enhancing their
comprehensiveness and accuracy.

All these factors can profoundly affect adopting the asso-
ciated types of CETs, which are inherently intertwined with the
materials sector. Consequently, fluctuations in material supply
pose a tangible barrier to realizing the projected capacities
envisioned by IAMs, which, today, are myopic to these material
flows, technology types, and their market shares.

3.5 Introducing material flows into IAMs to obtain more
realistic solutions

In previous sections, we highlighted the limitations preventing
IAMs from providing reliable projections. In this section, we
illustrate a straightforward method to enhance these models.
Departing from their capacity projections for technology arche-
types, we employ a bottom-up approach to evaluate the realistic
deployment capacity of different types of CETs. This evaluation
considers (a) material availability constraints and (b) different
technology types. This will allow us to identify the designs with
the lowest dependence on problematic materials and quantify
the gap between realistic estimates and the projections
outlined by IAMs.

To attain these objectives, we have developed an optimiza-
tion model that places constraints on the availability of the 36
materials assessed in this study. These constraints serve two
purposes. Firstly, they limit the demand for each material
based on the reserves assessed in 2020, which is crucial for
minerals like cobalt, indium, selenium, silver, and tellurium,
for which the demand may exceed reserve capacity (Fig. S5,
ESIt). Secondly, they constrain the share of any material
dedicated to advancing CETs based on 2020 levels. This simu-
lates the situation where other sectors demanding these mate-
rials grow proportional to the clean energy sector. Note that we

This journal is © The Royal Society of Chemistry 2024
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do not integrate these constraints directly into IAM formula-
tions; instead, we build a separate model that takes advantage
of the capacity for CETs projected by IAM.

Acknowledging that future pathways might not necessarily
follow the pattern of past transitions, we project the production
rate of the different materials in coming years based on
historical trends, which depicts an average annual growth of
metal mining of 2.7% since the 1970s."® We also conduct a
sensitivity analysis by varying this increase between 0.7% and
4.7% (i.e., historical trend +2%); we will refer to these as the
pessimistic and optimistic scenarios.

Regarding technological resolution, our model covers 21
technology types across five technology archetypes (Table 1).
Each technology type has specific material requirements, which
may vary over time depending on the trends followed by
material intensity (i.e., base vs. learning), ultimately affecting
material demands.

The aim of this model is to mathematically demonstrate
whether IAM projections for CETs are achievable considering
the aforementioned constrains in material availability and
supply. To this end, we estimate the capacity of a given
technology archetype (e.g., PV) by combining the individual
capacities that can be developed for the corresponding tech-
nology types (i.e., C-Si, CIGS and CdTe panels) according to the
materials available, and minimize the disparities compared to
IAM projections. As an example, we try to meet the PV capacity
projected from IAMs by developing any type of PV panels. We
perform this analysis across the 25 IAM scenarios, considering
three different materials production rates and two materials
intensity trends. The outcome is a range of potential capacity
shortages, illustrated in Fig. 6(a), as well as the preferred
technology types based on materials availability considerations,
as presented in Fig. 6(b). Refer to Section C in the ESIT for more
details on the model.

Fig. 6a offers a comprehensive overview of the outcomes for
each of the five technology archetypes assessed, unveiling
varying challenges. Our model indicates that, while each tech-
nology faces potential shortages, achieving projected capacities
for electrolyzers may be feasible based on median values.
However, it is important to note that if material supply grows
according to our pessimistic estimates, electrolyzer capacity
could decrease significantly (e.g., a 752 GW shortfall), primarily
due to iridium unavailability. This decline would represent a
99% shortfall compared to the projections from MESSAGEix-
GLOBIOM 1.0 (Fig. S6, ESIt), which anticipated a high devel-
opment rate and cumulative capacity for electrolyzers, particu-
larly after 2045 (Fig. 1 and 2). Similarly, potential shortages of
copper and neodymium would prevent us from reaching IAM
projections for wind turbines, with a median shortage of
around 88 GW or 54% lower capacity by 2050. These would
be even higher for scenarios projecting simultaneous increased
wind and PV capacity such as CD-LINKS_NPi2020_400 based on
WITCH-GLOBIOM 4.4 (435 GW shortage in wind capacity in
2050, see Fig. S6, ESIT).

The median shortfall is less pronounced for CSP (10.4 GW in
2050). However, under a pessimistic situation, we could lose
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the entire 169 GW projected for this technology in the IMA15-
TOT scenario from IMAGE 3.0.1 model. It is worth noting that
this scenario envisions the most rapid escalation in annual
installed capacity of the CSPs and the highest cumulative
installed capacity by 2050 (Fig. 1 and 2).

Even more profound challenges arise when meeting IAM
projections for batteries and PV panels. Focusing solely on
mobility batteries, our estimates indicate a consistent shortfall,
reaching up to 11.1 TW or 94% of the capacity estimated based
on the REMIND-MAgPIE 1.7-3.0 for this technology in 2050
(Fig. S6, ESIT). Median values also reveal remarkable shortages
that start this decade. This underscores the critical need for
mineral production rates to outpace the 4.7% annual increase
assumed here for the optimistic scenario, or for a substantial
allocation of minerals to develop CETs to meet battery projec-
tions. Shortages are also apparent for PV panels when com-
pared with ambitious projections of REMIND-MAgPIE 1.7-3.0,
reaching up to 1.6 TW or 94% in 2050, mainly due to the
limited availability of copper. Similar challenges are observed
for gallium, graphite, indium, selenium, silicon, and tellurium,
whose supply would be completely exhausted in certain years.
These results reveal that including constraints on materials
availability would increase the accuracy of IAM projections.
Either expectations for rate of these technologies development
will have to be scaled back, or rate of material production will
have to be scaled up, or both.

While a brief surge in annual mineral production may be
feasible for a limited period, sustaining such high rates for
about three decades poses significant challenges. This becomes
crucial, especially if we aim to shield other economic sectors
from the repercussions of the rapid development of CETs.
In the backdrop of COP28, where some countries aim to triple
global renewable power generation capacity by 2030,*° a reeva-
luation of IAM capacity projections is imperative. We suggest
that these projections should consider material availability, an
issue not perceived as problematic in the past but demon-
strated to be essential here.

Considering the present and future landscape of materials
supply, certain technology types emerge as the most reliable
bets for deploying clean energy (Fig. 6b). These include LFP
batteries, PT CSPs, PEM electrolyzers, CSi PV panels, as well as
AG and SG-PM-HS wind turbines. These technologies exhibit
increased capacity in our optimization model compared to
continued and technological change market contributions.
Indeed, we already anticipated potential shortages in the
developed capacity of PV panels and a heightened focus on
CSi panels in Sections 3.2-3.4. In addition, by running our
model and failing to meet IAM projections, we mathemati-
cally demonstrated that the two (or any other) market trend
scenarios are, by definition, infeasible when considering IAM
projections.

In any case, it is important to note that under a free-market
scenario where developers and customers might opt for
technology types different from those selected by our model,
disparities from IAM capacity projections may exceed our
estimations. Hence, we underscore the importance of factoring

This journal is © The Royal Society of Chemistry 2024

View Article Online

Paper

in specific technology types in IAM capacity projections for
each archetypal technology.

Similarly, here, we adopted a conservative approach whereby
the availability of guest elements was not based on the produc-
tion of their host elements but only limited by the growth in
their supply. This is equivalent to assuming that dedicated
extractions could take place if needed.

Notably, technological innovation and reductions in mate-
rial intensities hold promise in alleviating potential shortages
in technology development, yet competition among different
technologies for the same materials may lead to unintended
consequences. For instance, reductions in material intensities
could result in additional 23 GW of PV panels in 2050. However,
this would bring a decrease of 11 GW in the capacity for wind
turbines owing to the reduced availability of materials like
aluminium, copper, and nickel, also used in PV panels.

While our analysis is limited to CETs, it is important to note
that material constraints will inevitably impact other aspects of
any IAM into which they would be introduced. As an illustrative
example, the capacity projected for PV by the GENeSYS-MOD
model under no climate assessment target is nearly three times
the median capacity projected across the 25 scenarios in our
study, while its projection for wind aligns closely with the upper
bound of the projection ranges in Fig. 2.° Indeed, some
models anticipate cost reductions for CETs based on technolo-
gical advancements and, in consequently, they assign signifi-
cant capacity to these technologies, independent of climate
considerations. Therefore, we expect a more realistic depiction
of future scenarios by incorporating these constraints into any
IAMs. Adding material constraints will not only impact the
deployment of CETs but also other aspects connected with the
various sectors within each model. These impacts may vary
depending on the model and scenario used, as each model
depicts reality differently.

While we recognize that our assumptions may not perfectly
align with reality, they arguably offer an upper bound on the
actual availability of materials and, consequently, CETs. For
instance, our model implicitly assumes free global flow of raw
materials, while the global trade landscape is far from friction-
free, and geopolitical tensions and transportation requirements
would further affect the availability of materials and technology
costs. For instance, the value chains of PV panels rely on
minerals like copper and aluminium, typically sourced from
China and Africa, assembled in developing Asian economies,
and distributed worldwide.’® This emphasizes the importance
of addressing regional supply constraints and associated
challenges in future studies.

Establishing a direct link between industrial assets and
required materials represents a pragmatic starting point to
address material supply chain complexities and technology
development challenges. Despite its limitations, this approach
lays the groundwork for more comprehensive solutions that
target the root causes of optimistic projections.

On the other hand, any shortfall in the capacity developed
for CETs would directly impact our ability to achieve the 1.5 °C
target of the Paris Agreement. To illustrate this, we estimate the
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additional GHG emissions that would be released due to
shortages in the capacities projected for various technologies,
and translate them into the corresponding temperature raise.
This is achieved by compensating shortages in CETs (compared
with IAM projections) with equivalent services (e.g., electricity
or transportation) offered by business-as-usual options (e.g.,
grid electricity or diesel cars). We exclude electrolyzers from
this analysis, assuming that the hydrogen they produce would
be used in chemistry (instead of energy) applications.

Arguably, the carbon intensity of these alternative options
will vary over time, reason why we employ prospective life cycle
assessment®" to calculate their associated GHG emissions
between 2020 and 2050. Acknowledging that the technology
trajectories obtained with our optimization model do not
correspond to any specific IAM scenario, we use two conflicting
scenarios to estimate the carbon intensities of these alternative
services. On the one hand, the current policy (CP) scenario
considers the second Shared Socio-economic Pathway (SSP2)
and a representative concentration pathway with a radiative
forcing level of 3.4 (RCP3.4), allowing global warming to exceed
2 °C. This scenario would provide an upper bound on carbon
emissions, reflecting a situation where a slow decarbonization
results in failing to meet the Paris Agreement. This is arguably
consistent with scenarios for which our model discerns sig-
nificant shortages in CETs. On the other hand, the net zero (NZ)
scenario aligns with SSP1 and RCP 1.9, prioritizing the deploy-
ment of CETs and other measures to limit global warming to
1.5 °C. Thus, NZ serves as a lower bound for the carbon footprint
of the alternative services, and thus, is better aligned with
scenarios with minor shortages of CETs. Acknowledging the
uncertainty associated with both estimates, we opted to assess
the 25 IAM scenarios analysed with the two carbon intensities,
avoiding the need to arbitrarily match each of the 25 IAM
scenarios considered with one of the two carbon intensity trajec-
tories (i.e., CP vs. NZ). This approach results a wide range of
estimates that better covers all potential realization of uncertain-
ties. Further details can be found in Section D of the ESL}

Fig. 6c illustrates the additional warming for the different
cases analysed. CET shortages in scenarios consistent with the
“Below 1.5” temperature target could result in a median
temperature raise of additional 0.38 °C (0.06-0.46 °C) under
NZ. The situation would be even worse under CP, where the
median extra warming would reach 0.56 °C (0.18-0.68 °C),
underscoring the urgency of decarbonizing the electricity grid
and the mobility sector by embracing renewables or alternative
options like biofuels.>?

The situation is slightly milder for scenarios consistent with
the “low overshoot” temperature target, where shortages in
CETs would translate into additional 0.10 °C (0.01-0.50 °C)
under NZ. Still, the temperature could raise by additional
0.85 °C in the most pessimistic estimations. It is important to
note that the values provided for these scenarios should be
further increased by 0.10 °C to reflect the overshoot.>

Overall, these findings resonate with previous observations
that IAMs can sometimes offer overly optimistic trajectories for
climate change mitigation. In this case, the optimism stems
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from a lack of technological resolution together with information
regarding the material flows, essential for constructing clean
energy assets. Adding these two pieces of information into IAMs,
while moderately simple, could dramatically change the outcome
of these models, as demonstrated by these calculations.

3.6 Could material recycling be the solution?

Arguably, recycling retired technologies can significantly
impact material availability, mitigating the shortages and sup-
ply chain disruptions anticipated in the previous sections. It
can also reduce the need for long-distance transport of materi-
als, making them available in regions lacking the corres-
ponding natural assets.

Motivated by these factors, we next estimate the minimum
recycling rates that would be required for each material to meet
the CET projections from IAMs. To accomplish this task, we
employ a second optimization model, similar to the one
described in the preceding section, where we integrate recy-
cling as an option to increase material supply. We run our
model 12 times for each of the 25 IAM scenarios, each con-
sidering a different combination of the two market trends, the
two material intensity projections, and the three annual pro-
duction rates for each material. This entails a total of 300 (i.e.,
25 x 12) estimates for each material. Further details about the
model are outlined in Section C of the ESI.{

Results are presented in Fig. 7, where we illustrate the
recycling rates required as a percentage of the annual produc-
tion of each material. If available, current recycling rate are also
depicted for comparison. Materials excluded from this figure
demonstrate an almost negligible need for recycling.

Comparison between existing recycling rates and the med-
ian values depicted in Fig. 7 underscores the urgent necessity
for increasing recycling rates, particularly for lithium (escalat-
ing from 1% to 325%), iridium (rising from 17% to 64%), and
terbium (elevating from 1% to 12%), but also for silicon,
dysprosium, and graphite (all within 0.2-2.2%). For materials
like lithium, this would imply recycling more material than
produced annually (i.e., the median recycling required in 2050
equals 325% its annual production rate in the same year).
Hence, achieving these numbers would require dismantling
obsolete devices from several years, a strategy that cannot be
maintained forever. In addition, the current recovery of pre-
cious metals from electronic waste primarily involves smelting
and leaching, resulting in prolonged purification processes and
adverse environmental impacts.’*

Moreover, with the exception of copper and manganese, the
remaining materials show a probability that the current recy-
cling rate is insufficient and needs to be increased. This under-
scores the necessity for further research on minerals recycling
and additional investments to establish recycling units. Both
endeavours require significant time, emphasizing the urgency
to commence and prioritize these efforts.

3.7 Limitations and uncovered issues

Before concluding the findings, we turn our attention to the
main limitations and issues uncovered in this study:

This journal is © The Royal Society of Chemistry 2024
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Fig. 7 Material recycling rates required to meet IAM capacity projections, expressed as a percentage of annual production. The area presents the range
resulting by considering 12 sets of results (i.e., three production rates, two market contribution trends, and two material intensity projections) for each of
the 25 IAM scenarios. The purple line denotes the median recycling rate required for each material to meet IAM projections. The circles represent the
current recycling rates (Table S12, ESIT). For graphite, silicon, and tellurium current recycling data is not available. Materials not depicted in this figure do
not show any need for recycling, based on the scenarios analysed.
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1. The projections of technology capacities, market contri-
butions, and material intensities used in our estimations are all
dynamic parameters subject to change over time. This inherent
variability introduces uncertainty into the conclusions, which
could be mitigated by revisiting estimates as newer data
become available.

2. Our estimates for the capacity of each technology that
could be deployed based on material availability (Section 3.5)
rely on the assumption of a friction-free market. This assess-
ment could be enhanced by considering the regional availabil-
ity of each material, the corresponding transportation
requirements, socio-economic factors, and environmental con-
straints to provide a more accurate representation of real-world
practicalities.

3. The discovery of new technological designs using alter-
native materials, material substitution, and recycling practices
are factors that can significantly impact material demands in
practice. Incorporating these considerations could enhance the
accuracy of projections for material demands.

4. Beyond the scope of the technologies evaluated in this
study, the demand for other technologies (e.g., electric motors,
fuel cells) will also influence material markets. Recognizing
and accounting for these broader technological spectrums is
essential for a more comprehensive understanding of material
market dynamics.

5. Finally, we note that the replacement of obsolete CET
facilities results in a minor contribution on material demands
in our analysis, owing to the temporal scope we consider.
However, these might play an important role from 2050
onwards, the magnitude of which will depend on the lifespan
eventually achieved by the different technologies.

4. Conclusions

In this contribution, we critically discuss the plausibility of
scenarios developed from essential yet imperfect IAMs, in the
context of clean energy technologies and the associated critical
materials. We base our assessment on 25 scenarios consistent
with the Paris agreement, sourced from eight different IAMs.

We find that IAMs foresee a steep surge in the annual
deployment rate of clean energy technologies. Trying to achieve
these projections would exert immense pressure on material
supply chains over the next three decades, increasing today’s
demand from clean energy technologies by up to 571 (for
selenium) and current production levels by up to 143 (for
iridium). This information, omitted from IAM formulations,
is evidence of how optimistic their estimates are since it is hard
to believe that the required mining, refining, and manufactur-
ing levels can be achieved in less than 30 years.

Also absent from IAMs, we observe that the expected market
contribution of the different technology types (e.g., diverse
types of PV panels) and the anticipated change in material
intensities over time strongly impact material demand trajec-
tories. For instance, assuming a technological change market
trend, rare earth elements such as dysprosium, neodymium,
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and terbium look prone to material shortages, compromising
the manufacture of SG-PM-DD wind turbines. This trend would
also put elements such as tellurium, lithium, indium, and
selenium at risk and, ultimately, might hamper the develop-
ment of CdTe PV panels and LiS batteries, among others.

In the realm of IAMs, technological investments serve as a
pivotal mechanism to decide among various technologies
based on their capital and operational costs, but at a much
lower resolution regarding technology types. In addition, IAMs
predict technology capacities, ignoring materials availability,
which is analogous to forecasting bioenergy potentials neglect-
ing the amount of land that can be used for biomass cultiva-
tion. Moreover, while IAMs predominantly focus on the cost-
effectiveness of technology deployment, it is arguable that
consumers or policy choices might not follow economically
rational patterns. This delineation in rationality underscores
the complexity of IAMs and the necessity for a more compre-
hensive integration of real-world market frictions and decision-
making dynamics to enhance their predictive accuracy and
applicability within the broader economic landscape.

Arguably, to do science-based policymaking, the tools pro-
viding the pieces of evidence need to be fit for purpose. In this
case, IAMs could be improved by integrating bottom-up energy
technology models with top-down aggregated economic equili-
brium models. Alternatively, tailored constraints in IAMs could
be informed based on dedicated models for specific sectors.

As a first step towards more sophisticated efforts, we under-
score the profound impact that slight adjustments can exert on
the projected capacities of clean energy within IAMs. Specifi-
cally, we evaluated the feasibility of achieving the capacity
projections from IAMs by employing a bottom-up approach
considering material availability constraints and a higher tech-
nological resolution. Results underscored significant shortages
in the capacity developed annually for batteries (0-11.1 TW)
and PV panels (0-1.6 TW), questioning our capacity to achieve
the projections envisioned by the ambitious IAMs. Replacing
this lack of clean energy with conventional alternatives to
provide the same services, we find that the cumulative addi-
tional emitted carbon by 2050 would be about 279-530 Gt CO,-
eq, which translates into additional 0.06-0.95 °C above the
targeted 1.5 °C. Material recycling could certainly help in
bridging these gaps, yet our estimations suggest that current
recycling rates for materials are insufficient and need to be
increased. In some cases, like lithium, the required recycling
rate exceeds its annual production. Hence, incorporating mate-
rial availability constraints and technological diversity into
IAMs offers an opportunity to enhance their predictive accuracy
at the cost of marginal mathematical complexity.

In addition to helping provide better advice to policymakers,
this opens new research avenues in other scientific fields. For
instance, while our calculations offer a more realistic estima-
tion compared to those obtained solely from IAMs, they remain
a dramatic simplification of reality, overlooking market elasti-
cities, other environmental issues such as water consumption
and dust spreading of mining activities, land use change, and
social aspects like miners and farmers rights, among others.

This journal is © The Royal Society of Chemistry 2024
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This suggests further refinement and frequent updates as
newer data become available to provide realistic and timely
projections in an evolving landscape. In conclusion, IAMs
require continuous improvements to align their predictions
more closely with real-world complexities. This alignment
could better reflect the dynamic realities of material availability
within the clean energy sector, greatly enhancing the relevance
of IAMs in the scientific and political spheres.
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