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Adsorption-based direct air carbon capture and storage (DACCS) removes CO2 from the atmosphere,

thus helping to limit anthropogenic climate change below 2 1C when employed on a large scale.

However, DACCS is energy- and cost-intense. To reduce DACCS’s energy demand and costs, a major

focus in research is process optimisation. The optimisation task requires sound key performance

indicators (KPIs) as objectives that should reflect the purpose of DACCS, i.e., to provide net negative

CO2 emissions via carbon dioxide removal. Currently used KPIs for process optimisation are the specific

energy demand, the specific exergy demand, or the equivalent shaft work. However, these energy-

related KPIs neglect life-cycle greenhouse gas (GHG) emissions from DACCS, caused for example, by

energy consumption or plant construction. Neglecting these GHG emissions can lead to suboptimal

processes in the sense of not realising the full carbon removal potential of DACCS. Therefore, we

extended a detailed dynamic DACCS model to cover all life-cycle GHG emissions, enabling us to

employ the climate-benefit metrics carbon removal efficiency (CRE) and carbon removal rate (CRR) as

KPIs for in-depth process analyses and process optimisation. We assessed how using different KPIs for

process optimisation affects the carbon removal potential of DACCS. For this purpose, we used the

extended DACCS model and optimised the process for different KPIs and plant productivity, which

resulted in Pareto frontiers. We found that using CRE as KPI instead of specific energy demand

increased CRE by up to 4% at the same plant productivity. More importantly, at the same CRE, the plant

productivity can be significantly increased when using CRE as a KPI. In addition, we demonstrated that

expanding a detailed DACCS process model with life-cycle GHG emissions and the associated provision

of the climate-benefit metrics CRE and CRR as KPIs provides new insights that improve our knowledge

about optimal DACCS process designs. Overall, we showed that choosing a climate-benefit metric as

KPI for process optimisation is imperative for realising the full carbon removal potential of DACCS.

Broader context
According to the latest IPCC reports, CO2 must be removed from the atmosphere by employing negative emission technologies (NETs) to achieve the climate
goals defined in the paris agreement. NETs differ significantly depending on the type of technology, the specific costs, and the technology readiness level. Thus,
all NETs have specific strengths and weaknesses and must be combined into a broad portfolio to achieve climate goals effectively. One of these NETs is direct
air carbon capture and storage (DACCS), which captures CO2 from the ambient air and stores it permanently. DACCS is still a new technology that has gained
more attention recently due to various start-ups, increased research, and increased political interest. As a new technology, DACCS offers significant potential for
improvement, e.g., through process optimisation. However, process optimisation is only as valuable as the key performance indicators (KPIs) used. This work
assessed different KPIs for detailed dynamic model-based process optimisation regarding the carbon removal potential of DACCS. To holistically evaluate
future technological improvements, different KPIs were examined to assess how well they serve the carbon removal purpose of DACCS.

1. Introduction

With the Paris Agreement, most countries committed to limit
anthropogenic climate change below 2 1C by the end of the 21st
century.1 However, a pure reduction in CO2 emissions is most
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likely insufficient for the majority of global emission pathways
modelled by the IPCC for mainly two reasons:2 (i) residual
emissions will remain and be hard to abate and (ii) the carbon
budget will likely be significantly overshot in the first half of the
21st century, which must be reversed. Hence, in addition to a
massive reduction in CO2 emissions, negative emissions of
up to 37 Gt CO2 per y are required2–8 by employing negative
emission technologies (NETs).9–11

The different NETs include biomass-based approaches such
as afforestation (referred to as natural direct air carbon capture
and storage12) and technically capturing CO2 directly from the
atmosphere with subsequent geological storage, referred to as
synthetic direct air carbon capture and storage12 or commonly
called direct air carbon capture and storage (DACCS).10,11,13

All NETs have specific strengths and weaknesses10,14 and are
not scalable enough to provide required negative emissions
independently.15 Thus, different NETs are needed to provide
the required negative emissions in the future. Among the
discussed NETs, DACCS is particularly promising because of
its considerable global carbon removal potential.9 Furthermore,
DACCS requires relatively small land use and thus impacts
biodiversity and food security less than other NETs.16,17 Still, the
advantages of DACCS typically come with increased impacts
regarding other environmental categories, largely due to the
amount and source of utilised energy.12,18,19 Therefore, environ-
mental analyses of DACCS using life cycle assessment (LCA) are
crucial to detect potential burden shifting. Existing LCA studies of
DACCS have shown that renewable energy sources can greatly
reduce environmental impacts, rendering DACCS powered by
renewable energy as promising NET.18,19

For all NETs, but especially for DACCS, the next decades are
key for development and deployment.20 This period is crucial to
advance the technology to the point where it can effectively
contribute to large-scale carbon removal and mitigate climate
change.20 Hence, DACCS has to be researched intensively today,
even if the large-scale carbon removal will become decisive later
in the century.

The challenging part of DACCS is the direct air capture
(DAC) of CO2, which primarily exploits sorption phenomena
(i.e., adsorption and absorption).15,21–24 Note that DAC
becomes a NET only when combined with permanent storage.
In addition, DAC could also be used as a carbon source, e.g., for
enhanced oil recovery, for decarbonising the chemical industry
or e-fuel production, called carbon capture and utilisation
(CCU).25,26 Even if DAC in combination with utilisation
(DACCU) can help to reduce emissions, the utilised CO2 is
re-emitted at the end of life, which is why DACCU typically
cannot provide carbon dioxide removals.20,25,26 An exception is
a combination of DACCU and DACCS (usually called DACCUS),
where the captured CO2 is incorporated in long-lived products
providing long-term storage and thus negative emissions,
e.g. in CO2-based cement substitutes.27 In our work we focus
on DACCS. We use the term DAC for statements referring to the
capture process independently of the downstream CO2 usage or
storage. In contrast, we use the term DACCS to refer to the
application as NET including storage.

Adsorption-based DAC operates at low regeneration tem-
peratures (80–130 1C). In contrast, absorption-based DAC oper-
ates at high regeneration temperatures of up to 900 1C.21,28

Adsorption-based DAC is particularly promising compared to
absorption-based DAC due to the co-production of water
instead of water demand.21 Additionally, the lower regeneration
temperatures of adsorption-based DAC allow the use of waste
heat, geothermal heat, or heat pumps.15,21 The lower regenera-
tion temperatures lead to lower exergy demand29 and, hence,
lower operating costs.30 Hence, this work exclusively looks at
adsorption-based DAC, called DAC, for simplicity.

The increasing DAC research in recent years can be cate-
gorised into sorbent development,31–34 development of novel
connector designs and creative implementation strategies,35–37

multiscale modelling,38 environmental assessments,18,19,39,40

and process optimisation.41–45 The DAC process is still in
research focus: the driving energy of DAC can be mechanical,
thermal, or a combination. CO2 productivity and the ratio
between thermal and mechanical energy changes when varying
the process, e.g., temperature and pressure during desorp-
tion.41 The process optimisation aims for optimal conditions
that lead to the best performance of DAC.

To quantify the performance of DAC and DACCS, reliable
key performance indicators (KPIs) are mandatory as objective
functions for process optimisation. Commonly used energy-
related KPIs in process analyses or process optimisations are:
(i) the specific energy demand (SED), which is often further
separated into the two KPIs, i.e., specific heat demand and
specific power demand;41,42,44,46 (ii) the specific exergy demand
(SEDex);29 (iii) and the equivalent shaft work (ESW).45,47

However, these three indicators are insufficient to evaluate
DACCS as a NET holistically as these indicators do not reflect
the primary goal of DACCS: the permanent removal of CO2

from the atmosphere. Environmental assessments of DACCS
show that the GHG emissions of the energy sources signifi-
cantly impact the net CO2 removal of DACCS.12,18,19,39 At the
same time, the availability of the energy sources determines
whether to use more heat or work as the driving energy of
DACCS.41 For example, DACCS typically has a high energy
demand, and consequently large values for the three common
energy-related KPIs SED, SEDex, and ESW. Still, energy-
intensive DACCS can realise net carbon removal when using
low-carbon energy sources such as waste heat. In this spirit, we
propose to use systemic climate-benefit metrics as new KPIs for
process optimisation.

To quantify how DACCS impacts the climate, environmental
assessment uses the systemic climate-benefit metric carbon
removal efficiency (CRE).18,19,39,48 The CRE is the percentage of
the amount of CO2 that is actually removed from the atmo-
sphere after deducting life-cycle GHG emissions from DACCS,
with respect to the total amount of CO2 captured. These
deducted emissions include all life-cycle GHG emissions
e.g. from the materials and energy supply.12,18,19 The complex-
ity of a full life cycle and the large required system boundary to
account for all life-cycle GHG emissions often lead to over-
simplifying the DACCS process for environmental assessments.
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In existing LCA studies, the DACCS process is modelled as a
static ‘black box’ system, lacking any degrees of freedom.18,19

In contrast, we have extended a dynamic DACCS model to cover
all life-cycle GHG emissions. This model extension allows the
use of systemic climate-benefit metrics like the CRE for in-
depth process analysis and optimisation. To the best of the
authors’ knowledge, extending a dynamic DACCS model with
life-cycle GHG emissions allows for the first time to use the
systemic climate-benefit metric CRE for process optimisation
to leverage the full carbon removal potential of DACCS.

This work aims to comprehensively evaluate how a detailed
dynamic DACCS model including life-cycle GHG emissions
diverges from the state-of-the-art use of a standalone dynamic
process model: (i) we explore changes for in-depth process
analyses when using CRE as KPI instead of using the state-of-
the-art approach with energy-related KPIs. (ii) We analyse the
impact of each of the four KPIs (three energy-related KPIs and
the systemic climate-benefit metric CRE) on the optimal pro-
cess of DACCS. (iii) We demonstrate that extending a dynamic
DACCS model with life-cycle GHG emissions can be used to
effectively counteract existing trade-offs between the different
KPIs by employing the carbon removal rate (CRR), which
combines CRE and plant productivity. (iv) We discuss the
optimal process of DACCS, especially in the context of changing
electricity and heat supplies and their corresponding carbon
footprints.

Thus, this work contributes to a differentiated perspective to
process optimisation in DACCS, highlighting the benefits of
integrating detailed dynamic modelling with environmental
assessment tools.

The article is structured as follows. Section 2 discusses the
KPIs in detail. Section 3 introduces the combined DACCS
model including the DAC plant, energy supply, recooling and
storage. We also describe the adsorption cycle, the dynamic
column model, the case study details and the optimisation
framework. In Section 4, we present our results, i.e., how the
choice of the KPI affects the process, CRE and plant productivity;
we also show the influence of the energy supply. Finally, we draw
conclusions in Section 5.

2. Key performance indicators

A DACCS system captures CO2 from the atmosphere (mco2,cap),
of which a fraction is deposited in permanent storage (mco2,sto)
(Fig. 1). In our work, the amount of captured CO2 (mco2,cap)
describes the purified CO2 mass flow that leaves the DAC plant.
Not all the captured CO2 is permanently stored due to leakages
in CO2 transport and storage. To capture the CO2, the DACCS
system requires the total work (Wtotal) and the total heat (Qtotal)
and directly and indirectly emits GHGs. These GHGs are
quantified as climate change (CC) impact in CO2 equivalents.
The performance of a DACCS system greatly depends on the
process. The process variables (e.g., phase times and desorption
temperature, see Sections 3.2–3.4) are the degrees of freedom.
Changes in the process impact all crucial metrics, such as the

energy demand, the amount of CO2 captured per cycle, or the
cycle duration. We converted the crucial metrics into scalar
values of maximum relevance using KPIs.

The specific energy demand (SED), for instance, combines
the demand for total work (Wtotal) and total heat (Qtotal) per
captured mass of CO2 (mco2,cap):42,46

SED ¼Wtotal þQtotal

mco2;cap
: (1)

Even if the SED is an intuitive KPI, heat and work are equally
weighted, which biases conclusions. From a thermodynamic
point of view, the specific exergy demand (SEDex) is more
reasonable since it combines the demand for total work and
total exergy of heat per captured mass of CO2:

SEDex ¼
Wtotal þQtotal 1� Tamb

Tdes

� �

mco2;cap
: (2)

In contrast to the SED, heat is weighted with the exergy

fraction 1� Tamb

Tdes

� �
. The exergy fraction is calculated by the

Carnot efficiency using the desorption temperature (Tdes) and
ambient temperature (Tamb). Using the exergy fraction of heat is
a good option from a thermodynamic point of view. However,
the ideal conversion from heat to power is unrealistic from a
technical point of view. To account for potential conversion
losses, the equivalent shaft work (ESW)45,47 is considered,
which additionally includes an efficiency for the conversion
from heat to power, the exergy efficiency Zex:

ESW ¼
Wtotal þQtotal 1� Tamb

Tdes

� �
Zex

mco2;cap
: (3)

Thus, from a purely technical point of view, the ESW is
a good KPI option for processes that require heat and power,
such as DACCS.

However, the above-described KPIs neglect the life-cycle
GHG emissions and the associated reduction in the net

Fig. 1 Simplified visualisation of the captured CO2 mass (mco2,cap) and the
GHGs emitted (CC) between the atmosphere, the DACCS system, and the
permanent storage (mco2,sto).
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negative emissions of DACCS. To account for that, we use
the existing systemic climate-benefit metric carbon removal
efficiency (CRE).18 The CRE relates the net negative emissions
to the mass of captured CO2. The mass of net negative
emissions is the difference between the mass of captured
CO2 (mco2,cap) and the climate change (CC) impacts from life-
cycle GHG emissions. The total and the specific climate
change impacts per mass of captured CO2 (CC and cc, respec-
tively) occur mainly due to the energy supply (CCene), the
construction and end-of-life of the DACCS system (CCcons),
the adsorbent consumption (CCsor) and possible leakages
during transport or storage (CCleak = mco2,cap�mco2,sto). Thus,
relevant climate change impacts can be easily taken into
account depending on the analysis to be conducted. Overall,
the CRE reads as follows:

CRE ¼ mco2;cap � CC

mco2 ;cap
¼ 1� CCene þ CCcons þ CCsor þ CCleak

mco2;cap

¼ 1� cc:

(4)

While CCene is a function of the energy demands (Wtotal and
Qtotal; cf. eqn (15)), it is obvious that CRE is not just another
weighting of Wtotal and Qtotal, since it also takes into account
the additional life-cycle emissions from the DACCS system
(CCcons and CCsor). The CRE and all other KPIs mentioned
can be interpreted as ‘‘efficiency’’. From thermodynamics, we
know a system’s efficiency and power usually have a trade-off.
The same applies to DACCS: the plant productivity (PP)
indicates the ‘‘power’’ of DACCS as it describes the captured
CO2 mass per time unit Dt:41

PP ¼ mco2;cap

Dt
: (5)

The trade-off between the PP and the ‘‘efficiency’’ KPIs has
various reasons. For example, a higher mass flow rate during
adsorption results in faster cycles and, thus, in higher PP.
However, a higher mass flow rate during adsorption also causes
a higher pressure drop and, consequently, a higher energy
demand for the fan.

This trade-off between PP and the ‘‘efficiency’’ KPIs cannot
be resolved for the energy-related KPIs SED, SEDex and ESW, as
the PP cannot be combined with them to a relevant measure.
However, the situation is different for the systemic climate-
benefit metric CRE. The multiplication of CRE and PP yields a
scalar measure showing a DACCS system’s carbon removal
rate (CRR):

CRR = PP�CRE. (6)

The carbon removal rate indicates the net amount of CO2

that is effectively removed per DACCS system per year.
We discuss all equations for calculating the variables used

in the KPIs (Wtotal, Qtotal, CCene, CCcons, CCsor and mco2,cap) in
detail in the ESI† and Section 3.1.

3. Modelling and optimisation of a
direct air carbon capture and storage
system
3.1 Dynamic model of direct air carbon capture and storage
system

We based our assessment of the KPIs on a detailed dynamic
model of a DACCS system combined with data concerning all
life-cycle GHG emissions. The dynamic model (Fig. 2) consisted
of four main parts: (i) DAC plant, (ii) recooling, (iii) storage and
(iv) energy supply. The parameterised model of the DACCS
system will be provided within our open-source Modelica
library SorpLib,49 which is publicly available on Gitlab.50

3.1.1 DAC plant. The DAC plant comprises five compo-
nents: (i) a dynamic model of a DAC column, (ii) a fan,
(iii) a steam generator, (iv) a recooler/condenser, and (v) a
vacuum pump.

The dynamic model of the DAC column is based on a
dynamic model of an adsorption column, parameterised (see
Section 3.3) for DAC use. We developed a dynamic adsorption
column model based on the object-oriented language
Modelica51 and the software environment Dymola. We used
our open-source Modelica library SorpLib,49 and calculated all
fluid properties with the commercial Modelica library
TILMedia52 based on RefProp.53 The adsorption column model
consisted of four sub-models: (i) gas volume, (ii) adsorbent
volume, (iii) wall volume, and (iv) the heat and mass transfers
between the sub-models (i)–(iii). We provide a list of the main
assumptions and the complete set of equations for all model
components in the ESI.†

The DAC column model describes a single column, while a
DAC plant combines many columns. Thus, we linearly scaled
the performance of the DAC column to a DAC plant with a
reference plant productivity PPref of 4 kt CO2 per y. This plant
productivity was taken from a reference process (Section 3.4.2).
Scaling to a reference plant productivity of 4 kt CO2 per y brings
comparability with plants already described and analysed in
terms of their environmental impact using a life cycle assess-
ment in the literature.18,19 Deutz and Bardow calculated life-
cycle GHG emissions caused by constructing a DAC plant
(cccons,DAC) with an annual productivity of 4 kt CO2: they
reported 15 kg CO2-eq. per ton captured without equipment
recycling and 6 kg CO2-eq. per ton captured with recycling.18

Similar data (6 kg CO2-eq. per ton) was reported by Terlouw
et al.19 Thus, we used 6 kg CO2-eq. per ton for our reference
process (cccons,DAC,ref). However, the plant productivity changes
as the process change. As an approximation, we scaled the life-
cycle GHG emissions caused by the construction of the DAC
plant linear with plant productivity to calculate the process-
dependent emissions:

cccons;DAC ¼
PPref

PP
� cccons;DAC;ref : (7)

In addition to life-cycle GHG emissions caused by the
construction of the DAC plant, emissions are also caused by

Paper Energy & Environmental Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
M

ar
ch

 2
02

4.
 D

ow
nl

oa
de

d 
on

 1
0/

21
/2

02
5 

5:
52

:3
5 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3ee02970k


3008 |  Energy Environ. Sci., 2024, 17, 3004–3020 This journal is © The Royal Society of Chemistry 2024

adsorbent production and consumption. The adsorbent is
needed for plant construction and to compensate for degrada-
tion. For today’s commercial DAC plant operated by Clime-
works, 7.5 kg adsorbent per captured ton of CO2 is reported
with a prediction of 3 kg adsorbent per captured ton of CO2 for
future plants.18 We used a conservative estimate of 7.5 kg
adsorbent per captured ton of CO2. For various amine-
functionalised adsorbents and an adsorbent consumption of
7.5 kg per captured ton of CO2, life-cycle GHG emissions (ccsor)
between 10–46 kg CO2-eq. per ton were reported by Deutz and
Bardow,18 which aligns with other studies.19,54 In particular, for
amine-functionalised cellulose, the life-cycle GHG emissions
are 46 kg CO2-eq. per ton.18 As we used equilibrium and kinetic
data of amine-functionalised cellulose (APDES-NFC55) for the
dynamic model of the DAC column, we also used the life-cycle
GHG emissions reported for amine-functionalised cellulose of
46 kg CO2-eq. per ton.

The DAC plant also has auxiliary components to run the
cyclic batch process (cf. Section 3.2): a fan moves ambient air
through the adsorption column in the adsorption phase. Fan’s
power consumption (

:
Wfan) was modelled as an isothermal,

steady-flow process with an incompressible fluid. An incom-
pressible fluid was assumed because the pressure change from
the fan is so small that the density remains constant. Hence,
the fan’s power consumption41

_Wfan ¼
1

Zfan
� _mads

rair;in
pin � poutð Þ; (8)

was calculated with the fan efficiency (Zfan), the mass flow rate
( :mads), the density of the air (rair,in), and the pressures at the
inlet (pin) and outlet (pout) of the column.

Another auxiliary component is the steam generator for
steam-assisted desorption. The required heat flow rate (Q_ste)
for steam generation,

:
Qste = :

mste(hs,H2O(Tdes,pdes) � hl,H2O(Tamb,pdes)), (9)

was modelled proportional to the steam mass flow rate ( :mste)
and the specific enthalpy difference between liquid water hl,H2O

and superheated steam hs,H2O. The specific enthalpy difference
includes sensible heating of liquid water from the ambient
temperature (Tamb) to the saturation temperature, evaporation,
and superheating of the vapour to the desorption temperature
(Tdes).

In addition to the steam generator, a recooler/condenser
cools the hot and humid mass flow leaving the adsorption
column ( :mdes) to ambient temperature and condensing excess
water ( :mcon). The product mass flow rate ( :mpro) is the difference
between desorbed and condensed mass flow rate ( :mpro = :

mdes �
:

mcon). The heat flow rate in the recooler/condenser (
:
Qcond) was

expressed as:

:
Qcon = :

mdeshmix,des(Tdes,pdes) � :
mprohmix,pro(Tamb,pdes)

� :mconhl,H2O(Tamb,pdes), (10)

with the specific enthalpy of the entering gas mixture at
desorption conditions (hmix,des), the specific enthalpy of liquid

Fig. 2 Model scheme of the DACCS system, including its main components and system boundaries. All power flows are marked in yellow, heat flows in
red, and waste heat flows in green. The CO2 mass flow rates are marked in grey and ambient air flow rates in light blue. The life-cycle GHG emissions
(abbreviated as cc) is shown with blue lines.
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water (hl,H2O), and the specific enthalpy of the dehumidified
and cooled product gas mixture (hmix,pro).

The last auxiliary component of the DAC plant is a vacuum
pump, which lowers the pressure in the adsorption column for
desorption. We modelled the power consumption of the
vacuum pump (

:
Wvac) as an isothermal compression of an ideal

gas in a steady-state flow process:41

_Wvac ¼
1

Zvac
� _mprod

Mprod
RT ln

pamb

pdes

� �
: (11)

For calculating the power consumption of the vacuum pump,
we used the vacuum pump efficiency (Zvac), the molar mass of the
product mixture (Mprod), and the ambient pressure (pamb).

3.1.2 Recooling. Heat must be supplied and rejected as a
DAC cycle is a batch process with different temperatures. This
rejected heat can be partially recovered but must also be
dissipated. Although heat integration is possible for DACCS,
we neglected it in our system model, as a detailed study on heat
recovery potential is out of the scope of this work. Thus, all
rejected heat was dissipated into the environment. To dissipate
the heat, we used a dry cooler. As heat rejection is not the focus
of this work, we used a simple correlation between mechanical
work (Wrecool) and rejected heat (Qrecool) for the modelling:56

Wrecool = 0.045 Qrecool. (12)

This simple correlation is valid for the heat rejection of
chillers (30–40 1C). Nevertheless, we assumed the temperature
gradient is inherently more significant for the heat rejection of
the DACCS system, making it a conservative estimate of the
work required.

3.1.3 Storage. Terlouw et al. found that storage and trans-
port of the captured CO2 contribute significantly to the overall
life-cycle GHG emissions of a DACCS system.19 As transport and
storage account for up to one-half of the overall life-cycle GHG
emissions,19 we included this part in our DACCS model. The
main contributors to GHG emissions for storage and transport
are power consumption for compression, recompression
during transport, and injection at the storage site. Since infra-
structure construction was found to have a minor impact on the
overall life-cycle GHG emissions,19 we neglected infrastructure-
related emissions. The transport length to the storage site
significantly contributes to the overall GHG emissions of
DACCS due to more recompression needed and higher
leakage.19 However, we are convinced that – especially in the
early stages – sites will be chosen where storage sites are
nearby, e.g., the Climeworks Orca plant in Hellisheidi,
Iceland.57 Thus, we neglected transport for this work.

Regardless of the transport route length, the CO2 has to be
compressed. We modelled the energy demand of this com-
pression as an isothermal, steady flow compression of an
ideal gas:58

Wcomp ¼
1

Zcomp

� mprod

MCO2

RT ln
pout

pin

� �
: (13)

As suggested in the literature, we replaced the factor con-
taining the ideal gas constant (R), the temperature (T), the
molar mass (MCO2

), and the compressor efficiency (Zcomp) with a
constant value of 87.85 kJ kg�1.58 The compressed mass of
the product (mprod) includes the total mass of captured CO2

(mco2,cap) and all remaining impurities. Thus, the specific
energy demand is 114 kW h-el. per t for the compression of a
ton of product from ambient pressure to a pipeline pressure of
110 bar.

In line with Terlouw et al., we assumed a depth of 2000 m for
the geological storage site, which results in an injection pres-
sure of 216 bar.19 Therefore, 16 kW h-el. per t is required for the
compression from the pipeline to the storage pressure
(eqn (13)).

3.1.4 Energy supply. For determining the systemic climate-
benefit metrics CRE and CRR, life-cycle GHG emissions from
the energy system providing electricity and heat must be
calculated.

The heat supply was divided into two scenarios. In the first
scenario, a high-temperature heat pump (HTHP) used electri-
city from the power grid to supply heat. The power consump-
tion of the HTHP was proportional to the total heat flow rate
(
:
Qtotal) and was calculated with the maximal theoretical heat

pump efficiency and an exergy efficiency (Zex,HTHP) as:18

_WHTHP ¼ _Qtotal � 1� Tamb

Tdes

� �
� 1

Zex;HTHP

: (14)

The GHG emissions of the production and end-of-life of the
HTHP are very small compared to the overall life-cycle emis-
sions of a DACCS system,19 and we neglected GHG emissions
from the HTHP other than electricity induced. The second
scenario uses waste heat (WH) for heat supply. We assumed
unlimited availability of the waste heat up to 100 1C and to be
burden-free, i.e., waste heat does not cause any GHG emissions.
In both scenarios for heat supply, energy-related GHG emis-
sions are caused only by electricity supply. Thus, overall GHG
emission from energy supply can be calculated from the total
electricity demand (Wtotal) and the electricity’s GHG emissions
(cfel) as:

ccene = cfel Wtotal. (15)

We vary the electricity’s GHG emissions (cfel) in a given
range to fully cover all possible scenarios or geographical
specifications for electricity supply.

Equations for calculating the total electricity demand (Wtotal)
and the total heat demand (Qtotal) for the DACCS system are
discussed in the ESI.†

3.2 Investigated adsorption cycle for direct air capture

The process of DAC can be described in terms of the adsorption
cycle. Adsorption cycles for gas separation are mainly charac-
terised by their regeneration method:59

� Temperature swing: a higher temperature leads to lower
equilibrium loading and, thus, to desorption.

Paper Energy & Environmental Science

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
M

ar
ch

 2
02

4.
 D

ow
nl

oa
de

d 
on

 1
0/

21
/2

02
5 

5:
52

:3
5 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3ee02970k


3010 |  Energy Environ. Sci., 2024, 17, 3004–3020 This journal is © The Royal Society of Chemistry 2024

� Pressure (or vacuum) swing: a lower (partial) pressure
leads to lower equilibrium loading and, thus, to desorption.
The cycle is called a vacuum swing if the total pressure is below
ambient.
� Concentration swing: the mechanism is identical to the

pressure swing (i.e., low partial pressure) but achieved by
injecting an inert gas or steam.
� Desorption displacement: the adsorbate is displaced by

another adsorptive with a higher or similar affinity.
The regeneration methods are often combined: e.g., a tem-

perature vacuum swing adsorption cycle (TVSA) combines the
temperature and vacuum swing as regeneration methods. The
TVSA is one of the most popular cycles for DAC15 and is already
used in commercial DACCS systems.28 The TVSA is recom-
mended for high CO2 purities of 95–99.9%.60 In addition to
the TVSA, the steam-assisted temperature vacuum swing
adsorption cycle (S-TVSA) is studied in the literature for high
CO2 purities as well.41,44,46 In the S-TVSA, a concentration swing
via a steam purge is combined with a temperature and vacuum
swing. According to the literature, the S-TVSA can outperform
the TVSA regarding productivity.41,44 As the steam in the S-TVSA
can be easily removed by condensation, TVSA and S-TVSA are
the two most promising cycles for DACCS when requiring high
CO2 purities for efficient transportation and storage. Therefore,
we investigated both the TVSA and S-TVSA. Following Young
et al.,45 we used the TVSA and the S-TVSA described by Stampi-
Bombelli et al.,41 but extended by a cooling phase to reduce
adsorbent degradation. Hence, both cycles had five phases:
(i) adsorption, (ii) blowdown, (iii) heating, (iv) desorption, and
(v) cooling (Fig. 3). Both cycles are identical except for the
desorption phase where the S-TVSA is purged with a mass
flow rate of superheated steam, but the TVSA is not. The ESI†

provides a detailed explanation of both cycles and their five
phases.

3.3 Parameterisation and validation of the dynamic
adsorption column model

For parameterising the dynamic adsorption column model for
DAC applications, the following data is crucial: (i) co-
adsorption equilibrium model and data, (ii) kinetic data (heat
and mass transfer), (iii) column geometries, and (iv) pressure
drop correlations. We used the complete set of required data
for a dynamic model published by Stampi-Bombelli et al.41 We
examined amine-functionalised cellulose APDES-NFC as the
adsorbent, which was assumed to only adsorb H2O and
CO2.41 To model the co-adsorption equilibrium of H2O and
CO2, we used a modified Toth-isotherm model for the CO2 and
a Guggenheim–Anderson de Boer isotherm for the H2O. The
equations and their parameters are taken from the literature41

and are given in the ESI.† The kinetics are defined by (i) the
mass transport between the gas volume and the adsorbent
cell and (ii) heat transfers between all components. We used
published kinetic parameters from the literature41 based on
experimental breakthrough curves61 and desorption experi-
ments.62 The geometric data and model parameters character-
ising the adsorption column were also taken from the
literature.41 The pressure drop of a fluid flow through a porous
medium in packed bed columns is typically modelled with the
Ergun equation63 or similar equations.64 A particular form of
the Ergun equation is the Kozeny–Carman equation, charac-
terised by minor deviations from the Ergun equation for low
velocities but higher numerical efficiency. Numerical efficiency
is essential for optimisation, especially when optimising
complex systems like the used DACCS model. Therefore, we
calculated the pressure drop with the Kozeny–Carman equation
instead of the Ergun equation.

All details of data used for parameterisation and a compar-
ison with the literature model by Stampi-Bombelli et al.41 are
given in the ESI.†

3.4 Case study, reference process, and optimisation
framework

With Sections 3.1–3.3, the DACCS system model is fully defined
and can be evaluated using the KPIs from Section 2. However,
the adsorption cycle (i.e., TVSA and S-TVSA, cf. Section 3.2) and
the heat source (i.e., WH or HTHP, cf. Section 3.1), strongly
affect the KPIs. To be able to examine the effects separately,
we defined different scenarios investigated in this work.

3.4.1 Cases and case study. For labelling the scenarios, we
used the following scheme: all cases named ‘‘HTHP’’ refer to a
heat supply with a high-temperature heat pump, while ‘‘WH’’
refer to heat supply via waste heat. A further case distinction
was based on the adsorption cycles TVSA or S-TVSA. For
instance, ‘‘WH: S-TVSA’’ refers to a steam-assisted temperature
vacuum swing adsorption cycle integrated into a DACCS system
that gets burden-free waste heat.

Besides the differences between the four possible cases,
some parameters were identical for all cases and defined our

Fig. 3 The five phases of a temperature vacuum swing adsorption cycle
(TVSA) and a steam-assisted temperature vacuum swing adsorption cycle
(S-TVSA) applied for DAC are adapted from Young et al. and Stampi-
Bombelli et al.31,35 (i) Adsorption: a fan blows ambient air through the
adsorption column; CO2 and H2O are adsorbed. (ii) Blowdown: a vacuum
pump decreases the column pressure to desorption pressure as the
column inlet is closed. (iii) Heating: a jacket heats the column to the
desorption temperature. (iv) Desorption via the TVSA cycle: extraction of
CO2 with closed column inlet; desorption via the S-TVSA: extraction of
CO2 by injecting superheated steam. (v) Cooling: ccooling of the adsorp-
tion column to below 90 1C.
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case study. The same parameters for all cases are, e.g., environ-
mental conditions such as temperature or relative humidity,
the plant construction’s life-cycle GHG emissions, and the
DACCS system’s configuration. A complete list of all parameters
defining the case study is available in the ESI.† Furthermore, we
assumed that the DAC plant and the storage site are nearby.
Then, no off-site pipelines would need to be built and operated.
In addition, we assumed no leakage during transportation or
storage. However, impacts from pipelines and leakages can be
easily integrated into our method in future detailed analyses if
corresponding data are available (see eqn (4)).

3.4.2 Reference process. To scale the column model to a
DAC plant with reference plant productivity of 4 kt CO2 per y
(Section 3.1), we made the following main assumptions: (i) the
adsorbent (APDES-NFC) is comparable in performance to the
unknown adsorbent used by Climeworks, and (ii) the column
design leads to similar performance as the Climeworks design.
Consequently, the performance of the investigated DAC plant is
comparable to the Climeworks plant for the same process. The
process that best matches the reported Climeworks data is
referenced as the reference process in the following. We used
data reported in the literature to identify the reference process.
The Climeworks process has a specific heat demand of
3.306 kW h-th. kg per CO2,18 a specific power demand of
0.7 kW h-el. kg per CO2,18 and a cycle time of up to 6 h.65

We minimised the weighted squared error between the specific
heat demand, specific power demand, and cycle time of the
modelled DAC plant and the reported literature data by adjust-
ing the process. Thus, we determined the reference process of
the TVSA cycle. A complete list of process variables for the
reference process is provided in the ESI.†

The DAC plant model represented the Climeworks process
very well with only minor deviations: The specific heat demand
was approximately 3.8 kW h-th. kg per CO2, the specific power
demand was approx. 0.7 kW h-el. kg per CO2 and the cycle time
was 6.5 h. However, our model had a slightly higher specific
heat demand. The higher specific heat demand can be caused
by several factors such as differences in the ambient condi-
tions, in the equilibrium loadings of the adsorbent, in inert
thermal mass (i.e., column design), or the enthalpy of adsorp-
tion. Particularly, differences in the ambient conditions must
be mentioned: slight differences in the ambient air’s relative
humidity already significantly influence the specific heat
requirement and, thus, the overall process performance.66,67

In addition to the specific heat demand, the cycle time is
slightly longer, with 6.5 h compared to 6 h which could be
explained e.g., by different kinetics.

For the identified reference process, the resulting column
productivity was used as a reference and was set equal to plant
productivity of 4 kt CO2 per y. Thus, we linearly scaled up from
column productivity to plant productivity. For the reference
process of the S-TVSA, we used the same process as for the TVSA.
In addition, the S-TVSA has a steam mass flow rate during the
desorption phase. We used the same steam mass flow rate as
Stampi-Bombelli et al. in their base case.41 The complete set of
process variables of the S-TVSA is given in the ESI.†

3.4.3 Optimisation framework. To study the influence of
the KPIs on the optimal process and performance of the DACCS
system, we optimised the performance of the DACCS system
according to the four ‘‘efficiency’’ KPIs and the plant produc-
tivity. However, as discussed in Section 2, plant productivity
(PP) has a trade-off with each of the four ‘‘efficiency’’ KPIs (SED,
SEDex, ESW, and CRE). Thus, increasing the ‘‘efficiency’’ KPIs
is expected to decrease PP and vice versa. To overcome this
problem, we perform a bi-objective optimisation using one of
the ‘‘efficiency’’ KPIs as well as plant productivity.29,45 The
resulting bi-objective optimisation problem reads:

min
xð�Þ;zð�Þ;pc

�KPI x tcycle
� �

; z tcycle
� �

; pc
� �

;

Objective functions
max

xð�Þ;zð�Þ;pc PP x tcycle
� �

; z tcycle
� �

; pc
� �

s:t:
_x ¼ f x tð Þ; z tð Þ; pcð Þ
0 ¼ g x tð Þ; z tð Þ; pcð Þ

Dynamic model

x t ¼ 0ð Þ ¼ xðt ¼ tcycleÞ Cyclic steady-state:

(16)

The KPIs SED, SEDex, and ESW were minimised, and CRE
was maximised. Simultaneously, plant productivity (PP) was
maximised. As constraints, the optimisation problem had the
differential-algebraic system of equations of the dynamic
DACCS model and a cyclic steady-state condition. All differen-
tial states of the dynamic model are annotated by x, the
algebraic states in z, and the process variables in pc. The
process variables are the degrees of freedom for the optimisa-
tion and are the mass flow rate ( :mads) during adsorption, the
phase times (tads, theat, and tdes), as well as desorption condi-
tions (pdes, Tdes, and :

mstea). A table with all process variables,
as well as their lower and upper bounds, for the optimisation, is
included in the ESI.†

As described in Section 2, there is also the option of
resolving the trade-off for CRE and PP by forming the product,
i.e. CRR. Then, the bi-objective optimisation problem from
eqn (16) is simplified to the following single-objective optimi-
sation problem:

min
xð�Þ;zð�Þ;pc

�CRR x tcycle
� �

; z tcycle
� �

; pc
� �

; Objective functions

s:t:
_x ¼ f x tð Þ; z tð Þ; pcð Þ
0 ¼ g x tð Þ; z tð Þ; pcð Þ

Dynamic model

x t ¼ 0ð Þ ¼ xðt ¼ tcycleÞ Cyclic steady-state:

(17)

To solve the bi-objective and the single-objective optimisa-
tion problem, we exported the dynamic DACCS model as a
functional mock-up unit using the functional mock-up
interface.68 The exported model was coupled with the genetic
optimisation algorithms within the Python package Pymoo.69

To solve the bi-objective optimisation problem we used the
NSGAII70 algorithm and to solve the single-objective optimisa-
tion problem we used a particle swarm optimisation.71
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4. Results

We first present an analysis of the reference process to validate
our model and identify first insights for process analysis
(Section 4.1). Next, we show the results of the process optimisa-
tion using different KPIs (Section 4.2). Finally, we show the
influence of the GHG emissions from electricity supply
(Section 4.3).

4.1 Analysis of the reference process

Fig. 4 shows the SED of the reference process (Section 3.4.2) for
the TVSA applied in (a) a DAC plant and (b) a DACCS system.
The DACCS system requires only 3% more energy than the DAC
plant. Similar results were obtained for the S-TVSA reference
process (cf. ESI†). The DAC plant and DACCS system require
mainly heat and comparatively low power. Regarding power
consumption, the fan is the largest consumer for the TVSA,
followed by the vacuum pump and the power consumption for
recooling. In the total energy demand for the DACCS system,
the power demands for the compression and the injection of
CO2 into the storage sites (2.44% and 0.35%, respectively) have

only minor importance (Fig. 4(b)). However, even if storage is
not particularly relevant from an energy perspective, this
changes when life-cycle GHG emissions are considered.

To investigate impairments of a purely energetic analysis, we
calculated the GHG emissions per captured mass of CO2 (cc)
caused by the removal process. Remember, the specific GHG
emissions (cc) can easily be converted into the CRE and vice
versa (cf. eqn (4)).

The system boundaries for the DACCS system are defined in
Fig. 2. In a base case, we used the electricity GHG emissions of
Switzerland (0.166 kg CO2-eq. per kW h-el.) since one of the first
commercial DAC systems was established in Switzerland.18

Fig. 5 shows the specific GHG emissions for a DACCS
system based on a TVSA and operated by (a) WH or (b) a HTHP
for the reference process. The specific GHG emissions are
0.19 kg CO2-eq. per kg for the WH case, which corresponds to
a CRE of 81%. This CRE aligns with life cycle assessment
studies of similar waste-heat-powered DACCS systems with
the same electricity GHG emissions.18,19 The specific life-cycle
GHG emissions for the HTHP case are 0.44 kg CO2-eq. per kg,
which corresponds to a CRE of 56%. This CRE also agrees with
other studies of similar DACCS systems.18,19

Fig. 4 Specific energy demands of (a) a DAC plant and of (b) a DACCS
system based on a TVSA for the reference process. The plant productivity
is 4 kt CO2 per y. The specific energy demands are divided into the
demands heat (red), power for the fan (yellow), power for the vacuum
pump (blue), and power for recooling (green). For the DACCS system, the
power demands for the compression and the injection into the storage site
are added in grey and black, respectively.

Fig. 5 GHG emissions during the removal process for a DACCS system
based on a TVSA cycle. Values are given for the reference process with
plant productivity of 4 kt CO2 per y: (a) WH case and (b) HTHP case. The
electricity’s GHG emissions are 0.166 kg CO2-eq. per kW h-el.
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In addition to the TVSA, we calculated the specific GHG
emission for a DACCS system based on a S-TVSA (ESI†). The
WH: S-TVSA has specific GHG emissions of 0.23 kg CO2-eq. per
kg, which corresponds to a CRE of 77%. For HTHP: S-TVSA,
specific GHG emissions are 0.49 kg CO2-eq. per kg, corres-
ponding to a CRE of 51%. The specific GHG emission of the
DACCS system based on the S-TVSA increase by 21% for the WH
case and 11% for the HTHP case compared to the TVSA cycle.
At the same time, the plant productivity PP increases from
4.0 to 4.12 kt CO2 per y for the S-TVSA cycle compared to the
TVSA cycle.

An analysis of the DACCS system, as shown in Fig. 4 and 5,
can be used to evaluate the system and identify bottlenecks.
However, a sound KPI must be used to avoid incorrect conclu-
sions. For instance, storage does not seem relevant when
considered in terms of the SED (Fig. 4(b)) but accounts for
up to 11% of specific GHG emissions (Fig. 5(a)). Accordingly,
the KPIs selection is crucial for evaluating a fixed process. The
following section examines the impact of KPI selection on
DACCS process optimisation.

4.2 The impact of the KPI used for process optimisation

To highlight the impact of the KPI selection in process optimi-
sation, Fig. 6 shows results using different KPIs, with CRE and
plant productivity (PP) on the axes. The processes were opti-
mised for the four ‘‘efficiency’’ KPIs (CRE, ESW, SEDex, and
SED) and PP (cf. eqn (16)). Each process optimisation results in
a different Pareto frontier. For a Pareto frontier using, e.g., CRE
as ‘‘efficiency’’ KPI, we refer to as CRE-optimal in the following.
The corresponding process variables for each Pareto frontier
can be found in the ESI.† Although each optimisation yields a
distinct Pareto frontier, not all are depicted as such. Fig. 6
shows all Pareto frontiers using CRE and PP on the axes. Hence,
only the CRE-optimal processes are aligned with the ‘‘correct’’
axes. For instance, the SED-optimal processes should be plotted
with SED and PP on the axes. Despite the unconventional
approach of showing Pareto frontiers with varying axes, Fig. 6
compares all Pareto frontiers regarding their CRE.

For the WH case (Fig. 6(a)), it is evident that the SED-optimal
(i.e., Pareto frontiers using SED) processes have the lowest
CRE over the entire plant productivity range. For example, at
the plant productivity of 3.5 kt CO2 per y, the CRE-optimal
process has a CRE of 87.8%, and the SED-optimal has a CRE of
83.9%, which corresponds to a reduction in CRE of more than
4%. On average, the SEDex- and ESW-optimal processes out-
perform the SED-optimal processes, and their CREs deviate by
approx. 1% from the CRE-optimal processes over a large plant
productivity range. The ESW-optimal processes always slightly
outperform the SEDex-optimal processes because the conver-
sion losses between heat and electricity were included in the
calculation (see eqn (3)). Thus, heat in the ESW is weighted
even less than in the SEDex, which brings it closer to the
actual waste heat case. In summary, the CRE of the DACCS
system could be increased using the CRE as a KPI for process
optimisation instead of the energy-related KPIs (ESW, SEDex,
and SED).

The most significant advantage of the CRE as a KPI becomes
apparent when looking at the upper left end of each Pareto
frontier, where the ‘‘efficiency’’ KPIs are maximal. For an
energy-intensive process such as DACCS, the use of the ‘‘most
efficient’’ process seems reasonable from the outset, but clearly
shows the limitations of the state-of-the-art KPIs (ESW, SEDex,
and SED). For the CRE-optimal processes, the maximal achiev-
able carbon removal efficiency (CREmax) is 89% reached at a
plant productivity of approximately 2.5 kt CO2 per y. Thus,
lower plant productivities than 2.5 kt CO2 per y are not on the
CRE Pareto frontier, leading to a simultaneous decline in plant
productivity and the CRE. Consequently, a process leading to
plant productivity below 2.5 kt CO2 per y is never advisable from an
environmental point of view. Nonetheless, the ESW-, SEDex-, and
SED-optimal processes have their maxima (ESWmax, SEDexmax, and

Fig. 6 Trade-offs between plant productivity and carbon removal effi-
ciency for different KPI-optimal processes: (a) WH case and (b) HTHP case.
Solid lines relate to the TVSA cycle and dashed lines to the S-TVSA cycle.
The electricity’s GHG emissions are 0.166 kg CO2-eq. per kW h-el.
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SEDmax, respectively) at way lower plant productivities of 1.42, 1.42,
and 1.54 kt CO2 per y, respectively. These lower plant productivities
result from the plant construction included in the CRE. As the
share of the overall GHG emissions from plant production is lower
for higher plant productivity, the trade-off between CRE and PP is
reduced. The reduction of the trade-off becomes even more
relevant when lower carbon energy sources are used because the
CREmax shifts further towards higher plant productivity. However,
as this trade-off reduction only appears for the CRE, the maxima of
the ESW-, SEDex- and SED-optimal processes are shifted towards
smaller plant productivity. The inherent characteristics of Pareto
frontiers cause both CRE and plant productivity to decrease for all
non-CRE-optimal process. For example, in Fig. 6(a), the process
leading to ESWmax (at CRE = 88.3% and PP = 1.42 kt CO2 per y) is
0.8% worse in terms of CRE and, at the same time, 42.3% worse in
terms of plant productivity compared to the process leading to
CREmax (at CRE = 89.0% and PP = 2.46 kt CO2 per y). The
comparison of the ‘‘most efficient’’ processes (CREmax with
ESWmax, SEDexmax, and SEDmax) admittedly leads to the worst
performance of the state-of-the-art KPIs compared to CRE. While
this comparison might seem unfair when having the full Pareto
frontiers available, such comparison might be drawn when opti-
mising DACCS processes for a single objective of ‘‘energy effi-
ciency’’ (ESWmax, SEDexmax, and SEDmax). We will use the
comparison of ‘‘most efficient’’ processes as one extreme case to
highlight the potential for unexploited climate benefits when
using the wrong KPIs.

Fig. 6(b) shows the same Pareto frontiers as (a), but for the
HTHP case. As for the WH case, all non-CRE-optimal process
are worse in CRE and plant productivity than in the CRE-
optimal process. It is important to note that the ESW-,
SEDex-, and SED-optimal processes are exactly the same for
the HTHP case (Fig. 6(b)) as for the WH case (Fig. 6(a)) because
the state-of-the-art KPIs do not distinguish where the heat
comes from. However, the same processes lead to different
CRE values due to the change in the heat source. The deviations
between the different Pareto frontiers are smaller for the HTHP
case than for the WH case. This can be attributed to heat being
responsible for the most GHG emissions in the HTHP case
(cf. Fig. 5(b)). The KPIs CRE, ESW, SEDex, and SED all include a
heat share, which is weighted differently in each KPI. For the
HTHP case, the weighting between heat and electricity is very
similar for the CRE and ESW. Therefore, the ESW-optimal
process is the next best after the CRE-optimal process. The
SED-optimal process shows the most significant deviation from
the CRE-optimal process. The equal weighting of heat and
electricity in the SED significantly differs from the weight-
ing in the CRE of the HTHP case. However, with deviations
below 1%, this is only marginal over the complete plant
productivity range.

Looking at the shift to smaller plant productivity for the
HTHP case, it is apparent that it is much lower than for the WH
case. For the HTHP case, the smaller shifts in plant productivity
are attributed to the lower contribution of plant construction to
overall GHG emissions. Nevertheless, the plant productivity
of the process leading to the ESWmax (at CRE = 68.1% and

PP = 1.42 kt CO2 per y) is about 13.4% smaller than the process
leading to the CREmax (at CRE = 68.3% and PP =1.64 kt CO2

per y).
In addition to the effects of the KPIs on the Pareto frontiers,

Fig. 6(a) and (b) also show a comparison between a DACCS
system based on a TVSA and S-TVSA. For a better overview, for
the S-TVSA, only the CRE-optimal process is shown, as qualita-
tive results do not differ for the other KPIs. The TVSA and
S-TVSA have the same performance over a wide plant produc-
tivity range for both the WH and HTHP cases. The same
performance is caused by the steam mass flow rate, which is
set to its lower bound by the optimisation for a large plant
productivity range. Thus, the S-TVSA cycle becomes de facto a
TVSA, and the S-TVSA offers no advantages regarding CRE for
low plant productivity. Even though the S-TVSA did not require
such low desorption pressures, the additional energy required
for recooling outweighs the higher desorption pressure. How-
ever, it is notable that the S-TVSA outperforms the TVSA
regarding the maximal plant productivity for both cases, which
aligns with other literature.41,44 The S-TVSA increases the
maximal achievable plant productivity from 4.31 kt CO2 per y
to 4.5 kt CO2 per y (not shown in Fig. 6) with the same CRE due
to the following reasons: (i) the driving force for mass transport
increases during desorption caused by reducing the partial
pressure of the CO2 in the adsorption column and (ii) faster
heating caused by the direct contact of the adsorbent with the
superheated steam.

From Fig. 6, we can conclude the following: CRE for process
optimisation is a reasonable KPI and leads to a shift of the
Pareto frontier both in the direction of a higher CRE and in the
direction of higher plant productivity. We show that this is true
for the WH case and the HTHP case, but the effects are weaker
for the WH case. Further, it can be noted that the shift to higher
plant productivity is significant, which means that using state-
of-the-art KPIs for process optimisation leaves enormous car-
bon removal potential unused. For the shift to higher plant
productivity, we show that the intensity of the shift depends on
the share of emissions from DACCS system construction
(CCcons) in total emissions (CC). This raises the question of
whether emissions from energy supply (CCene) and mostly from
electricity’s GHG emissions also influence the shift of the CRE-
optimal Pareto frontier to higher CRE and plant productivity.
We will examine the impact of GHG emissions from electricity
supply in the following section.

4.3 The impact of electricity’s GHG emissions

To examine the impact of the electricity’s GHG emissions
(cfel, cf. eqn (15)), we vary cfel and calculate new Pareto frontiers
comparable to Fig. 6 for each given value ranging from
0.01–0.6 kg CO2-eq. per kW h-el. However, we do not use the
entire Pareto frontier but reduce each Pareto frontier to two
points. The first point is the maximal achievable ‘‘efficiency’’
KPI process (e.g. CREmax) at the upper left end of each Pareto
frontier (cf. Fig. 6). The other point is the maximum plant
productivity process (PPmax) at the lower right edge of each
Pareto frontier (cf. Fig. 6). Each point contains a CRE and a PP

Energy & Environmental Science Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

8 
M

ar
ch

 2
02

4.
 D

ow
nl

oa
de

d 
on

 1
0/

21
/2

02
5 

5:
52

:3
5 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3ee02970k


This journal is © The Royal Society of Chemistry 2024 Energy Environ. Sci., 2024, 17, 3004–3020 |  3015

value. Thus, for each electricity’s GHG emission, these two
points of the Pareto frontier cover the possible operation range
of a Pareto-optimal DACCS system. From these data, we derive
Fig. 7 (waste heat case) and Fig. 8 (heat pump case) by plotting
CRE and PP over the electricity’s GHG emissions in each sub-
plot (a). The boundary of the operation range for the maximal
achievable plant productivity (PPmax) is visualised as a solid
line, and the boundary for the maximal achievable ‘‘efficiency’’
KPI as a dashed line. Different colours of the lines refer to
different ‘‘efficiency’’ KPIs used for the optimisation, where
blue indicates CRE and red indicates SED. The maximum
carbon removal rate (CRRmax) eqn (17) is also included as a
green dash-dot line. Fig. 7 and 8(a) have two ordinates: the GHG
emissions per captured mass of CO2 (cc) are plotted on the
primary ordinate, and the CRE on the secondary ordinate.
To better interpret the electricity’s GHG emissions, we have
included vertical lines, which show cfel in different scenarios or
locations.18 Further, we show only the S-TVSA, as it only extends
the operating range of the TVSA cycle to higher plant produc-
tivity (cf. Fig. 6). Thus, the operating range of the TVSA cycle is
included in the operating range of the S-TVSA cycle.

WastehHeat case: as seen in Fig. 7 for the waste heat
scenario, the CRE for all processes is almost linearly dependent
on the electricity’s GHG emissions. Further, the process leading
to the SEDmax has only slightly lower CRE than the CREmax.
Regarding the CRE at electricity’s GHG emissions close to zero,
it becomes apparent that the CRE did not reach 100%. The
construction emissions of the DACCS system and the adsorbent
consumption cause this emission offset even if electricity was
burden–free. For a process leading to PPmax, a positive CRE was

possible over a large range of electricity’s GHG emissions.
A positive CRE indicates that more CO2 is captured than
emitted; thus, the aim of DACCS to generate net negative
emissions is met. The break-even point for net negative emis-
sions is 0.457 kg CO2-eq. per kW h-el. for the WH case and the
process leading to PPmax. If the electricity is more GHG intense,
the process leading to PPmax could not fulfil the aim of net CO2

removal. Then, more CO2 is emitted than captured. In contrast,
the CRE for the processes leading to the SEDmax, CREmax and
CRRmax are positive over the entire range of the electricity’s
GHG emissions. However, the price to pay for that is lower
plant productivity, discussed in detail in the next paragraph.

In addition to the GHG emissions per captured mass of CO2

(cc), we show the plant productivity in Fig. 7(b). The plant
productivity for the process leading to PPmax remains constant,
which is reasonable since the GHG emissions of the electricity
do not affect the maximal plant productivity. Further, it is
noticeable that the plant productivity remains constant for
the process with SEDmax as well. In contrast, the plant produc-
tivity for the process leading to CREmax depends strongly on the
GHG emissions of the electricity. For low electricity GHG
emissions, the plant productivity for the process leading to
CREmax is almost equal to the process leading to PPmax. This is
reasonable, as for burden-free electricity (cfel = 0), the plant
construction and the adsorbent consumption are the only GHG
emissions from the entire DACCS system. Even though adsor-
bent production is independent of the process, the percentage
of plant construction of total emissions decreases with increas-
ing plant productivity. Therefore, the trade-off between CRE
and PP is mitigated with lower GHG emissions for electricity

Fig. 7 WH case: (a) GHG emissions per captured mass of CO2 (primary ordinate, left), carbon removal efficiency (secondary ordinate, right), (b) plant
productivity and (c) the carbon removal rate dependent of the electricity’s GHG emissions for a DACCS system based on the S-TVSA cycle. The solid blue
line marks the process leading to PPmax, and the dashed lines the processes leading to CREmax (blue) and SEDmax (red), respectively. Further, green dash-
dot lines show the process leading to CRRmax. Grey vertical dashed lines mark defined electricity’s GHG emissions for different scenarios or locations.33
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supply. Theoretically, for burden-free electricity, the plant
productivity process leading to CREmax tends to equal the
maximal plant productivity. However, we have only
calculated results for electricity’s GHG emissions as little as
0.01 kg CO2-eq. per kW h-el. For high GHG emissions of
electricity, the plant productivity of the process leading to
CREmax approaches the plant productivity of the process lead-
ing to SEDmax. Hence, the lower the electricity’s GHG emis-
sions, the larger the difference in the plant productivity for a
process leading to CREmax compared to SEDmax. Looking at the
process leading to CRRmax, this process is noticeable that it has
very high plant productivities for the complete range of the
electricity’s GHG emissions. For clean electricity, the plant
productivities of the processes leading to PPmax and CRRmax

are almost identical, and the plant productivity of the CRRmax

process declines only slightly and nearly linearly with rising
electricity’s GHG emissions (cf. Fig. 7(b)). The disadvantage of
the process leading to CRRmax is a slightly lower CRE compared
to the processes leading to CREmax and SEDmax (cf. Fig. 7(a)).

We observed that CRE is quite similar for processes leading
to SEDmax, CREmax and CRRmax (deviations always below 12%).
However, plant productivity differs substantially for these pro-
cesses: the CRRmax process can always achieve high plant
productivities, close to the theoretical maximum of PPmax =
4.5 kt CO2 per y; the SEDmax process achieves only PP = 1.54 kt
CO2 per y (deviations between CRRmax and SEDmax design in PP
are always larger than 58%). Therefore, we can deduce that for
high CRR, a high PP might be more important than a high CRE.
Obviously, highest CRR is obtained by the optimisation with
CRR as KPI (CRRmax). The difference between the CRRmax

process and other processes in Fig. 7(c) can be interpreted as
the unexploited carbon removal potential. It is important to
note that the unexploited carbon removal potential in Fig. 7(c)
represents a worst-case scenario, as the analysis is confined to
the limits of the Pareto frontiers. Although the unused
potential may be less significant along the rest of the Pareto
frontiers, this worst-case scenario highlights the potential
unexploited carbon removal potential even with processes that
are on the Pareto frontier.

High-temperature heat pump case: similar to Fig. 7 and 8
shows the results for the HTHP case. The process leading to
PPmax already emits more CO2 than it captures at electricity
GHG emissions of about 0.2 kg CO2-eq. per kW h-el. Even for
the processes leading to the CREmax and SEDmax, the CRE
becomes negative at 0.6 kg CO2-eq. per kW h-el. Thus, regard-
less of the process, more CO2 is emitted than captured with the
modelled DACCS system for cfel 4 0.6 kg CO2-eq. per kW h-el.
Overall, the process is even more crucial for the HTHP case
than for the WH case, as large parts of the operation range are
in the negative CRE range. For the HTHP case, the trends for
the plant productivity over the electricity’s GHG emissions (of
Fig. 8(b)) are equal but less intense than those for the WH case.
For low GHG emissions of electricity, the plant productivity of
the process leading to CREmax tends to maximal plant produc-
tivity. In contrast, for high GHG emissions of electricity, the
plant productivity of the process leading to CREmax is equal to
the plant productivity of the process leading to SEDmax. A direct
comparison of plant productivities of the WH case and the
HTHP case (Fig. 7(b) and 8(b)) shows a steeper slope of the
plant productivity for the HTHP case. The slope is steeper

Fig. 8 HTHP case: (a) GHG emissions per captured mass of CO2 (primary ordinate, left), carbon removal efficiency (secondary ordinate, right), (b) plant
productivity and (c) the carbon removal rate dependent of the electricity’s GHG emissions for a DACCS system based on the S-TVSA cycle. The solid blue
line marks the process leading to PPmax, and the dashed lines the processes leading to CREmax (blue) and SEDmax (red), respectively. Further, green dash-
dot lines show the process leading to CRRmax. Grey vertical dashed lines mark defined electricity’s GHG emissions for different scenarios or locations.33
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because the GHG emissions share of plant construction in the
HTHP case decreases more rapidly with increasing GHG emis-
sions of electricity as, in total, more electricity is required.

Fig. 7 and 8 show one of the major strengths of combining a
detailed dynamic process model with using CRE as KPI for
DACCS. The purpose of DACCS is net negative emissions, and
from the CRE, it can be directly concluded whether this
purpose is met or not. However, net negative emissions do
not mean using DACCS is the best option for using ‘‘clean’’
energy. For example, the potential for emissions reduction
could be higher if ‘‘clean’’ electricity is used in heat pumps to
replace oil-fired domestic heating. However, such a competitive
technology analysis for the best possible use of ‘‘clean
energy’’72 in terms of climate benefit is out of scope of this
work, but the developed method enables such an assessment in
future analyses. Regardless of whether there is a possible more
sustainable use case for the energy used for DACCS, the CRE
directly shows whether net negative emissions are possible with
the electricity, heat source, and process used. Net negative
emissions can be achieved for the WH and the HTHP case with
the modelled DACCS system. However, for both cases, there are
specific break-even points for the electricity’s GHG emissions,
for which negative emissions become impossible (CRE o 0).
Even if negative emissions are already achieved at moderate
GHG electricity emissions of less than 0.2 kg CO2-eq. per kW h-el.
for all cases and all Pareto-optimal processes, the practical use
of DACCS may become effective with even ‘‘cleaner’’ electricity,
with ‘‘effective’’ meaning that meaningful amounts of CO2 are
actually removed. For example, even a CRE of 50% means that
for every ton of CO2 that is actually removed from the atmo-
sphere, two tons must be captured and stored to compensate
for the life-cycle emissions. Moreover, the KPI choice for
process optimisation is particularly crucial, especially for low
GHG electricity emissions. As shown in Fig. 7 and 8, the plant
productivity of the CREmax process increases strongly for low
cfel while the plant productivity for the SEDmax process remains
constant. Thus, the state-of-the-art KPIs (e.g. SED) lead to large
unused carbon removal potential, especially when the electri-
city becomes ‘‘cleaner’’, which is necessary for reasonable
employment of DACCS.

The state-of-the-art KPIs, SED, SEDex, and ESW are always in
a trade-off with plant productivity PP. Therefore, we have also
looked at the same trade-off between CRE and PP in Section 4.2.
Nevertheless, the CRE offers the decisive advantage that the
product of CRE and PP, i.e., the CRR, represents the net amount
of CO2 removed per time unit. The CRR reduces the Pareto
frontier to a scalar objective function for process optimisation
without significant information losses. Especially for extensive
sensitivity studies, such a scalar quantity is better suited and
more accessible to interpret. Due to the scalar dimension, there
is no need to discuss a whole Pareto frontier as there is only one
single best process.

As shown in Fig. 7 and 8, the processes leading to CRRmax is
a process that leads to high PP for ‘‘cleaner’’ electricity. This
high PP is achieved primarily through short cycle durations.
However, in addition to decreasing the cycle duration, the

CRRmax process also switches from a TVSA to a S-TVSA to
further increase PP (Fig. 9). For electricity’s GHG emissions
above 0.3 kg CO2-eq. per kW h-el., the process leading to
CRRmax is a TVSA cycle for both the WH and the HTHP case,
and the mass flow rate of steam is at the lower boundary. With
decreasing electricity’s GHG emissions, the process switches
from a TVSA to a S-TVSA for both cases. The steam mass flow
rate is heading towards the upper limit, because a higher steam
mass flow rate increases the plant productivity PP. Fig. 9 shows
that the optimal process is a function of the electricity’s GHG
emissions, a new relevant insight for operating a DACCS
system. The new insight suggests that in an energy system
where the GHG emissions of the electricity change, varying the
process is likely to increase the performance of DACCS. This
finding would not be possible with the state-of-the-art KPIs and
highlights the importance of combining a detailed dynamic
DACCS model and LCA data to leverage the full carbon removal
potential of DACCS.

5. Conclusion

This work aims to improve the state-of-the-art for evaluating
and optimising DACCS. Common approaches are either a
purely technical analysis based on detailed process models,
or an environmental analysis based on static black-box models.
Detailed process models allow for deep insights into the
process and process optimisations but fail to quantify the
aim of DACCS: net removing CO2 from the atmosphere.
Instead, these detailed process models use technical perfor-
mance metrics such as specific energy demand, specific exergy
demand, equivalent shaft work and plant productivity (PP).
In contrast, static black-box models do not allow for detailed

Fig. 9 Steam mass flow rate of the process leading to the maximal carbon
removal rate CRRmax plotted over the electricity’s greenhouse gas (GHG)
emissions for a DACCS system for the waste heat (WH) and the high-
temperature heat pump (HTHP) case.
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process analyses and process optimisations. However, they can
assess DACCS regarding the net removed CO2 by considering all
life-cycle GHG emissions. These life cycle assessment-based
analyses of DACCS allow for calculating the systemic climate-
benefit metric carbon removal efficiency (CRE). The CRE gives
the share of net CO2 removed per CO2 captured, i.e., how much
of the captured CO2 is effectively removed from the atmosphere
after subtracting all life-cycle GHG emissions.

To overcome the limitations of both approaches, we
extended a detailed dynamic DACCS process model to cover
all life-cycle GHG emissions. Extending the DACCS process
model to include life-cycle GHG emissions increases the mod-
el’s complexity and also demands more data. In return, this
extension enables the use of systemic climate-benefit metrics
like the CRE for detailed process analysis and process optimi-
sation. Thus, our approach enables a comprehensive assess-
ment of DACCS and makes the CRE accessible for detailed
process analyses and process optimisations for the first time.

The extended DACCS model enables a process optimisation
with respect to various ‘‘efficiency’’ KPIs as well as PP. As
‘‘efficiency’’ KPIs, we used (i) specific energy demand, (ii)
specific exergy demand, (iii) equivalent shaft work, and (iv)
CRE. To reflect the trade-off between the four KPIs and PP, we
solved the process optimisation as four individual bi-objective
optimisation problems, yielding Pareto frontiers. For a tem-
perature vacuum swing adsorption cycle, the Pareto frontier
from using CRE as KPI is shifted toward higher CRE and higher
PP compared to the Pareto frontiers using the other KPIs. Thus,
the CRE-optimal processes always outperform the processes
using other KPIs. The shift towards higher CRE for the same
plant productivity depends on the cases for heat and electricity
supply, but this shift to higher CRE is generally small (below
4%). The shift towards higher plant productivity, however, is
much more significant and relevant for the overall carbon
removal potential.

As example, for forecasted global average electricity GHG
emissions for 2030 and a heat supply from waste heat, the
lowest plant productivity still on the Pareto frontier is 1.94 kt
CO2 per y when using CRE as objective function (cf. Fig. 7). With
the same power and heat supply but using the specific energy
demand as KPI for process optimisation, the lowest plant
productivity still on the Pareto frontier is 1.52 kt CO2 per y.
The higher plant productivity for CRE-based optimisation
results to an unexploited potential of 0.42 kt CO2 per y
(+28%) for the same DACCS system. We show that the effect
of underestimating the plant productivity becomes even more
significant with decreasing GHG emissions of electricity. For
the forecasted global average electricity GHG emissions for
2050, this unexploited potential increases up to 1.2 kt CO2 per y.

We strongly recommend using systemic climate-benefit
metrics as KPIs for process optimisation and evaluation of
DACCS to fully exploit its carbon removal potential. A benefit
of making systemic climate-benefit metrics accessible as KPIs
for process optimisation is that it allows the resolution of the
trade-off with PP by using the carbon removal rate (CRR), which
is the product of CRE and PP. CRR indicates the net amount of

CO2 that is effectively removed per DACCS system per year.
Thus, only one single best process exists that maximises the
CRR, and Pareto frontiers with multiple optimal processes are
avoided. Moreover, CRR is particularly suitable for large sensi-
tivity studies, as we did regarding the impact of electricity GHG
emissions on the optimal process design. We showed that the
CRR maximal process design changes from a temperature
vacuum swing to a steam-assisted temperature vacuum swing
adsorption cycle when electricity gets ‘‘cleaner’’. Bearing in
mind that the optimal process is a function of the electricity’s
GHG emissions, a DACCS system should be operated flexibly in
an energy system with varying GHG emissions of the electricity.
Further research is required to clarify the effects of flexible
DACCS operation in volatile energy systems. Furthermore, a
cost assessment should be combined with the presented opti-
misation approach to identify DACCS systems that can be
scaled to maximal CO2 removal potential at lowest costs.
We suggest combining CRE and carbon removal costs for
economic assessment.

Which of the two systemic climate-benefit metrics (CRE or
CRR) is advisable depends on the analyses; for example, CRR is
particularly suitable for large sensitivity studies, as the trade-off
with the PP is resolved, and CRE is suited for combination with
further KPIs, e.g. in economic analyses. In any case, the KPIs
must reflect the goal of DACCS: effectively removing CO2 from
the atmosphere. This general principle applies to adsorption-
based DACCS, as we have investigated in this work, and to all
negative emission technologies. Hence, we recommend apply-
ing our combined approach of model-based process optimi-
sation using systemic climate-benefit metrics as KPI to other
DACCS processes and negative emission technologies in general.
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