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Discerning rise time constants to quantify charge
carrier extraction in perovskite solar cells†
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Genghua Yan a and Yueming Wanga

The small-perturbation analysis of perovskite solar cells (PSCs) highlights a fundamental conundrum –

while time domain measurements yield two time constants corresponding to the rise and subsequent

decay of the photovoltage or photocurrent, the corresponding frequency domain methods only yield

one time constant from the analysis of the negative imaginary part of the transfer function. To solve this

problem, we propose a modification of the frequency domain transfer function that focusses on the

transition of its real part to negative values at high frequencies. After verification using drift-diffusion

simulations and equivalent circuit analysis, the application of the method to experimental intensity-

modulated photovoltage spectroscopy data of a PSC allows calculation of the hidden rise time constant,

showing a good agreement with rise time constants obtained from transient photovoltage

measurements. Combining these measurements with transient photoluminescence measurements

allows calculation of the figure of merit (FOM) that determines the charge collection efficiency.

We determine large FOM values between 0.7–0.95 at or close to the 1 sun open-circuit voltage,

indicating a significant electric field exists in the transport layers that allows fast charge collection in

these conditions.

Broader context
Small-perturbation methods in the time and frequency domain are widely-used tools to understand the physics of operation of solar cells. Though they are
connected via the Laplace transform, the equivalence of information obtained from both domains has not been established. To solve this problem, we develop
a novel analysis method that focusses on the characteristic time constants measured in the time and frequency domain. This method extracts a time constant
from the frequency domain data that is previously inaccessible using the traditional analysis method. This time constant corresponds to the rise of the
photovoltage or photocurrent in a transient measurement and contains information regarding the speed of charge extraction from the bulk to the electrodes.
This strategy is used to analyse intensity-modulated photovoltage spectroscopy (IMVS – frequency domain) and transient photovoltage (TPV – time domain)
spectra of a thin-film perovskite solar cell, yielding a good agreement between the calculated rise time constants. In combination with recombination lifetimes
obtained from transient photoluminescence measurements, the rise time constants allow calculation of a figure of merit that determines the charge collection
efficiency. Such an analysis opens the possibility to determine charge extraction losses across all bias points of the current–voltage curve of the solar cell.

Introduction

Small perturbation techniques are powerful tools for the ana-
lysis of physical mechanisms in perovskite solar cells (PSCs).
The main advantage of using a small perturbation is the
possibility to linearise the mathematical description of
higher-order processes, thereby facilitating the data analysis.

In the time domain, these techniques include transient photo-
voltage (TPV) and transient photocurrent (TPC) measurements,
that record the rise and subsequent decay of the external
voltage and current respectively, as a function of time after
the application of a short laser pulse. The corresponding
frequency domain techniques are intensity-modulated photo-
voltage spectroscopy (IMVS), intensity-modulated photocurrent
spectroscopy (IMPS) and impedance spectroscopy (IS).

Among the time domain techniques, TPV is widely used to
study PSCs, where the decay of the photovoltage is typically
fitted with a mono or bi-exponential function, with the corres-
ponding characteristic time constants subsequently assigned
to different physical mechanisms such as trap-mediated
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recombination and recombination limited by the injection of
electrode charges.1–4 The rise time of the photovoltage is
typically not analysed in the PSC community, though its time
constant has been interpreted as the charge carrier transport
time from the bulk to the electrodes in the case of dye-
sensitized solar cells.5 Recently, Krückemeier et al. have shown
that the photovoltage rise time in PSCs is determined by the
speed of charge carrier exchange between the perovskite absor-
ber and the electrodes via the transport layers.6 In the case
of frequency domain methods, the typical approaches for data
analysis are based on using models such as the diffusion-
recombination model,7–9 fitting of equivalent circuits10–13 and
calculation of time constants as a function of DC para-
meters.14–17 In this regard, the traditional analysis method
involves calculating the time constants from the maxima of
the negative imaginary part of the transfer function versus
angular frequency o. In the case of IS, the analysis of the
capacitance and its evolution versus angular frequency and DC
voltage are also used to obtain parameters such as doping and
defect densities.18 Irrespective of the different analysis meth-
ods, the same information is expected to be contained in a time
domain measurement and its corresponding frequency domain
measurement (e.g. TPV - IMVS), since the time domain data
can be converted to the frequency domain using a Laplace
transform, which is a lossless transformation.19 However, this
equivalence between the time and frequency domain methods
has not been established experimentally.

In this work, we connect the analysis methods for both the
time domain and frequency domain small perturbation tech-
niques through the analysis of their characteristic time con-
stants. We find that while the time-domain methods (TPV and
TPC) naturally yield two time constants that correspond to the
rise and subsequent decay of the photovoltage or photocurrent,
the corresponding frequency domain methods of IMVS and
IMPS yield only one time constant, the decay time constant,
using the traditional analysis method. To identify the hidden
rise time constant in the frequency domain data, we propose a
modification of the transfer function that causes the traditional
analysis method to focus on the evolution of the transfer
function’s real part versus angular frequency. Using drift-
diffusion simulations and equivalent circuit analysis, we show
that the transformation allows clearly observing both the rise
and decay time constants. We further apply this method to
experimental IMVS spectra of a perovskite solar cell, identifying
similar magnitudes of the two time constants compared to the
corresponding TPV measurements. We thus prove that the
same information is contained in both the time and frequency
domain spectra, albeit in different forms. Additionally, in
combination with transient photoluminescence (tr-PL) mea-
surements, we identify the voltage-dependent charge extraction
and recombination lifetimes, which determine the figure of
merit governing the charge collection efficiency.

Definitions

In a TPV measurement, the device is held at open circuit
(typically using a load resistance of 1 MO) under a given DC

illumination, and a short pulse of photons is impinged on it.
The deflection Vext of the external voltage Vext is subsequently
recorded as a function of time t. As there is no current flowing
across the terminals at open circuit, Vext is equal to the
difference between the electron quasi-Fermi level at the cath-
ode minus the hole quasi-Fermi level at the anode (referred to
as Velec). For the case of TPC measurements, the load resistance
is reduced to typically 50 O and the current deflection j (where j
is the current density at the terminals) is measured. The
frequency-domain counterparts of TPV and TPC are IMVS and
IMPS respectively – IMVS measures the AC external voltage
while IMPS measures the AC current at the terminals upon
application of an AC small perturbation of photon flux F
(represented as a current density jF = qF). The IMVS transfer
function is thus given by

W ¼
~Vext

~jF
(1)

and the IMPS transfer function is given by

Q ¼
~j
~jF
; (2)

where the tilde represents an AC quantity. A third transfer
function called the impedance is defined by measuring the AC
terminal current upon the application of an AC small perturba-
tion of the external voltage, given by

Z ¼
~Vext

~j
: (3)

In general, these methods can be measured at any DC condi-
tion, however, IMPS is traditionally measured at short circuit20

while IMVS is measured at open circuit21 (IS is measured across
a range of DC conditions22). The frequency domain data are
usually represented by plotting the real versus the negative
imaginary part of the transfer function (termed W/Q/Z-plane
plot depending on the transfer function). Fig. 1(a) and (b) show
simulated TPV and TPC data respectively of a typical p–i–n PSC
and Fig. 1(c)–(e) show the corresponding simulated IMVS, IMPS
and IS spectra respectively (see Table S1 and Section A1 in the
ESI,†23–27 for simulation parameters and their discussion). For
simplicity, in the simulations in Fig. 1, we do not include
mobile ions and consider an arbitrarily high relative permit-
tivity in the perovskite layer to ensure the absence of an
electric field.

Results
Connection between time and frequency domain spectra

In this section, we will analyse the data in Fig. 1 with the goal of
accurately modelling the device physics and hence obtaining
parameters of photovoltaic operation. We first analyse drift-
diffusion simulations of the TPV and TPC spectra in Fig. 1(a)
and (b), for a p–i–n perovskite solar cell. In both cases, we see a
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rise of the photovoltage or the photocurrent upon application
of the laser pulse, which then reaches a peak followed by a
decay back to the steady-state value. In the PSC community,
only the decay of the photovoltage or photocurrent is typically
analysed by fitting an exponential to obtain the characteristic
decay time constant.1,2,4,28 However, in the case of dye-
sensitized solar cells, the characteristic rise time constants of
the photovoltage were analysed and attributed to electron
transport across the TiO2 layer5 while for organic solar cells,
the rise of the photocurrent was analysed to get insight into
charge trapping.29,30

To provide a consistent interpretation of the rise and decay
of the photovoltage and photocurrent in a TPV or TPC
measurement in the case of PSCs, we will briefly describe a
charge carrier exchange model that has been developed in ref.
6 and 31. In addition to the fundamental mechanisms of
charge carrier generation, radiative and non-radiative (via
deep traps) bulk recombination, the model explicitly accounts
for non-ideal charge extraction from the perovskite to the
collecting electrodes, via the transport layers. The model
assumes a symmetric, thin-film PSC with an intrinsic perovs-
kite layer and homogeneous distribution of deep traps, with

negligible electric field in the perovskite layer due to ionic
shielding32 and flat Femi levels in the device at open-circuit
condition. Furthermore, the reported large diffusion lengths
of electronic carriers33,34 compared to the perovskite layer
thickness d (typically B350 nm) implies that the electronic
carrier concentration is position-independent immediately
after photogeneration. The concentration of electrons and
holes is thus given by

n ¼ p ¼ niexp
qVint

2kBT

� �
; (4)

where ni is the intrinsic carrier concentration, Vint = (Efn � Efp)/q
is the internal voltage and Efn and Efp are the electron and
hole quasi-Fermi levels in the perovskite layer. The continuity
equation is given by

dn

dt
¼ jF

qd
� n

trec
� jexc

qd
; (5)

where jF = qF is the photon flux represented as a current
density and trec is the parallel combination of the radia-
tive lifetime and Shockley–Read–Hall (SRH) non-radiative

Fig. 1 Typical representation of the data obtained from the time and frequency domain measurements. Drift-diffusion simulations of (a) transient
photovoltage (TPV) and (b) transient photocurrent (TPC) spectra of a p–i–n perovskite solar cell that shows the voltage deflection and current deflection
respectively upon application of a laser pulse at t = 0. Dashed lines show the rise of the photovoltage/photocurrent that is governed by the rise time
constant while solid lines show the decay of the photovoltage/photocurrent governed by the decay time constant. Simulated (c) intensity-modulated
photovoltage spectroscopy (IMVS), (d) intensity-modulated photocurrent spectroscopy (IMPS) and (e) impedance spectroscopy (IS) spectra of the same
solar cell. The corresponding characteristic time constants obtained from the maxima of the negative imaginary part of the transfer function is also
shown. See Table S1 in the ESI,† for simulation parameters.
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lifetime35 –

trec ¼
1

trad
þ 1

tSRH

� ��1

¼ 1

1

2Bradniexp
qVint

2kBT

� �
0
BB@

1
CCA
þ 1

tSRH

0
BBBBBBBBBB@

1
CCCCCCCCCCA

�1

;

(6)

where Brad is the radiative recombination coefficient. The
exchange current density jexc between the perovskite and trans-
port layer is given by

jexc ¼ qniSexc exp
qVint

2kBT

� �
� exp

qVelec

2kBT

� �� �
; (7)

where Sexc is the charge exchange velocity, given by31

Sexc Velecð Þ ¼
mTLFTLexp

DEpero;TL

kBT

� �

1� exp
�qFTLdTL

kBT

� � ; (8)

where mTL is the mobility in the transport layer, FTL is the
electric field in the transport layer and DEpero,TL is the band
offset between the perovskite layer and the transport layer. We
note that Sexc depends on Velec because the electric field in the
undoped transport layer is given by

FTL ¼
Vbi;TL �

Velec

k

� �

dTL
; (9)

where Vbi,TL is the built-in electrostatic voltage in the transport
layer, dTL is the thickness of the transport layer and k is a factor
that determines the magnitude of Velec going to the transport
layer (k = 2 for our symmetric device). Applying a small
perturbation to eqn (4), (5) and (7) and solving them (derivation
shown in Section A2 in the ESI†), we obtain the photocurrent
deflection in a TPC measurement as

DjðtÞ ¼ Dj0 e
�t

tj;decay � e
�t

tj;rise

� �
(10)

and the external voltage deflection Vext in a TPV
measurement as

DVextðtÞ ¼ DVext;0 e
�t

tV;decay � e
�t

tV;rise

� �
: (11)

In eqn (10) and (11), trise and tdecay are characteristic time
constants that determine the speed of the rise or decay of the
measured quantity respectively, hereafter referred to as rise and
decay time constants. DVext,0 and Dj0 are the peak photovoltage
and photocurrent deflections respectively, that are also a func-
tion of the laser pulse intensity. The analytical solutions from
the model for the time constants obtained from TPV

measurements are

tV;rise ¼
2

k1 þ k2 þ k3 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1 þ k2 þ k3ð Þ2�4k1k3

q ; (12)

tV;decay ¼
2

k1 þ k2 þ k3 �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1 þ k2 þ k3ð Þ2�4k1k3

q ; (13)

and the time constants in the case of TPC measurements are

tj;rise¼

2

k1þk2þk3þk4þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1þk2þk3þk4ð Þ2�4 k1k3þk1k4þk2k4ð Þ

q ;

(14)

tj;decay¼

2

k1þk2þk3þk4�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k1þk2þk3þk4ð Þ2�4 k1k3þk1k4þk2k4ð Þ

q ;

(15)

where

k1 ¼
1

trec
;

k2¼
Sexc

d
¼ 1

texc
;

k3¼
1

RexcCg
;

k4¼
1

RsCg
:

(16)

In eqn (16), texc = d/Sexc is a charge carrier exchange lifetime
that determines how efficiently charge carriers are transferred
from (to) the perovskite bulk to (from) the electrodes via
the charge transport layers, while Rexc is the corresponding
transport layer resistance (see eqn (S6) in the ESI†). Rrec is the
recombination resistance (eqn (S8) in the ESI†), Rs is the
external series resistance and Cg is the geometric capacitance.
Since some of the inverse time constants in eqn (16) are
functions of Vint or Velec, the rise and decay time constants
are also functions of Vint or Velec. This means that different time
constants will dominate the response depending on the DC
condition at which the TPV or TPC measurement is carried out.
These matrices and their solutions are also applicable to the
corresponding frequency domain small-perturbation measure-
ments (TPV - IMVS, TPC - IMPS), since they are connected
via the Laplace transform. A deep analysis of the model and its
predicted time constants as a function of DC parameters has
been carried out recently.6,31

In the case of the frequency domain spectra in Fig. 1(c)–(e),
the characteristic frequencies ochar are obtained from the
frequency of the maxima of the negative imaginary part versus
angular frequency o (o = 2pf, where f is the frequency in Hz),
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allowing to calculate the characteristic time constants
tchar using

dð�imag transfer functionÞ
do

¼ 0! ochar ¼
1

tchar
: (17)

Alternately, the frequency of the maxima of the negative ima-
ginary part can also be obtained from the maxima of the y-axis
in the W/Q/Z-plane plot, which corresponds to the top of the arc
or arcs observed in these plots, as shown in Fig. 1(c)–(e).
We note that there are other methods of data analysis, such
as the direct fitting of the diffusion-recombination model7,8 or
the analysis of capacitance steps versus time36 or frequency37

and equivalent circuit fitting.11,12 Here, we promote the method
of studying the evolution of the measured time constants as a
function of DC parameters such as external voltage, current
density and light intensity, which can then be associated to
fundamental physical mechanisms using our developed model,
based on their characteristic evolution versus DC parameters.

We begin our analysis by comparing the time constants
obtained from drift-diffusion simulations of the TPV and IMVS
spectra of a p–i–n perovskite solar cell at DC open-circuit
condition under 100 mW cm�2 illumination using a blue LED
(459 nm), for different mobilities of the transport layers (see
Fig. S1 in the ESI,† for the band diagram and Table S1 in the
ESI,† for simulation parameters). For simplicity, the simula-
tions assume the ETL and HTL mobility to be equal and do not
consider any mobile ionic densities within the perovskite layer.
Furthermore, the relative permittivity of the perovskite layer is
arbitrarily increased to ensure the absence of an electric field in
the perovskite layer. The influence of Shockley–Read–Hall
(SRH) recombination35 is simulated using a density of mid-
gap traps. Fig. 2(a) shows that the rise of the photovoltage is
strongly dependent on the mobility of the transport layers, with
faster rises and higher peaks in the photovoltage observed for

increasing mobilities of the transport layers. This is because
charge carriers are transported from the perovskite layer to the
electrodes via the transport layers to build up the photovoltage
or drive the photocurrent. The decay of the photovoltage is
mostly independent of the transport layer mobility, indicating
that the dominant mechanism is bulk recombination. We note
that the calculation of recombination lifetimes from the decay
time constants is limited by charge carrier redistribution in the
case of low mobility of charge carriers in the absorber layer, as
in the case of organic solar cells.38 However, this limitation
does not apply for thin-film PSCs due to the large mobilities or
diffusion coefficients of the charge carriers.33,34

The corresponding IMVS spectra in Fig. 2(b) show a single
arc in the W-plane plot for all cases. For lower transport layer
mobilities, the real part of W makes a pronounced transition
(larger amplitudes) to the second quadrant, showing a negative
value at high frequencies before reaching the origin. The
occurrence of a single arc in the W-plane plot implies one
observable time constant from IMVS, whereas the rise and
decay of the photovoltage implies two time constants from
TPV measurements (see Fig. S2 in the ESI,† for fitting using
eqn (11)). Fig. 2(c) shows that there is a good agreement
between the slower time constant (decay time constant) from
TPV and IMVS, which approaches the SRH recombination
lifetime (tSRH) for higher transport layer mobilities. The faster
time constant, which corresponds to the rise time constant,
shows a strong dependence on the transport layer mobility,
rising from a few nanoseconds when the transport layer mobi-
lities equal that of the perovskite to 100 nanoseconds for the
lowest transport layer mobility chosen.

However, Fig. 2 raises the question – why is the rise time
constant observed in the time domain but not in the frequency
domain? Since the transformation from the time domain to the
frequency domain is a lossless one, we conclude that the rise

Fig. 2 Calculation of time constants from the time and frequency domain data – Drift-diffusion simulations of (a) TPV and (b) IMVS spectra at DC open-
circuit conditions under illumination with a blue LED (459 nm), for different transport layer mobilities (the largest transport layer mobility corresponds to
the situation mTL = mpero). (c) Shows the corresponding calculated rise (dashed lines) and decay (solid lines) time constants from fitting the TPV spectra
using eqn (11) (fitting shown in Fig. S2 in the ESI†), and the IMVS time constant (circles) obtained from (b) using eqn (17). While TPV yields both the rise and
decay time constants, IMVS yields only the decay time constant. The transport layer mobilities were set equal for simplicity and no ionic densities were
considered in the perovskite layer. The relative permittivity of the perovskite layer was arbitrarily increased to ensure the absence of an electric field in it.
For the TPV simulations, a laser pulse width of 2 ns was used. All simulation parameters are shown in Table S1 in the ESI.† For clarity, only a few of the
simulated spectra are shown in (a) and (b).
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time constant is hidden in the frequency domain data. This
effect can be understood by taking the Laplace transform of
eqn (11), which yields the IMVS transfer function

W ¼W0
tV;decay

1þ iotV;decay
� tV;rise
1þ iotV;rise

� �
; (18)

where W0 is a constant with the units of O cm2 s�1. For time
constants well-separated in magnitude (tV,decay c tV,rise), the
first term in the RHS of eqn (18) is much bigger than the second
term. In such a situation, the second term in the RHS drops out
(see Section A3 in the ESI,† for derivation) and the character-
istic time constant calculated from the frequency maximum of
the negative imaginary part of W is

tchar tV;decay � tV;rise
� �

¼ 1

ochar
¼ tV;decay: (19)

Eqn (19) shows that the rise time constant cannot be observed
from the typical analysis of the frequency maximum of the
negative imaginary part of the transfer function when it is signifi-
cantly smaller than the decay time constant. Since the rise time
constant is in many cases related to charge extraction from the
absorber to the contacts, the situation where tV,decay c tV,rise is
likely to be frequently encountered, especially at low forward
biases.6 Therefore, even though the transfer function contains
two time constants, only the slower time constant is expressed,
leading to a single arc in the frequency domain spectrum. We thus
require a data analysis method that allows visualising both time
constants clearly. In the case of time domain measurements, we
note that both the absolute value and the slope of the photovoltage
or photocurrent can be obtained from the plot of photovoltage or
photocurrent versus time. In the case of frequency domain mea-
surements, the slope of the real part of the transfer function is not
defined and hence not analysed. Based on this intuition, we define
a new transfer function

MW = ioW = �o(imagW) + io(realW), (20)

whose imaginary part is the product of the angular frequency
and the real part of the IMVS transfer function W. Using
eqn (18) in eqn (20), we obtain

�imag MW ¼W0
otV;rise

1þ o2tV;rise2
� otV;decay
1þ o2tV;decay2

� �
: (21)

Fig. 3(a) and (b) show the simulated negative imaginary parts
of W and MW versus angular frequency for different transport
layer mobilities of the PSC. While � imag W shows only one
peak that corresponds to a single time constant, � imag MW

shows a peak each in the upper and lower quadrant that
corresponds to two time constants (see Section A4 in the ESI,†
for derivation). The additional time constant is obtained from
the region at high frequencies where the real part of the IMVS
transfer function W transitions to a negative value (i.e. moves to
the second or third quadrant), consequently making a peak in
the opposite quadrant to that of the decay time in Fig. 3(b).
Therefore, while the transition to the negative real part of
the transfer function has been attributed to different physical
mechanisms such as diffusion,7 trapping39 and ionic effects,40

this effect also arises from a simple consideration of non-ideal
charge extraction from the bulk to the electrodes in a transient
measurement. The amplitude of this transition to the negative
real part is proportional to the rise time constant (see deriva-
tion in Section A5 in the ESI†), which is also observed from
Fig. 2(a) and (b) for lower transport layer mobilities, which
show larger (slower) rise time constants. Fig. 3(c) shows that the
additional time constant obtained from MW is indeed the rise
time constant calculated from the TPV data, while the slow time
constant is obtained from both W and MW. We note that the
divergence in the calculated rise time constants from both TPV
and IMVS occurs only when the rise time constants are of
the order of the time width of the laser pulse (2 ns) in the
TPV simulation. In summary, the transformation of the IMVS

Fig. 3 Transformation of IMVS data to obtain the rise and decay time constants – Drift-diffusion simulations of the negative imaginary part of (a) IMVS
transfer function W and (b) transformed transfer function MW = ioW versus angular frequency, for different transport layer mobilities (the largest transport
layer mobility corresponds to the situation mTL = mpero). The negative imaginary part of MW shows both the rise (dashed lines) and decay (solid lines) time
constants, while that of W only shows the decay time constant. (c) shows the calculated rise and decay time constants from the negative imaginary part
of MW in (b) and the TPV simulations in Fig. 2. The calculated rise and decay time constants from both the TPV and the transformed IMVS data are almost
identical. For clarity, only a few of the simulated spectra are shown in (a) and (b).
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transfer function from W to MW allows determination of both
the rise and decay time constants.

Effect of electric field and mobile ionic densities

The mobile ion densities in PSCs are known to have a signifi-
cant impact on the charge extraction and recombination rates
in the device.41–43 Therefore, in this section, we will focus on
how the electric field and mobile ionic densities in the per-
ovskite layer can affect the rise and decay time constants
obtained from TPV and IMVS simulations. We therefore set
the relative permittivity of the perovskite layer to er = 30 and
assume equal densities of mobile cations and anions in the
perovskite layer. The effect of the electric field is observed by
simulations at open-circuit conditions for different DC light
intensities. The band diagrams for three situations of high,
intermediate and low light intensities are shown in Fig. 4(a), (c)
and (e) respectively. For ease of observation, these figures show
only the conduction bands of the perovskite and the electron
transport layer. For the case with the lowest ionic density
(1013 cm�3), an electric field exists in the perovskite layer whose
magnitude increases with reducing light intensity. Only in the

situation of high light intensity where the open-circuit voltage
is close to or above the 1 sun open-circuit voltage, do we observe
a negligible electric field in the perovskite layer. Upon increas-
ing the mobile ion density, a reduction of the electric field is
observed in all cases, leading to an approximately field-free
perovskite bulk with potential drops occurring in a small region
at the ETL/perovskite and HTL/perovskite interfaces for ion
densities of 1017 cm�3.

The corresponding TPV and IMPS spectra are shown in Fig.
S3 in the ESI.† Most of the spectra show an exponential rise and
decay that is well-described by eqn (11), though some spectra
show an additional peak in the rise or decay, due to the
influence of the mobile ionic density. The time constants
obtained from the simulated TPV and IMVS data for these
situations are shown in Fig. 4(b), (d) and (f). In all cases, we are
successfully able to extract the rise and decay time constants
using our developed analysis method. The rise time constants
at a given ion density increase in magnitude with increasing
light intensity, which occurs due to the reduced electric field
in the transport layer at higher light intensities (shown in
Fig. 4(a), (c) and (e)) that reduces the charge extraction velocity

Fig. 4 Drift-diffusion simulations of band diagrams of the perovskite solar cell for different densities of mobile ions in the perovskite layer (the relative
permittivity of the perovskite layer was set to er = 30), at open-circuit condition corresponding to (a) high, (c) intermediate and (e) low light intensities,
using a blue LED (459 nm). (b), (d) and (f) respectively show the corresponding time constants obtained from the simulated TPV and IMVS spectra (shown
in Fig. S3 in the ESI†).
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Sexc (see eqn (8)). Fig. 4(b), (d) and (f) also show that the rise
time constant remains approximately constant as a function of
ion density, only showing an increase for the case of the largest
ion density (Nion = 1017 cm�3). The decay time constants
correspond to the SRH lifetime at high light intensities
(Fig. 4(b)), which transitions to much larger magnitudes at
lower light intensities (Fig. 4(d) and (f)). These large magni-
tudes are related to the fact that at low quasi-Fermi level
splitting (low light intensity), the decay time constant is limited
by the slow re-injection of charges from the geometric capaci-
tance and their subsequent recombination (tdecay = RrecCg).3,4,31

A third time constant is obtained from the low frequency arc
in the IMVS spectra, whose magnitude is in the order of tens
of milliseconds. This time constant is related to the slow
movement of ions in the perovskite layer.44 In summary, we
find that our model and the developed analysis method is
applicable to obtain and interpret the time constants for the
case of including mobile ionic densities in the perovskite layer.

Time constants from equivalent circuit modelling

In this section, we will verify the validity of the developed
analysis method by using it to extract the time constants from
the typical frequency domain spectra (IMVS, IMPS and IS),
using an equivalent circuit of the PSC, shown in Fig. 5. This
equivalent circuit is derived from the kinetic model of the PSC
described in the previous section (see Section A2 in the ESI,† for
definitions). The transfer functions are given by31

W ¼ 1

Rrec
þ ioCm þ ioCg 1þ Rexc

Rrec
þ ioRexcCm

� �� ��1
(22)

Q ¼ 1þ Rs þ Rexc

Rrec
þ io Rs þ Rexcð ÞCm

�

þioRsCg 1þ Rexc

Rrec
þ ioRexcCm

� ���1
;

(23)

Z ¼ Rs þ
1

Rexc þ
1

Rrec
þ ioCm

� ��1 þ ioCg

0
BBB@

1
CCCA

�1

¼W

Q
: (24)

We thus generalise the transformation method in the previous
section and extend it to the IMPS and IS transfer functions.
In case of IS, the series resistance is subtracted from the total
impedance and then transformed to MZ to obtain the time
constants. This is because while the characteristic frequency of
the impedance transfer function Z is independent of Rs, the
characteristic frequency of the modified transfer function MZ is
dependent on Rs in the form of a linear, additive term and
hence needs to be subtracted out to remove its influence (see
Section A6 in the ESI,† for derivation). A summary of these
transfer functions and their transformations to obtain the rise
and decay time constants are shown in Table 1.

Fig. 6 shows the calculated rise and decay time constants
from simulations of the IMVS, IMPS and IS spectra respectively
at open-circuit conditions using the equivalent circuit in Fig. 5
(see Table S2 in the ESI,† for parameters and Fig. S4 in the ESI,†
for the peaks in the negative imaginary part of the modified
transfer functions that correspond to the two time constants).
The IMVS and IS response are identical, with the rise time
constant corresponding to texc at low open-circuit voltages
followed by a transition to the product RexcCg, causing it to
exponentially decrease at large open-circuit voltages. The decay
time constant follows the recombination lifetime trec, decreas-
ing exponentially at large open-circuit voltages followed by a
very short saturation at lower open-circuit voltages. This corre-
sponds to the dominance of radiative recombination at high
open-circuit voltages and SRH recombination at lower open-
circuit voltages. The short saturation in the decay time constant
is rapidly followed by an exponential increase at lower open-
circuit voltages corresponding to the product RrecCg. This effect
has been observed and analysed from both electrical and
luminescence methods,3,4,45,46 where the recombination is
limited by the back-injection of charges from the electrodes
into the absorber. This effect is also observed in the simula-
tions in Fig. 4, where the magnitude of the decay time signifi-
cantly increases at low light intensities (low quasi-Fermi level
splitting). In the case of IMPS, the rise time constant is
identical to that of IMVS and IS, while the decay time constant
corresponds to trec at large open-circuit voltages and transitions
to the product RsCg (generally called RC attenuation) at low
open-circuit voltages. Thus, our new method for the analysis of

Fig. 5 Derived equivalent circuit from the model, which is used to verify
the validity of the developed transformation method for the frequency
domain data. Rrec is the recombination resistance (eqn (S8) in the ESI†),
Rexc is the charge carrier exchange resistance that models the potential
drop across the transport layers (eqn (S6) in the ESI†), Rs is the series
resistance, Cm is the chemical capacitance (eqn (S3) in the ESI†) and Cg is
the geometric capacitance of the perovskite layer. The model used to
derive the equivalent circuit is described extensively in ref. 31.

Table 1 Summary of frequency domain transfer functions and their
corresponding transformations to obtain the rise and decay time constants
from the data

Transfer
function Transformation Time constants

W (IMVS) MW = ioW Inverse extrema of �imag W versus o
Q (IMPS) MQ = ioQ Inverse extrema of �imag Q versus o
Z (IS) MZ = io(Z � Rs) Inverse extrema of �imag Z versus o
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frequency domain spectra allows determination of the rise time
constant, which was inaccessible from the standard analysis of
the negative imaginary part of the transfer function. The rise
time constant contains information regarding the extraction of
charges from the perovskite layer to the electrodes and is a
function of transport layer parameters such as the mobility and
built-in voltage (eqn (8) and eqn (S5) in the ESI†).

Analysis of experimental spectra

We now proceed to study experimental TPV and IMVS spectra
obtained from measurements of p–i–n thin film perovskite
solar cells, using our developed analysis method. The structure
of the samples used was ITO/SAMs/PTAA/Cs0.05FA0.8MA0.15-
PbI2.25Br0.75/C60/BCP/Ag (fabrication details provided in the
methods section, current–voltage curves provided in Fig. S5
in the ESI†), where SAMs is a mixture of self-assembled mono-
layers (Me-4PACz and MeO-2PACz), poly(triaryl amine) (PTAA)
is the hole transport layer and C60/BCP (Bathocuproine) is the
electron transport layer. The bandgap of the perovskite layer is
1.68 eV. For both the TPV and IMVS measurements, the spectra
were collected at different DC bias light intensities under open-
circuit conditions, with the open-circuit condition set using a
1 MO load resistor (further experimental details provided in the
methods section).

Fig. 7(a) shows an example of the W – plane plots of the
IMVS transfer function, measured at different open-circuit
voltages (see Fig. S6 in the ESI,† for all IMVS and TPV spectra).
These plots show the same general shape, consisting of two
arcs, one at high frequency and one at low frequencies below
D500 Hz. The low-frequency arc in the frequency domain
spectra has been well-studied and is attributed to ionic effects
in the PSC.44 The high frequency arc shows the same behaviour
as seen from the simulations in Fig. 2(b), with a transition to a
negative real part of the transfer function at high frequencies.
We thus transform the IMVS transfer function to MW and

analyse the evolution of the negative imaginary part of MW

versus angular frequency o, shown in Fig. 7(b). We observe
peaks in the positive and negative directions, which correspond
to the rise and decay time constants of the photovoltage.
Fig. 7(c) shows an example of the measured TPV spectra at
different open-circuit voltages and their corresponding fitting
with eqn (11) to obtain the rise and decay time constants of the
photovoltage in the time domain. We note that the rise of
the photovoltage at short times is affected by reflections of
the output voltage at the 1 MO load resistance.

Fig. 8(a) shows the calculated rise and decay time constants
of the photovoltage from both TPV and IMVS measurements.
The time constants from both methods show a good agreement
with each other. To identify the physical mechanisms that
generate these time constants, we define a slope factor y using

t ¼ t0 � exp
�qVoc

ykBT

� �
; (25)

where t0 is a constant with a unit of seconds. Depending on the
coupling between the voltage-dependent and voltage-independent
resistances and capacitances described in the previous section,
different values of the slope factor are expressed, allowing
to differentiate the mechanisms. Fig. S7 in the ESI,† shows
the calculated slope factors for the measured time constants of
IMVS and TPV. The decay time constant tV,decay from both IMVS
and TPV shows an exponential evolution versus open-circuit
voltage with a slope factor close to 2. This corresponds to a time
constant that is limited by the first-order recombination of
charge carriers that are re-injected into the intrinsic perovskite
layer from the electrodes, expressed as the product of the
recombination resistance Rrec (eqn (S8) in the ESI†) and
the geometric capacitance Cg.3,4,46 The rise time constant tV,rise

from TPV remains approximately constant at high open-circuit
voltages (large slope factor y = 5.97), with a magnitude ranging
between 2 � 10�8 s 4 � 10�8 s. At lower open-circuit voltages, a
small increase in magnitude is observed. A similar evolution

Fig. 6 Calculated rise time constants trise (red, open circles) and decay time constants tdecay (blue, open circles) versus DC open-circuit voltage,
obtained from simulated (a) IMVS, (b) IMPS and (c) IS spectra of the equivalent circuit in Fig. 5, using the transformation method summarised in Table 1.
These time constants correspond to different RC products as shown, depending on the DC open-circuit voltage. Rs is the series resistance, Rrec is the
recombination resistance (eqn (S8) in the ESI†), Rexc is the charge carrier exchange resistance that models the potential drop across the transport layers
(eqn (S6) in the ESI†), Cg is the geometric capacitance, trec is the recombination lifetime (eqn (6)) and texc is the charge carrier exchange lifetime (eqn (S5)
in the ESI†). The parameters used for the equivalent circuit simulations are summarised in Table S2 in the ESI.†
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Fig. 8 (a) Calculated rise and decay time constants from the experimental IMVS and TPV spectra shown in Fig. 7 and Fig. S6 in the ESI.† The triangles
correspond to the decay time constants while the spheres correspond to the rise time constants. Based on their slope factors y calculated using eqn (25)
(see Fig. S7 in the ESI,† for fitting), the decay time constant is ascribed to the recombination of charge carriers back-injected by the electrodes, while the
rise time constant is ascribed to the speed of charge carrier extraction from the perovskite to the electrodes, via the transport layers. (b) Calculated decay
time versus Fermi-level splitting from transient photoluminescence measurements of a glass/ITO/PTAA/Cs0.05FA0.8MA0.15PbI2.25Br0.75/C60/BCP stack,
with the decay times from TPV and IMVS in (a) plotted for ease of comparison. ‘HTL’and ‘ETL’ refer to the hole and electron transport layers respectively.
(c) Calculated figure of merit (see eqn (28) and (30)) using the ratio of the exchange lifetimes (calculated from TPV and IMVS rise time constants in (a)) and
recombination lifetimes (calculated from the tr-PL decay time in (b)).

Fig. 7 Measured (a) real versus negative imaginary part of the IMVS transfer function W and (b) negative imaginary part of transformed IMVS transfer
function (MW = ioW) versus angular frequency o and (c) TPV spectra of Cs0.05FA0.8MA0.15PbI2.25Br0.75 perovskite solar cells, measured at different DC
open-circuit voltages using the PAIOS instrument developed by Fluxim. The data in (c) was fitted using eqn (11) to obtain the rise and decay time
constants. The frequencies of the peaks in (b) (dashed lines) correspond to the rise and decay time constants of the photovoltage. The entire set of
measured spectra is shown in Fig. S6 in the ESI.†
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and magnitude of the rise time constant was observed from
TPV measurements on a thin-film CH3NH3PbI3 solar cell.6 For
the corresponding voltage range, tV,rise from IMVS shows a
similar behaviour with a larger magnitude of tV,rise D 10�7 s.
To confirm if the high frequency data is free of ionic effects,
we carried out IMVS measurements after preconditioning the
solar cell under LED white light illumination (155 W m�2) at
open-circuit condition for 120 seconds. The IMVS spectra
before and after preconditioning are shown in Fig. S8(a) in
the ESI.† The high frequency region of the spectra is almost
identical, while the only differences occur in the low frequency
arc of the spectra.

This is further confirmed by the identical rise and decay
time constants obtained from both spectra, and the ionic time
constant in the order of millliseconds (see Fig. S8(b) in the
ESI†). We further verified this in the time domain by carrying
out current–voltage curves in the reverse and forward directions
at different scan speeds (see Fig. S9 in the ESI†). The hysteresis
is minimised for slow scan speeds around 0.1 V s�1 and for
high scan speeds around 2400 V s�1 (which corresponds to a
frequency of 1000 Hz). We conclude that the data at frequencies
above several kHz should be devoid of any ionic influences.

Based on the model discussed in the previous section and
the large slope factor, we conclude that the rise time constant
corresponds to the exchange lifetime texc. We can thus include
the effect of non-ideal charge extraction in the traditional
equation of the current–voltage curve (see Section A7 in the
ESI,† for the derivation), which yields6

j ¼ 1

1þ texc
trec

0
B@

1
CAqd G� ni

trec
exp

qVelec

2kBT

� �
� 1

� �� �
; (26)

where G is the generation rate and d is the perovskite layer
thickness. Velec is connected to the external voltage through the
series resistance as

Velec = Vext + Rsj. (27)

eqn (26) is the traditional current–voltage curve with a pre-
factor that is determined by the ratio of the voltage-dependent
charge exchange and recombination lifetimes. We can thus
define a figure of merit (FOM) that quantifies the quality of
charge extraction with respect to the rate of recombination,
given by6

FOM ¼ 1

1þ texc Velecð Þ
trec Vint Velecð Þð Þ

: (28)

For the case of the exchange lifetime being much faster than
the recombination lifetime, the FOM becomes 1 and we obtain
the traditional current–voltage curve equation. For other cases
of the recombination lifetime being similar in magnitude or
faster than the exchange lifetime, the FOM is smaller than 1
and the entire current–voltage curve is reduced by this factor.
We note that texc is a function of Velec (see eqn (8) and (14) and
Fig. 6) for an intrinsic perovskite layer and undoped transport

layers, while trec is a function of the internal voltage (quasi-
Fermi level splitting) (eqn (6)), that can also vary as a function
of the light intensity and Velec.47 Therefore, the FOM is also a
function of Velec (eqn (28)) and can be used to calculate losses
related to non-ideal charge extraction at each bias point of the
current–voltage curve. The FOM is particularly useful to deter-
mine losses at short-circuit and low forward bias that can
strongly affect the fill factor in state-of-the-art PSCs.6,48

In general, the short-circuit current density jsc can be

described by the equation jsc ¼ q
Ð d
0GðxÞfcðxÞdx; where G(x) is

the position-dependent photogeneration and fc(x) is the
position-dependent collection efficiency in the absorber layer
of thickness d. In case of constant photogeneration, we obtain

jsc ¼ qG
Ð d
0 fc xð Þdx ¼ jgen � fc;av; where jgen = qdG is the total

photogenerated current density in the absorber layer and fc,av

is the average collection efficiency. In such situations, fc,av can
be calculated from eqn (26) (assuming zero external series
resistance) as

fc;av ¼
jsc

jgen
¼ 1

1þ texc;sc
trec;sc

¼ 1

1þ d

Sexc;sctrec;sc

; (29)

where the subscript ‘sc’ indicates the value at short-circuit
(Velec = 0). Eqn (29) is the average collection efficiency in the
case of a p–i–n device with an approximately field-free absorber
with excellent charge carrier transport (i.e. diffusion lengths of
electrons and holes much larger than the absorber thickness,
as is the case for the thin-film PSC34), where the charge
collection is limited by the transport layers. The product
Sexc,sctrec,sc has the unit of length and is similar to the charge
carrier collection length lc defined for a p–i–n solar cell where
charge collection is limited by drift in the absorber (for constant
photogeneration, we have fc,av = (lc/d)[1 � exp(�d/lc)], where lc is
given by the sum of the mobility-lifetime product of electrons and
holes multiplied by the electric field in the absorber).49

In situations where the experimental rise time constant
corresponds to texc and the decay time constant corresponds
to trec, the FOM at a given Velec can be calculated using

FOM ¼ 1

1þ trise
tdecay

: (30)

However, we cannot calculate the FOM from the time constants
in Fig. 8(a) because the decay time constant is dominated by
the contribution of the geometric capacitance. We therefore
carried out transient photoluminescence (tr-PL) measurements
of a glass/ITO/PTAA/Cs0.05FA0.8MA0.15PbI2.25Br0.75/C60/BCP stack
with the measured tr-PL spectrum of a Cs0.05FA0.8MA0.15-
PbI2.25Br0.75 perovskite film on glass as reference, shown in
Fig. S10(a) in the ESI.† We calculated the differential tr-PL decay
time using the equation45

tdiff ¼ �2
d lnFð Þ

dt

� ��1
; (31)

where F is the emitted photon flux and t is the time. tdiff is plotted
as a function of the quasi-Fermi level splitting DEf (assuming an
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intrinsic perovskite layer), shown in Fig. S10(b) (ESI†). To discri-
minate the different mechanisms governing the tr-PL decay time,
we employ eqn (25) with qVoc replaced by DEf. We first analyse the
tr-PL spectrum of the perovskite film on glass. For an intrinsic
layer, we expect SRH recombination via deep traps to yield a
constant tdiff while radiative recombination yields y = 2 (eqn (4)
and (6)).45 The decay time shows an ‘S’-shaped evolution, showing
a sharp rise at large DEf, a comparitively slower increase between
the magnitudes tdiff = 3 � 10�7–10�5 s for intermediate DEf and a
sharp rise again at low DEf. The calculated values from the tr-PL
decay time are also shown in Fig. S10(b) (ESI†). We obtain y = 1.9
for low DEf between 0.9–1 eV, transitioning to a region with y = 3.7
for DEf between 1–1.3 eV, followed by a region with y = 1.3 at high
DEf above 1.3 eV. The large values between 1–1.3 eV followed by
the transition at lower DEf has recently been interpreted as
originating from SRH recombination via shallow traps.50,51 The
origin of the slope factor at large DEf is unclear, though we
speculate it could be influenced by transport effects due to the
position-dependent generation profiles of carriers in the perovskite
at very early times. In the case of the glass/ITO/PTAA/Cs0.05FA0.8-

MA0.15PbI2.25Br0.75/C60/BCP stack, we observe a similar ‘S’-shaped
evolution of the decay time (shown in Fig. S10(b), ESI†), though the
magnitudes of the decay times are approximately one order lower
than that of the perovskite film on glass. This observation is
consistent with the fact that the perovskite/transport layer inter-
faces contain defect densities that lead to additional non-radiative
recombination, reducing the effective recombination lifetime of
the glass/ITO/PTAA/Cs0.05FA0.8MA0.15PbI2.25Br0.75/C60/BCP stack
compared to that of the perovskite film on glass.

In order to compare the time constants obtained from electrical
measurements on the full device with those obtained from tr-PL
measurements on the glass/ITO/PTAA/Cs0.05FA0.8MA0.15PbI2.25-
Br0.75/C60/BCP stack, we assume that the DEf of the stack is
identical to the open-circuit voltage of the full device under the
same illumination conditions (as has been previously observed52).
We further note that the tr-PL decay times of the stack could be
influenced by charge exchange between the perovskite and the
transport layers only at early times,45 quite far from the region of
DEf where the IMVS and TPV time constants are measured.
We thus calculate the FOM (eqn (28)) using the texc from the rise
time constants of both the IMVS and TPV measurements
(Fig. 8(a)), in unison with the trec obtained from the tr-PL data
(Fig. 8(b)). This FOM is shown in Fig. 8(c), yielding values between
0.9–0.95 for the TPV + tr-PL data and between 0.7–0.9 for the IMVS
+ tr-PL data. The large values of the FOM indicate that charge
extraction is efficient close to and at the 1 sun open-circuit voltage.
Therefore, we expect that a significant electric field still exists in
the transport layers at applied voltages at or close to the one sun
open-circuit voltage, that allows fast charge extraction.

Experimental
Materials

Cesium iodide (CsI), N,N0-dimethylformamide (DMF), dimethyl
sulfoxide (DMSO) and ethyl acetate were purchased from Sigma

Aldrich. Self-assembled monolayers Me-4PACz and MeO-2PACz,
bathocuproine (BCP, 99.0%), lead iodide (PbI2, 99.99%) were
purchased from TCI. Lead bromide (PbBr2, 98%) was purchased
from Acros Organics. Formamidinium iodide (FAI) and 4-fluoro-
phenethylammonium iodide (F-PEAI) were purchased from Great-
cell Solar Materials. Methylammonium bromide (MABr) was
obtained from Dyesol. C60 was obtained from Ossila. Poly[bis-(4-
phenyl)-(2,4,6-trimethylphenyl)-amine] (PTAA, Mn = 17 900, Mw =
33 000) was purchased from Xi’an Polymer Light Technology Corp
(China).

Device fabrication

The patterned indium doped tin oxide (ITO) substrates (20 mm �
20 mm) from KINTEC were sequentially cleaned through Hellma-
nex III, deionized water, acetone, and 2-propanol for 10 min each
followed by oxygen plasma (Diener Zepto, 100 W) for 10 min and
then transferred to a N2-filled glovebox. The solution of mixture of
Me-4PACz and MeO-2PACz (1 : 1) (1 mmol mL�1 in total in
ethanol) was deposited on ITO substrate at 3000 rpm for 30 s
and then annealed at 100 1C for 10 min. Then the PTAA solution
(0.5 mg ml�1 in toluene) was dropped on the substrates at 4000
rpm for 30 s and annealed at 100 1C for 10 min. The perovskite
precursor solution (1.7 M for 1000 nm thick perovskite film) was
prepared by dissolving 22.08 mg CsI, 28.5 mg MABr, 233.8 mg FAI,
190.5 mg PbBr2 and 559.5 mg PbI2 in 1 mL DMF : DMSO (3 : 1 vol
ratio) solvent. F-PEAI was added into the perovskite precursor
solution for passivation (0.8 mg ml�1). The perovskite precursor
solution was dropped on the substrates and spin coated at 2000
rpm for 40 s, then 5000 rpm for 4 s. 250 mL ethyl acetate was
slightly dropped on the center of the substrate when the spin
coating speed reached 5000 rpm. The film then was annealed on a
hot plate at 100 1C for 20 min. Finally, 20 nm C60, 8 nm BCP and
80 nm Ag was deposited sequentially in a K. J. Lesker Mini
Spectros System attached to the glovebox (o5 � 10�6 Pa) using
a metal shadow mask. The cell area is 0.16 cm2.

Transient photovoltage (TPV) measurements

A quote from ref. 46 is provided to describe the TPV measure-
ments – ‘‘For the transient photovoltage measurements, we
used a pulsed UV-solid-state laser (Coherent Flare NX, 343 nm,
1 ns pulse length, 0 to 2 kHz repetition rate, set to 100 Hz in our
case). This radiation passes through an optical fibre and
impinges at an angle of 301 on the sample surface. The
illumination spot has an elliptical shape with a diameter of
3.8 mm. In addition, a solid-state laser with 532 nm (Coherent
Sapphire SF) is used to provide the bias illumination. The
resulting voltage transients are measured with an oscilloscope
(LeCroy Waverunner HRO 66Zi 600 MHz analog bandwidth, 12
Bit analog to digital conversion).’’ The open-circuit condition
was set using a 1 MO load resistance.

Intensity-modulated photovoltage spectroscopy (IMVS)
measurements

IMVS measurements were made using a PAIOS system developed
by Fluxim AG. These measurements were made at different open-
circuit voltages by varying the light intensity of a white LED.
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The frequency range used for the measurements was 1–107 Hz.
The AC light intensity perturbation was set to 10% of the DC light
intensity.

Transient photoluminescence (tr-PL) measurements

The transient photoluminescence decay of the perovskite film
was measured using a gated CCD recording setup. An intensi-
fied CCD camera (iStar DH720 from Andor Solis) was employed
to detect the spectrally dispersed photoluminescence signals
through a spectrometer (iHR 320 from Horiba Jobin Yvon). The
excitation source, a 343 nm UV laser, was utilized with a
repetition rate of 100 Hz. The diameter of the resulting spot
was approximately 3.07 mm. The applied excitation fluence was
approximately 0.9 mJ cm�2 and the sample was illuminated
from the glass side.

Fast hysteresis measurements

The fast hysteresis measurements were obtained by using the
measurement setup developed by FastChar UG. The setup
automates the scan-rate dependent current–voltage measure-
ment by applying a triangular voltage pulse to the cell, starting
from 1.2 V to �0.1 V and then back to 1.2 V (reverse scan,
followed by forward scan).

Drift-diffusion simulations

Drift-diffusion simulations were carried out using SETFOS
developed by Fluxim AG.

Conclusions

Time domain small-perturbation techniques such as transient
photovoltage (TPV) and transient photocurrent (TPC), and their
frequency domain counterparts – intensity-modulated photo-
voltage spectroscopy (IMVS), intensity-modulated photocurrent
spectroscopy (IMPS) and impedance spectroscopy (IS) are
widely used for the characterization of perovskite solar cells
(PSCs). However, the different analysis and representation
methods for each technique make it difficult to reliably extract
information and compare calculated parameters. This effect
manifests itself in the case of the measured time constants,
where time domain measurements naturally yield two time
constants that correspond to the rise and subsequent decay of
the photovoltage or photocurrent, while the corresponding
frequency domain method yields only one time constant.

We solve this problem by defining a modified transfer
function that focusses on the evolution of the real part of the
transfer function versus frequency. Analysis of the modified
transfer function shows an additional time constant at high
frequencies that is invisible in the unmodified transfer func-
tion. From drift-diffusion simulations and analysis of an
equivalent circuit, we find that this additional time constant
corresponds to the rise time constant observed in the time
domain measurements, while the time constant observed in
the unmodified transfer function is the decay time constant.
We further verify the validity of the transformation method by

applying it to experimental IMVS data of perovskite solar cells,
to obtain both the rise and decay time constants of the photo-
voltage. These time constants are similar in magnitude to those
obtained from TPV measurements, showing the first equiva-
lence between parameters obtained from time domain and
frequency domain measurements for PSCs. This result con-
firms that the same information is contained in both time and
frequency domain measurements, although in different forms.
By combining the IMVS and TPV measurements on p–i–n
devices with transient photoluminescence (tr-PL) measure-
ments of the corresponding glass/ITO/HTL/perovskite/ETL
stack, we identify the exchange lifetimes and recombination
lifetimes at different open-circuit voltages. These lifetimes are
used to calculate a figure of merit that quantifies the efficiency
of charge extraction for the PSC. We determine this figure of
merit to range between 0.7–0.95 for our devices, indicating that
a significant electric field likely exists in the transport layers at
applied voltages close to or at the one sun open-circuit voltage,
that maximises the charge extraction efficiency.
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E. J. P. Gil, ChemPlusChem, 2021, 86, 1316–1321.

29 C. R. McNeill, I. Hwang and N. C. Greenham, J. Appl. Phys.,
2009, 106, 024507.
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