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Impact of carboxylate ligation on the C–H
activation reactivity of a non-heme Fe(IV)O
complex: a computational investigation†

Akanksha Katoch and Debasish Mandal *

A comprehensive DFT investigation has been presented to predict how a carboxylate-rich macrocycle

would affect the reactivity of a non-heme Fe(IV)O complex towards C–H activation. The popular non-

heme iron oxo complex [FeIV(O)(N4Py)]2+, (N4Py = N,N-(bis(2-pyridyl)methyl)N-bis(2-pyridylmethyl)

amine) (1), has been selected here as the primary compound. It is transformed to the compound [FeIV(O)

(nBu-P2DA)], where nBu-P2DA = N-(1’,1’-bis(2-pyridyl)pentyl)iminodiacetate (2) after the replacement of

two pyridine donors of N4Py with carboxylate groups. Two other complexes, namely 3 and 4, have been

predicted sequentially substituting nitrogen with the carboxylate groups. Ethylbenzene and dihydroto-

luene were chosen as substrates. In terms of C–H activation reactivity, an interesting pattern emerges: as

the carboxylate group becomes more equatorially enriched, the reactivity increases, following the trend 1

< 2 < 3 < 4. This also aligns with available experimental reports related to complexes 1 and 2. Fe(IV)O com-

plexes exhibit two-state reactivity (triplet and quintet), whereas the quintet state is more favourable due to

the stabilization of the transition states through exchange interactions involving a greater number of

unpaired electrons. A detailed analysis of the factors influencing reactivity has been performed, including

distortion energy (which decreases for the transition state with the addition of carboxylate groups), the

triplet–quintet oxidant energy gap (which consistently decreases as carboxylate group enrichment

increases), steric factors, and quantum mechanical tunneling. This investigation provides a detailed expla-

nation of the observed outcomes and predicts the higher reactivity of carboxylate-enriched Fe(IV)O com-

plexes. After potential experimental verification, this could lead to the development of new, optimal cata-

lysts for C–H activation.

Introduction

Currently, synthetic iron(IV)-oxo complexes, which serve as bio-
inspired models for active mononuclear non-heme iron
enzymes, are gaining interest for their potential in catalyzing
C–H activation reactions.1–9 These oxygen-activating metal-
loenzymes are involved in vital metabolic activities, toxin inac-
tivation, DNA repair, and more. The structural and electronic
characteristics of their metal-binding active sites are signifi-
cantly influenced by relatively weak field carboxylate
ligation which facilitates a diverse array of oxidative
transformations.10–13 The 2-His-1-carboxylate facial triad14–18

has been mostly identified as the associated structural motif

for the active sites of these enzymes such as (i) α-ketoglutarate
(α-KG) dependent-taurine dioxygenase (TauD), (ii) 1-aminocy-
clopropane-1-carboxylic acid oxidases (ACCO), and (iii) phenyl-
alanine hydroxylase (PheH), a pterin-dependent hydroxylase as
presented in Fig. 1.19–31

Numerous mononuclear Fe(II) complexes linked with two
carboxylate donors have also been extensively characterised (in
Fig. 1).32–39 In line with this, McDonald et al.40 synthesized the
macrocycle BuP2DA by substituting the two pyridine donors
N4Py with carboxylate. They also demonstrated that the C–H
activation reactivity of the Fe(IV)O–BuP2DA complex was found
to be 6-fold larger than that of the N4Py counterpart. Several
investigations have shown that enrichment with oxygen or
sulfur donors in the macrocycle, in addition to carboxylate,
increases the reactivity of Fe(IV)O compared to nitrogen.41,42

Que and co-workers43 reported that the reactivity of the Fe(IV)O
unit is increased by the presence of a trans-carboxylate ligand
in comparison to a neutral acetonitrile ligand. While consider-
able research has been dedicated to the mechanistic insights
and reactivity of carboxylate-ligated Fe-oxo complexes,44 there
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remains a dearth of comprehensive investigations concerning
other crucial reactivity-regulating factors, including steric, elec-
tronic, hydrogen tunneling, and so forth.

Here, the main objective is to ascertain whether carboxy-
late-substituted iron-oxo complexes may provide us with an
improved C–H activation reactivity and how well these
enhancements would occur sequentially. For this purpose, two
alternative macrocyclic ligand frameworks were selected. In
Fig. 2a, a non-heme iron oxo complex consisting of four nitro-
gen atoms and comprising the equatorially connected macro-
cyclic framework [FeIV(O)(N4Py)]2+, (N4Py = N,N-(bis(2-pyridyl)
methyl)N-bis(2-pyridylmethyl)amine) (1), has been taken as a
primary compound, as previously reported.40 By substituting
two pyridine donors of the N4Py ligand with carboxylate
ligands in the equatorial plane namely, [FeIV(O)(nBu-P2DA)],
where nBu-P2DA = N-(1′,1′-bis(2-pyridyl)pentyl)iminodiacetate
(2), the influence of carboxylate ligated substitution on reactiv-
ity catalysed by the HAT mechanism was investigated.40

Furthermore, this investigation has been broadened by incor-
porating derivative compounds (3 and 4, as illustrated in
Fig. 2b), which are produced by successively substituting N
with the carboxylate group.

As the source of the C–H bond, two distinct substrates,
such as ethylbenzene (EB) and dihydrotoluene (DHT), are
employed. Numerous potential factors could influence the
reactivity such as the possible spin-state pathway, deformation
energy to acquire the transition states, the triplet–quintet
energy gap, and so forth, which have been extensively investi-
gated. Quantum mechanical tunneling and the H/D kinetic
isotope effect45,46 have also been examined in the context of
carboxylate-ligated macrocycles.

Computational details

The DFT-B3LYP methodologies, which have been implemented
in Gaussian 16,47 were utilised to perform all computations
related to optimization, frequency, thermochemistry etc. The

B3LYP functional developed by Lee–Yang–Parr is successfully
employed in many organometallic reactions.48–58 The follow-
ing basis sets are utilised here: (i) LANL2DZ59 basis and ECP
for Fe and Pople’s double zeta 6-31G*60 for all other atoms,
which are conveniently termed B1 for the presentation. To vali-
date the transition states, vibrational frequency calculations
were performed; the presence of an imaginary frequency sig-
nifies the transition state, while the absence of such frequen-
cies indicates minima. At 298 K (25 °C), the thermal and entro-
pic corrections to the Gibbs free energy were carried out.

Additional single-point calculations were accomplished to
refine the energy using (ii) 6-311++G(2d,2p) for all atoms and
SDD-ECP61 for Fe, classified as B2. The implicit impact of the
solvent acetonitrile (CH3CN) was evaluated by utilisation of the
self-consistent reaction field (SCRF)62 approach in conjunction
with Truhlar’s solvation model density approximation (SMD).
Using the perchlorate (ClO4

−) counterions, the systems’ overall
positive charge was neutralised to resolve unwanted self-inter-
action problems in DFT.63 The determination of the percen-
tage of concealed volumes and available capacity was accom-
plished by using the SambVca 2.1 software.64 With the aid of
spin densities, Mulliken charges, and natural spin orbitals, the
electronic state was precisely identified. The Chemcraft soft-
ware was employed to perform image rendering, result depic-
tion, and analysis.65 For the purpose of result discussion,

Fig. 2 The investigated (a) [FeIVO(N4Py)] (1, left) and [FeIV(O)(nBu-
P2DA)] (2, right); (b) complexes with sequential replacement of the car-
boxylate group at the equatorial position; (c) substrates for HAT
reactions.

Fig. 1 Structures of (a) 2-His-1-carboxylate facial triad superfamily of
non-heme iron enzymes and (b) mononuclear Fe(II) carboxylate ligated
complexes.
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zero-point corrected energy at the B2 level is predominantly
used, unless otherwise specified.

Using the KiSThelP2019 software,66 the kinetic isotope
effect (KIE) and quantum mechanical tunneling have been
performed. Eqn (1) illustrates how the rate constants were cal-
culated via Eyring’s transition state theory.67

k ¼ κσ
kbT
h

exp �ΔG‡

RT

 !
ð1Þ

Here, the transmission coefficient and reaction symmetry
are designated by κ and σ, respectively. A one-dimensional
(1-D) asymmetric Eckart approach, which has become
prevalent in a variety of transfer or migration of
H-processes,45,46,68–70 was used to assess the tunneling. The
subsequent equation generates the effect of the transmission
coefficient on the barrier of activation.

ΔΔE‡
tun ¼ �RT ln κðTÞ ð2Þ

This equation denotes the quantitative reduction of an acti-
vation barrier resulting from tunneling (ΔΔE‡tun), the universal
gas constant (R), and absolute temperature (T ).

To prove quantum mechanical tunneling, all reactions’
(H/D) KIEs were determined. The KIE computations used the
frequency of stationary states and their deuterium-replaced
counterparts, calculated after tunneling influence using
eqn (3).

KIETC ¼ ðκH=κDÞ � KIEEY ð3Þ
The transmission coefficients of hydrogen are symbolised

by κH while its deuterated isotopomers are represented by κD.
The tunneling contribution for a reaction can be contributed
using the following eqn (4):71

%tunneling ¼ 100½ðκEckart � 1Þ=κEckart� ð4Þ
here, κEckart denotes the transmission coefficient in eqn (1),
which is determined using the Eckart method. Consequently,
the numerator in eqn (4) reflects the difference between a reac-

tion that includes tunneling and one where the transmission
coefficient is unity, κ = 1, indicating no tunneling effect.
Therefore, the ratio [(κEckart − 1)/κEckart] quantifies the extent of
tunneling contribution.

Furthermore, distortion energies have been evaluated for
the transition state, defined by the following equation:

ΔE‡
dist ¼ ðE‡

R þ E‡
SÞ � ðER � ESÞ ð5Þ

The substrate and reactant equivalents are signified by S
and R, in their structure of the transition state. Here, E(S) and
E(R) are defined as the energies of the substrate and reactant
in their undistorted state, whereas E‡(S) and E‡(R) are the
single-point energies of the separated substrate and oxidant
fragments in the transition state.

Results and discussion
Spin state preferences and two-state reactivity (TSR)

Complexes of Fe(IV)O may manifest two close-lying spin states:
the triplet state (S = 1, two unpaired electrons) and quintet
state (S = 2, four unpaired electrons). The same was observed
in this study (Table S1†), with S = 1 representing the ground
state and S = 2 implying the higher energy state. The ΔET–Q for
complex 1 was 6.5 kcal mol−1, which was reduced to approxi-
mately 2.9, 2.0, and 1.5 kcal mol−1, in complexes 2, 3, and 4
respectively (in Fig. 3). This is expected because replacing a
nitrogen-containing pyridine group with an oxygen-containing
carboxylate group weakens the ligand field, making the high-
spin state more accessible. As compared to the other Fe(IV)O
complexes that exhibit the TSR,53 here, also ΔET–Q was found
to be smaller, hence it may possess the ability to access the
quintet state. Consequently, we have computed both triplet
and quintet reaction pathways.

The sequential addition of carboxylate groups had minimal
impact on the geometries of the oxidants, as illustrated in
Fig. 3. There are no significant alterations in the parameters,

Fig. 3 Optimized geometries with geometry parameters (distances are in Å), and ΔET–Q (in kcal mol−1) (a) 1 (b) 2 (c) 3 (d) 4 for both triplet/quintet
spin states at the B1 level of theory.
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as the bond lengths of the axially connected FevO and Fe–Nax

are nearly identical across all four oxidants.

Electron shift diagram

In the C–H activation reaction, the abstraction of hydrogen
occurs with the movement of one electron from the substrate

to the acceptor orbital, which may be either the anti-bonding
orbital π* (for S = 1) or σ*z2 (S = 2) of the Fe(IV)oxo complex as
presented in Fig. 4.

In the triplet state (S = 1), the π trajectory, with a Fe–O–H
angle of about 120°, involves the transfer of a β-electron to the
acceptor orbital (π*) of the Fe-oxo moiety (shown in blue).
Conversely, in the quintet state (S = 2), the transfer of an
α-electron via the σ route to the acceptor orbital (σ*z2) is
depicted by the pink arrow, with a preferred Fe–O–H angle of
around 180°. This study also follows the exchange-enhanced
reactivity (EER)72 as the transition state on the quintet surface
has lower energy than that on the triplet surface due to
increased exchange interactions (the S = 2 transition state has
more unpaired electrons than the S = 1 state). Consequently,
during the reaction, the quintet state exhibits a more stable
intermediate as it crosses the triplet state.

Reactivity analysis

This section outlines the comparison of the HAT reactivity
between complexes 1 and 2 with EB and DHT. The corres-
ponding potential energy surface is presented in Fig. 5.

Fig. 4 The electron transfer diagram for spin states S = 1 (blue) and S =
2 (pink) during hydrogen atom transfer facilitated by Fe(IV)O complexes.

Fig. 5 The potential energy profile computed for C–H activation reactions: (a) 1 + EB (b) 2 + EB, (c) 1 + DHT, and (d) 2 + DHT, with the associated
transition states. The energies are represented as ΔE(B2 + ZPE)/ΔG(B2 + Gcorr

298K) in kcal mol−1. Both triplet/quintet spin state parameters are provided
along with the lengths and angles expressed in angstroms and degrees, respectively.
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As previously mentioned, the PES shows the TSR pattern for
these Fe(IV)O complex-catalyzed HAT reactions. Fig. 5a and b
indicate that the H-abstraction from EB catalyzed by complex 1
has an activation barrier of approximately 12.0 kcal mol−1.
This value is considerably higher compared to the identical
reaction catalyzed by complex 2, which has an activation
barrier of 9.2 kcal mol−1. This clearly demonstrates that the Fe
(IV)O complex BuP2DA ligand has a greater catalytic potential
than the macrocycle N4Py. We then proceed to discuss Fig. 5c
and d which provide the potential energy surface for the HAT
reaction of complexes 1 and 2 with a different substrate DHT.

These figures again demonstrate the higher reactivity of
BuP2DA over N4Py, regardless of the substrate. The activation
barrier for DHT catalyzed by complex 1 is 7.5 kcal mol−1, while
for complex 2 it is 3.6 kcal mol−1. Furthermore, the facts about
the C–H activation reactivity concerning the substrate’s bond
dissociation energy (BDE) will also be amplified by the sub-
strates EB and DHT. The C–H activation barriers of EB cata-
lysed by complexes 1 and 2 are 12.0 and 9.2 kcal mol−1,
respectively, which are significantly higher than the activation
barrier of the same complexes with DHT 7.5 kcal mol−1 and
3.6 kcal mol−1. This finding is anticipated as EB has higher
bond dissociation energy (85.4 kcal mol−1) compared to DHT
(77 kcal mol−1).73,74 The computed BDE values for EB and
DHT, 84.2 kcal mol−1 and 75.2 kcal mol−1, respectively, are
also in close proximity to the previously reported experimental
BDE values.

To further demonstrate the effect of sequential carboxylate
ligation at the equatorial position, the potential energy sur-
faces for H-abstraction from EB catalyzed by complexes 3 and
4 are illustrated in Fig. 6.

Fig. 5 and 6 clearly show that enhancing carboxylate lig-
ation at the equatorial position of the Fe(IV)O complexes pro-
vides the sequential reduction of the energy of activation. The
corresponding pattern is as follows: 1 (12.0 kcal mol−1) < 2
(9.2 kcal mol−1) < 3 (7.8 kcal mol−1) < 4 (5.7 kcal mol−1). We

can now investigate the factors that provide this new finding of
increased C–H activation reactivity in carboxylate-ligated Fe-
oxo complexes.

Steric factor

The free space related to the H-atom abstractor (FevO) being
accessible to the substrates is detailed in Table S3, available in
the ESI.† The free space values—8.6%, 13.1%, 15.8%, and
18.1% for complexes 1, 2, 3, and 4, respectively—suggest that
the sequential addition of ligand carboxylate groups at the
equatorial position increases the accessibility of the abstractor
to the substrate. Fig. 7’s plot of activation energy against the
percentage of free space shows a strong linear relationship,
with an R2 value close to unity (0.985). This indicates with cer-
tainty that the steric factor can enhance reactivity in line with
the increase in carboxylate groups.

Fig. 6 The potential energy profile computed for C–H activation reactions: (a) 3 + EB;(b) 4 + EB, with the associated transition states. The energies
are represented as ΔE(B2 + ZPE)/ΔG(B2 + Gcorr

298K) in kcal mol−1. Both triplet/quintet spin state geometric parameters are provided along with the
lengths and angles expressed in angstroms and degrees, respectively.

Fig. 7 Plot of activation energy (ΔE‡) vs. % free space at S = 2 pathway
for all complexes.
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Distortion energy

Next, we analyse the distortion energy required to reach the
transition states, as this significantly contributes to the acti-
vation energy. The corresponding values have been collected
in Table 1.

The values demonstrate that the distortion energy for
complex 1 is 14.4 kcal mol−1 and it decreases sequentially for
2 (11.2 kcal mol−1), 3 (9.4 kcal mol−1), and 4 (7.0 kcal mol−1)
complexes. Notably, the deformation energy of the oxidant is
not significant, whereas the substrate distortion mainly con-
tributes to the total distortion energy, decreasing progressively
from complex 1 to complex 4. The distortion energy values
also show an excellent correlation with the pattern of energy of
activation of the reaction. The plot in Fig. 8 shows a remark-
able linear correlation between the activation energy and dis-
tortion energy, with an R2 value close to unity. We can there-
fore conclude that the qualitative control of reactivity can be
attributed to the distortion energy.

Electrophilicity of the central metal Fe

The hydrogen atom transfer mechanism essentially involves
an electron transfer process from the substrate to the central

metal ion. Therefore, it is appropriate to examine the atomic
charge on Fe, as it directly reflects the electrophilicity of the
metal within the ligand framework of complexes 1 to 4 and
relates to the reaction barrier. The natural charges, computed
using the NBO method, show a continuous increase with car-
boxylate ligation as follows: 0.841, 0.861, 0.884, and 0.894
from 1 to 4, respectively. This trend is logical because oxygen,
being more electronegative than nitrogen, attracts more elec-
tron density from the metal. A plot of charge versus activation
barrier, shown in Fig. 9, also provides a linear correlation, indi-
cating that the metal’s electrophilicity may control the
reactivity.

Triplet–quintet energy difference

Since the reaction follows the two-state reactivity (TSR) model,
the spin inversion probability is significant and plays a crucial

Table 1 The distortion energy (ΔE‡dis) in kcal mol−1, along with the sub-
strate’s (ΔS) and oxidant’s (ΔO) contribution

Reaction Spin states ΔS ΔO ΔE‡dis

1 + EB S = 1 13.1 5.2 18.4
S = 2 8.4 6.0 14.4

2 + EB S = 1 10.2 4.0 14.2
S = 2 5.1 6.1 11.2

3 + EB S = 1 7.8 4.2 12.0
S = 2 2.5 6.9 9.4

4 + EB S = 1 6.1 4.1 10.2
S = 2 1.4 5.6 7.0

Fig. 8 Plot of activation energy (ΔE‡) vs. distortion energy (ΔE‡dis) for
the S = 2 pathway for all complexes.

Fig. 9 Plot of activation energy (ΔE‡) vs. atomic charges (in au) for the
S = 2 pathway for all complexes.

Fig. 10 A plot of activation energy (ΔE‡) vs. the triplet–quintet energy
difference (ΔET–Q).

Dalton Transactions Paper

This journal is © The Royal Society of Chemistry 2024 Dalton Trans., 2024, 53, 15264–15272 | 15269

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

6 
A

ug
us

t 2
02

4.
 D

ow
nl

oa
de

d 
on

 2
/1

6/
20

26
 8

:1
5:

30
 P

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dt02139h


role in understanding surface crossing phenomena. The prob-
ability of spin inversion is influenced by the energy gap
(ΔET–Q) between the S = 1 ground state and the S = 2 excited
state oxidants. Smaller ΔET–Q values generally increase the
probability of spin inversion because the spin states are closer
in energy, making transitions more feasible. The outcome
indicates that the ΔET–Q values continuously decrease from 1
to 4 due to carboxylate ligation as follows: 6.5, 2.9, 2.0, and
1.5 kcal mol−1 for 1 to 4, respectively, which facilitates a
higher probability of spin inversion. Fig. 10 shows the plot of
the energy of activation and the energy gap between spin
states shows quite a linear correlation with R2 = 0.979, which
supports the TSR model’s prediction that the spin inversion
probability increases with decreasing energy gaps, aligning
with the observed data.

From the aforementioned discussion, it is evident that all
reactivity-controlling factors contribute to the increased reac-
tivity of the carboxylate-rich complexes, providing a compre-
hensive explanation for the overall reactivity.

Quantum mechanical tunneling

As several studies42,45,46,55–58,75 have reported that hydrogen
tunneling can be an important factor in metal-oxo-catalyzed
C–H activation, we have conducted similar computations here,
with the results presented in Table 2.

The experimentally reported KIE (for 1 + EB) is approxi-
mately 45 at 313 K, which closely matches our calculated KIE
(44) when considering the S = 1 pathway. It is important to
note that the kinetic isotope effect can also indicate the reac-
tive spin state,46,53,75 suggesting that the reaction of EB with 1
likely proceeds via the S = 1 state. Energetically, both pathways
appear almost degenerate after tunneling correction (ΔE‡ =
11.9 and 10.8 kcal mol−1 for the S = 1 and S = 2 paths, respect-
ively). This prediction is consistent with earlier research.46 For
other reactions, we have no data for comparison, but the tun-
neling-corrected barrier for the S = 2 pathway appears signifi-
cantly lower compared to the S = 1 pathway, suggesting that
the reactive state is likely S = 2. Considering the tunneling-cor-

rected activation energy (ΔE − ΔΔE‡tun) presented in column 8
of Table 2, it is clear that the reactivity pattern remains consist-
ent with the classical trend as discussed earlier, regardless of
the spin state considered for 1 + EB. The experimental obser-
vation of higher reactivity in complex 2 compared to complex 1
is also replicated here, along with a suitable explanation.

The % tunneling results in Table 2 also demonstrate a sig-
nificant contribution of tunneling to the C–H activation reac-
tivity facilitated by the Fe-oxo complexes. Notably, tunneling
accounts for over 98% of the total reactions, except for 2 + EB
and 2 + DHT, where it still accounts for over 78%.

Conclusion

Several significant conclusions can be drawn from this exten-
sive DFT investigation, including insights into the C–H acti-
vation reactivity of the non-heme Fe(IV)O complex linked with
a carboxylate-rich macrocycle. In this study, four Fe(IV)O oxi-
dants were examined, starting with the macrocycle N4Py
ligand and sequentially replacing pyridine groups with carbox-
ylates to produce three additional oxidants. The complexes of
oxidant 2, containing the nBu-P2DA macrocyclic ligand, were
previously synthesized and exhibited higher reactivity than
complex 1. Two more oxidants (3 and 4) were designed by
further replacing pyridine with carboxylate groups.

Regarding the C–H activation reactivity, a noteworthy
pattern is observed: 1 < 2 < 3 < 4, indicating that reactivity
increases with the addition of equatorially enriched carboxy-
late groups. These findings are in excellent agreement with
available experimental results for complexes 1 and 2. Several
important insights into this reactivity pattern were identified,
including: spin inversion probability: accessibility of the S = 2
state decreases with carboxylate enrichment, free space for the
abstractor: increases in carboxylate-rich macrocyclic com-
plexes, deformation energies: consistently decrease from 1 to 4
and electrophilicity of the metal center. Hydrogen tunneling
contributes in each case but does not significantly influence

Table 2 The imaginary frequencies of the TS(ν‡H), transmission coefficients for H(κH) and D(κD), KIE at 298 K, tunneling correction (ΔΔE‡tun, kcal
mol−1), classical barrier (ΔE‡/ΔG, kcal mol−1) and tunneling-corrected activation barrier (ΔE‡ − ΔΔE‡tun, kcal mol−1) at the B2 + ZPE level and the tun-
neling contribution (%tunneling) of the overall reaction for all the reactions

Reactions Spin state ν‡H κH κD KIEEck (298 K) ΔΔE‡tun ΔE‡/ΔG (ΔE‡/ΔG) − ΔΔE‡tun %Tunneling

1 + EB S = 1 1832 154.27 12.17 66.0 (44)a 3.0 14.9/26.3 11.9/23.3 98.5
S = 2 1281 7.33 3.16 11.6 1.2 12.0/21.5 10.8/20.3 91.5

2 + EB S = 1 1571 22.57 5.23 22.4 1.8 14.2/25.8 12.4/24 95.6
S = 2 842 2.16 1.74 4.6 0.5 9.2/18.6 8.7/18.1 78.3

3 + EB S = 1 1854 102.36 11.69 52.5 2.7 13.4/24.7 10.7/22 98.1
S = 2 892 2.41 1.76 6.3 0.5 7.8/17.5 7.3/17 84.1

4 + EB S = 1 1801 67.14 10.06 46.1 2.5 11.4/22.3 8.9/19.8 97.8
S = 2 1080 3.42 2.09 9.9 0.7 5.7/16.1 5/15.4 89.9

1 + DHT S = 1 1677 45.71 7.38 34.1 2.3 10.5/22.3 8.2/20 97.1
S = 2 910 2.40 1.81 5.7 0.5 7.5/17.1 7/16.6 82.5

2 + DHT S = 1 1282 5.77 2.85 10.5 1.0 9.9/21.0 8.9/20 90.5
S = 2 824 1.93 1.64 4.6 0.4 3.6/13.0 3.2/12.6 78.3

a KIE in the parenthesis are computed at 313 K to compare with experiment.75
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the observed reactivity pattern. This investigation establishes
that enhancing the carboxylate content on C–H activation reac-
tivity should encourage the bioinorganic community to syn-
thesize more oxidants with carboxylate-rich ligated macrocyclic
compounds.
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