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Rıza Özçelik ab and Francesca Grisoni *ab
Deep learning has significantly accelerated drug discovery, with

‘chemical language’ processing (CLP) emerging as a prominent

approach. CLP approaches learn from molecular string representa-

tions (e.g., Simplified Molecular Input Line Entry Systems [SMILES] and

Self-Referencing Embedded Strings [SELFIES]) with methods akin to

natural language processing. Despite their growing importance,

training predictive CLP models is far from trivial, as it involves many

‘bells and whistles’. Here, we analyze the key elements of CLP and

provide guidelines for newcomers and experts. Our study spans three

neural network architectures, two string representations, three

embedding strategies, across ten bioactivity datasets, for both classi-

fication and regression purposes. This ‘hitchhiker's guide’ not only

underscores the importance of certain methodological decisions, but

it also equips researchers with practical recommendations on ideal

choices, e.g., in terms of neural network architectures, molecular

representations, and hyperparameter optimization.
1 Introduction

Machine learning has accelerated drug discovery.1,2 The
prediction of biological properties, such as the interaction with
macromolecular targets, has been pivotal in this context, e.g.,
for hit nding and lead optimization.2–5 While several ‘avours’
of machine learning exist (e.g., graph neural networks),6,7 deep
learning models that use string representations of molecules,
like Simplied Molecular Input Line Entry System (SMILES)8

and Self-Referencing Embedded Strings (SELFIES),9 have drawn
particular interest.10–12 Such deep ‘chemical language’ process-
ing approaches apply methods akin to natural language pro-
cessing to learn from molecular string representations.13,14
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Molecular string representations (e.g., SMILES8 and
SELFIES,9 among others15–18) have found widespread applica-
tion in cheminformatics and related elds.13,19 They convert
two-dimensional molecular information into strings, by
traversing the molecular graph and annotating atom and bond
information with dedicated symbols (Fig. 1a). Deep ‘chemical
language processing’ (CLP) models are then trained to map the
chemical information in such strings to a property to be pre-
dicted, e.g., a ligand interaction with a target or toxicological
properties. Once trained, CLP models can be applied prospec-
tively, for instance, to screen large molecular libraries in search
of molecules with desirable properties.20,21

Developing predictive CLP models is far from trivial22,23 and
it requires many choices to be made,24 e.g., in terms of molec-
ular string representations and their encoding, and of neural
network architectures and their hyperparameters. Each such
choice might affect the model performance. Stemming from
these observations, this ‘hitchhiker's guide’ aims to discover
best practices in the eld, and provide a guideline for what
choices to make when training CLP models for bioactivity
prediction. Here, we derive our insights from a systematic
analysis of three deep learning architectures, two molecular
string representations, and three encoding approaches on ten
datasets spanning regression and classication tasks.

Ultimately, this ‘hitchhiker's guide’ provides some ‘tricks of
the trade’ and practical recommendations – for beginners and
experts alike – on what choices to prioritize when training deep
chemical language processing models from scratch. We hope
that this paper will accelerate the adoption of deep chemical
language processing approaches, and spark novel research to
further their potential.
2 Methods
2.1 Molecular string representations

String representations capture two-dimensional molecular infor-
mation as a sequence of characters (‘tokens’). Here, we focus on
the two most popular string representations (Fig. 1a and b):
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Deep chemical language processing for bioactivity prediction. (a) String notations such as SMILES and SELFIES represent a molecular
graph as a sequence of characters (‘tokens’). The atoms are represented with periodic table symbols, while branches, rings, and bonds are
assigned special characters. (b) Token encoding, where the chosen molecular string is converted into a matrix to train deep learning models.
One-hot encoding represents each token with a unique binary vector. Random encoding maps tokens to fixed, unique, and continuous vectors.
Learnable encoding starts with a random vector per token and updates the vectors during training to improve the model performance. (c)
Architectures used in this study. Convolutional neural networks slide windows over the input sequences, and learn to weight and aggregate the
input elements. Recurrent neural networks iterate over the input tokens in a step-wise manner, and update their ‘state’ (hi) to store the infor-
mation from the previous steps. Transformers learn all-pair relationships between the input tokens and learn to weight each input representation
to create the representations in the next layers (ai).
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� Simplied Molecule Input Line Entry Systems (SMILES)8

strings, which start from any non-hydrogen atom in the
molecule and traverse the molecular graph. Atoms are
annotated as their element symbols, bonds (except for
single bonds) are annotated with special tokens (e.g. ‘=’:
double, ‘#’: triple), and branching is indicated by bracket
opening and closure. Stereochemical information can also
be indicated by dedicated tokens, although this will be not
considered in this study. Initially proposed for chemical
information storage, SMILES strings constitute, to date,
the standard notation in chemical language
processing.19,20,25–27

� Self-Referencing Embedded Strings (SELFIES),9 which were
recently proposed as SMILES alternatives. SELFIES encode
the atoms with their symbols, and annotate their connec-
tivity via branch length, ring size, and by referencing
previous elements. SELFIES strings have been developed for
de novo design, to mitigate the generation of invalid
molecular strings,9,28–30 and are nding increasing applica-
tions for bioactivity prediction.31,32

2.2 Token encoding

For deep learning purposes, molecular strings are converted
into sequences of vectors, by ‘vectorizing’ each token in the
© 2025 The Author(s). Published by the Royal Society of Chemistry
string. Here, we experimented with three encoding approaches
(Fig. 1b), namely:

� One-hot encoding, which represents tokens with V-
dimensional binary vectors, V being the number of
unique tokens (‘vocabulary’ size). Each token is allocated
a different dimension in this space and has a vector on
which only that dimension is set to 1, and the rest is set to
0. One-hot encoding ensures that all token vectors are
orthogonal to each other, i.e., the similarity between all
tokens is zero.

� Learnable embeddings, whereby a random continuous
vector is assigned to each token. These vectors are updated
(‘learned’) during training to optimize the predictions.
The updates might enable models to learn relationships
between parts of the molecules (and the corresponding
tokens) that can be useful for bioactivity prediction. This
(and similar) encoding approaches might be referred to as
“word embedding”33 in natural language processing. Here,
we use the expression “learnable” to emphasize that these
embeddings are updated during training, unlike one-hot
and random encoding.

� Random encoding, which assigns a randomly generated
continuous vector to each token and uses the same vector
throughout the model training. This approach is
Digital Discovery, 2025, 4, 316–325 | 317
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intermediate between learnable embeddings and one-hot
encoding. Like learnable embeddings, the vectors have
continuous values, and they are xed during training like
one-hot encoding.

2.3 Deep learning architectures

We experimented with three well-established deep learning
architectures (Fig. 1c). They differ in how they process and
combine information on the (encoded) input molecular strings
to predict bioactivity.

� Convolutional neural networks (CNNs).34 CNNs slide
windows (called kernels) over an input sequence, and
learn to weight input elements at each window. Such
window sliding enables CNNs to capture local patterns in
sequences, which are then stacked to predict the global
properties of a string (e.g., bioactivity).

� Recurrent neural networks (RNNs).35 RNNs are recurrent
models, i.e., they iterate over the input token and, at each
step, compress the information into a ‘hidden state’. Here,
we used bidirectional RNNs – which iterate over the
sequence in both directions and concatenate the nal
hidden states to encode the sequence – and gated recur-
rent units as the cell type.36

� Transformers.37 Transformers learn patterns between pairs
of input tokens, using a mechanism called ‘self-attention’.
Self-attention learns to represent input sequences by
learning to weight the link between every token pair. Since
self-attention makes transformers invariant to the token
position in the sequence, here we adopted learnable
positional embeddings to capture the sequence structure.

2.4 Bioactivity datasets

We curated ten bioactivity datasets containing 1453 to 5500 mole-
cules (Table 1), and spanning two tasks, namely (a) classication (5
datasets), i.e., predicting whether a molecule is active or inactive on
a given target (in the form of a label), and (b) regression (5 datasets),
where the coefficient of inhibition (Ki) is to be predicted.

� Classication datasets. Five datasets were curated from
ExCAPE-DB,38 which collects ligand-target bioactivity
information (in the form of ‘active’/‘inactive’) on 1677
Table 1 Datasets used in this study. We curated ten bioactivity data-
sets, for classification (i.e., binding vs. non-binding38) and regression
(i.e., pKi prediction22) purposes. For each dataset, we report ID, target
name, and total number of molecules (n)

Task ID Target name n

Class. DRD3 Dopamine receptor D3 5500
FEN1 Flap structure-specic endonuclease 1 5500
MAP4K2 Mitogen-activated protein 4× kinase 2 5500
PIN1 Peptidyl-prolyl cis/trans isomerase 5500
VDR Vitamin D receptor 5500

Reg. 5-HT1A Serotonin 1a receptor 3298
MOR m-Opioid receptor 2838
DRD3 Dopamine receptor D3 3596
SOR Sigma opioid receptor 1325
PIM1 Serine/threonine-protein kinase PIM1 1453

318 | Digital Discovery, 2025, 4, 316–325
proteins. In this work, we randomly selected ve targets:
dopamine receptor D3 (DRD3), Flap structure-specic
endonuclease 1 (FEN1), mitogen-activated protein kinase
kinase kinase kinase 2 (MAP4K2), peptidyl-prolyl cis/trans
isomerase (PIN1), and vitamin D receptor (VDR). For each
macromolecular target, a set of 5500 molecules (with 10%
of actives) were selected (see Section 2.5).

� Regression. We randomly selected ve bioactivity datasets
from MoleculeACE,22 which is based on ChEMBL.39 The
following datasets were used for pKi prediction: serotonin 1a
receptor (5-HT1A), m-opioid receptor 1 (MOR), dopamine
receptor D3 (DRD3), sigma opioid receptor 1 (SOR), and
serine/threonine-protein kinase PIM1 (PIM1). These data-
sets were selected to span several target families and to
ensure a sufficient number of molecules available for
training and testing (from 1453 to 2596).

The classication datasets have more molecules than the
regression datasets and were built to contain structurally
diverse molecules (see Section 2.5). Hence, they can be seen as
a proxy for hit discovery campaigns, where structurally novel,
and bioactive molecules are searched for. Conversely, the
regression datasets, which originate from ChEMBL, mostly
contain series of highly similar molecules, hence resembling
a lead optimization campaign. The selected datasets include
ve receptors and four enzymes, and they span several families
– such as G protein-coupled receptors, nuclear receptors, and
kinases. Such diversity ensures that our analysis covers a broad
range of targets for drug discovery.
2.5 Experimental setup

2.5.1 Data preparation
� Classication. We randomly sampled 350 actives and 3500

inactives from ExCAPE-DB as the training set for each
selected target. The validation set was curated by selecting
75 actives and 750 inactives that were distant from the
training set. This was quantied by both (a) aminimum edit
distance on canonical SMILES strings larger than 10, and
(b) a maximum Tanimoto similarity on extended connec-
tivity ngerprints40 smaller than 60%. The test set was
collected the same way and it contains 75 actives and 750
inactives that are dissimilar both to training and validation
molecules.

� Regression. For each target, we created ve folds of
training, validation, and test sets (70%, 15%, 15%,
respectively). We heuristically minimized train-test simi-
larity by rst grouping molecules based on substructure
similarity, and then dividing them into training and test
set (via deepchem, FingerprintSplitter41).

For all collected molecules, we removed stereochemistry,
sanitized the molecules, and canonicalized the SMILES strings
(rdkit v2020.09.01). We ltered out the molecules with canon-
ical SMILES strings longer than 75 tokens; created the SELFIES
strings for all retained molecules; and applied padding to the
maximum sequence length. Our data curation pipeline led to
different distributions of molecular similarities between
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Table 2 Model hyperparameters. Grid search is used to optimize model hyperparameters

Model Hyperparameter Search space

All No. layers 1, 2, 3
Dropout 0.25
Batch size 32

CNN No. lters 32, 64, 128
Kernel length 3, 5, 7
Learning rate 10−3, 5 × 10−3, 10−4, 5 × 10−5

RNN Hidden state dim. 16, 32, 64, 128
Learning rate 10−2, 10−3, 5 × 10−3, 10−4, 5 × 10−5

Transformer No. heads 1, 2, 4
MLP dim. 32, 64, 128
Learning rate 10−3, 5 × 10−3, 10−4, 5 × 10−5

XGBoost (baseline) No. trees 2000
Max. depth 3, 4, 5
Eta 0.01, 0.05, 0.1, 0.2
Column fraction 0.5, 0.75, 1.0
Sample fraction 0.5, 0.75, 1.0

Fig. 2 Overview of dataset similarity and of model performance. (a and b) Distribution of test set similarities in comparison with training set
molecules. The similarity was quantified as the Tanimoto coefficient on extended connectivity fingerprints,40 and the maximum similarity was
reported. Different distributions can be observed in the classification (a) and regression (b) datasets, with the former containing less similar
molecules on average. (c and d) Performance of neural network architectures across datasets. Bar plots indicate the mean test set performance
(with error bars denoting the standard deviation), in comparison with the XGBoost baseline (dashed line: average performance, shaded area:
standard deviation). Performance was quantified as balanced accuracy in classification (c), and as concordance index in regression (d).

© 2025 The Author(s). Published by the Royal Society of Chemistry Digital Discovery, 2025, 4, 316–325 | 319
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training and test set molecules for classication (Fig. 2a) and
regression datasets (Fig. 2b).

2.5.2 Model training and optimization. We tested all
combinations of (a) model architectures (CNN, RNN, and
Transformers), (b) molecular strings (SMILES and SELFIES),
and encoding approaches (one-hot, random, and learnable) for
all datasets.42 We optimized hyperparameters for each combi-
nation and each dataset separately (Table 2) using ve-fold
Monte Carlo validation.43 A three-layer perceptron was used as
a prediction module for consistency. Finally, XGBoost models44

were trained on extended connectivity ngerprints40 as base-
lines across all datasets. Early stopping with a patience of ve
epochs (or trees for XGBoost) and a tolerance of 10−5 on vali-
dation loss were used. For classication models, we used loss
re-weighting to tackle the data imbalance, which assigns the
inverted frequency of classes as weights to molecules during
loss computation. Finally, the best models were selected based
on validation loss, i.e., cross-entropy and mean square error for
classication and regression, respectively.
2.6 Performance evaluation

The performance of classication models was evaluated via the
balanced accuracy (BA), expressed as follows:

BA ¼ 1

2

�
TP

nP
þ TN

nN

�
; (1)

where TP and TN are the numbers of correctly classied posi-
tives and negatives, while nP and nN are the total number of
positive and negative molecules, respectively.

The performance of regression models was evaluated via
concordance index,45,46 which quanties the model's ability to
rank molecules by their experimental potency based on the
predicted potency. Both metrics are bound between 0 and 1 –

the closer to 1, the better the performance. Additional classi-
cation (accuracy, precision, recall, and F1 score) and regression
metrics (root mean square error and R2) can be found as ESI†
and in the GitHub repository.
3 Results
3.1 Choosing a neural network architecture

Here, we aim to gather insights into the effect of the model
architecture (CNN vs. RNN vs. Transformers) on the perfor-
mance. To this end, we analyzed the best models per architec-
ture (chosen on the validation set, and analyzed on the test set),
regardless of the molecule representation and encoding strat-
egies (Fig. 2c and d).

CNNs were the best-performing approach in classication for
three targets (FEN1, MAP4K2, and VDR), and RNNs achieved the
highest balanced accuracy in the other two (DRD3 and PIN1).
Similar results are obtained when observing the ability of each
model to recognize positive molecules (e.g., via recall, ESI
Fig. 1a†). In regression, CNNs outperformed the other
approaches on two out of ve targets (SOR and PIN1) and
transformers yielded the top-performing models on three out of
ve targets (5-HT1A, MOR, and DRD3). When looking at the
320 | Digital Discovery, 2025, 4, 316–325
model error (via root mean squared error), similar trends are
observable, although with minor, dataset-dependent differences
(ESI Fig. 1b†). A Wilcoxon signed-ranked test on pooled balanced
accuracies and concordance indices per task across targets (aer
a Friedman test and Holm–Bonferroni p-value correction) indi-
cated that CNN is the best CLP architecture in classication
(corrected p = 7 × 10−2 and p = 6 × 10−6, against RNN and
Transformer, respectively; ESI Tables 1 and 2†). No statistically
signicant difference was observed between architectures in the
regression cases (using the same statistical procedure).

Interestingly, CNN outperformed the XGBoost baseline in all
classication datasets, where the test set molecules are struc-
turally dissimilar to the training set (Tanimoto similarity on
extended connectivity ngerprints lower than 0.4, Fig. 2a). In
regression, where the test set molecules are more similar to the
training set (Fig. 2b), neither deep models nor XGBoost is
statistically superior across the datasets per the same statistical
procedure as before (a = 0.05), including the larger datasets
where deep learning models might be expected to perform
better.5 These results suggest that CLP approaches, and in
particular, CNNs might have a higher potential than ‘tradi-
tional’ machine learning models when applied to molecules
that are structurally diverse from the training set.

Hence, when considering their performance, architectural
simplicity (compared to transformers) and training speed
(compared to RNNs), convolutional neural networks constitute
the ideal starting choice for chemical language processing and
bioactivity prediction.
3.2 Representing and encoding molecular structures

Here, we aimed to unveil the effect of the chosen molecular
string representation (SMILES vs. SELFIES) and token embed-
ding (one-hot, random, and learnable) strategies. To this end,
we compared the best models for each molecule representation
and token encoding (minimum average error on the validation
set). When investigating for practical guidelines, the differences
are less evident than when choosing a neural network archi-
tecture (Fig. 3).

SMILES strings yield higher performance than SELFIES
across classication tasks (p < 0.05, Wilcoxon signed-ranked
test). In regression, SELFIES outperformed SMILES strings on
two datasets (DRD3 and PIM1), and showed similar perfor-
mance otherwise, without statistically signicant differences
(Wilcoxon signed-ranked test, a = 0.05). Similar trends are
observed when measuring recall and concordance index (ESI
Fig. 2†) Neither SMILES nor SELFIES strings consistently stand
out in smaller or larger datasets, indicating that they might
capture a similar type and amount of information. Overall, the
performance differences due to the chosen string notation were
lower than those caused by the model architecture, where the
differences were statistically signicant.

When analyzing the encoding strategies, no approach
consistently outperformed the others (Fig. 3c and d and ESI
Fig. 3†), suggesting that all encoding approaches impact
bioactivity prediction comparably. This underscores that, in the
space of our design of experiments, choosing model
© 2025 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Effect of input molecular strings and of token encoding strategies. (a and b) Performance of SMILES and SELFIES representations on the
model performance. Classification (a) and regression dataset (b) are analyzed separately. (c and d) Performance of token encoding strategies on
classification (c) and regression (d). For all plots, bars indicate the mean performance on the test set of each notation, and error bars indicate the
standard deviation. The performance of the XGBoost baseline is also indicated (dashed line: average; shaded area: standard deviation).
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architecture rst, and then molecular string notations, should
have higher priority than the encoding strategy.

When considering these results, we recommend CLP hitch-
hikers42 to use SMILES strings combined with learnable
Fig. 4 Effect of loss re-weighting. Comparison of the classification per
different weights to the molecules, as the inverse of their class frequenc

© 2025 The Author(s). Published by the Royal Society of Chemistry
encoding. SMILES strings are, in fact, ubiquitous in available
databases, and numerous tools exist to process them (e.g.,
rdkit). This aspect makes SMILES strings easier to work with,
with no loss in performance. Learnable representations are also
formance obtained with and without loss re-weighting (i.e., assigning
y).

Digital Discovery, 2025, 4, 316–325 | 321
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Fig. 5 Hyperparameter tuning. (a–d) Most frequently occurring hyperparameter values among the top-ten models per dataset (CNN archi-
tecture, with SMILES strings and learnable embeddings). The following parameters were investigated: number of convolution layers (a), kernel
length (b), number of filters (c), and token embedding dimension (d). (e and f) Model performance vs. explored hyperparameter space size.
Performance of progressively subsampled models from 1 to 432 hyperparameter configurations (total) for both classification (e) and regression
(f). The dashed line indicates 50% of models being explored.
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simple to use, and are implemented in most major deep
learning libraries (e.g., Pytorch,47 Tensorow,48 and Keras49).
3.3 Other tricks of the trade

While the previous sections have tackled the most important
algorithm-design choices in CLP, there are still many ‘bells and
whistles’24 involved in obtaining predictive models. In what
follows, we will focus on the loss function and hyperparameter
optimization – both aspects impacting the effectiveness of the
training process, and, ultimately, the model predictivity.
322 | Digital Discovery, 2025, 4, 316–325
3.3.1 Loss functions for imbalanced classes. Class imbal-
ance is common in bioactivity datasets,50 since desirable
outcomes (e.g., bioactive or non-toxic molecules) occur less
frequently. Hence, mitigating the negative effects of class
imbalance on the model performance is key for CLP
hitchhikers.42

To mitigate class imbalance, in all the classication results
shown so far, we applied loss re-weighting. We assigned
a weight of 10 to the active molecules and of 1 to the inactive
molecules (corresponding to the inverse of their respective class
frequency). Here we train models with no loss adjustment
© 2025 The Author(s). Published by the Royal Society of Chemistry
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(using the same experimental setup as before) and quantify the
impact.

Loss re-weighting substantially increased balanced accuracy,
6% on average (Fig. 4). In some extreme cases (i.e., FEN1, PIN1,
and VDR), equal loss weighting dropped the balanced accuracy
to 0.5 (baseline-level performance). Loss re-weighting is hence
a simple and effective strategy that we recommend to mitigate
class imbalance, among other options.51

3.3.2 Optimal hyperparameters. Hyperparameter optimi-
zation can be a demanding task due to the high number of
hyperparameters to explore and required domain expertise. To
equip CLP practitioners with guidelines, we focused on our
recommended setup (CNNs trained on SMILES strings with
learnable embedding), and inspected the top-10 performing
models (the test set average) for the following hyperparameters
(Fig. 5): (a) number of convolution layers, impacting the
network depth and complexity, (b) kernel length, controlling
the size of learned patterns, (c) number of convolution lters,
controlling information compression across layers, and (d)
token embedding dimension, controlling the size of the latent
representations learned.

The best-performing models tend to have a low number of
layers, with one being the most prevalent (seven out of ten
datasets, and 65% occurrence, (Fig. 5a). Optimal kernel size
and number of lters (Fig. 5b and c) results are dataset
dependent. Finally, embeddings of 32 or higher dimensions
are preferred (84% of cases (Fig. 5d). These results offer indi-
cations for hyperparameter prioritization ‘on a budget’,
although we recommend conducting extensive searches
whenever feasible.

3.3.3 Exploring the hyperparameter galaxy. To provide
guidelines for parsimonious hyperparameter optimization, we
randomly sampled an increasing number of models from the
hyperparameter space (from 1 to the total, 432), and analyzed
the performance of the top ten models (Fig. 5e and f). Perfor-
mance oen plateaued before reaching 100 models, with
a shrink in its variability when half of the space was explored.
These ndings indicate that dening a high-dimensional
hyperparameter space can be better than relying on a narrow
one, and that randomly exploring half of the grid can be
sufficient to reach the maximum performance level possible in
that space.
4 So long, and thanks for all the data

Casting molecular tasks as chemical language processing has
achieved enormous success in the molecular sciences,13,19 owed
to a unique combination of simplicity (e.g., in representing and
processing molecules as strings) and performance.52,53 The
importance of chemical language processing is hence only ex-
pected to increase. To accelerate the adoption of CLP
approaches by novices and experts alike, these are our guide-
lines for hitchhikers,42 based on the data we have collected:
© 2025 The Author(s). Published by the Royal Society of Chemistry
4.1 ‘KISS: Keep It Simple, Silly!’

Convolutional neural networks – an architecture that is simpler
than the Transformer and faster than recurrent neural networks
– yielded the best performance overall, and are recommended
as the rst choice. Since representation and encoding strategies
minimally affected performance, we recommend using SMILES
strings for their ubiquity in databases and soware, and
learnable embeddings for existing implementations in most
deep learning packages. Combining various architectures and
representations could enhance performance, though it may
require larger datasets to support the added complexity.
4.2 ‘Cut your losses’

Molecular bioactivity datasets are inherently imbalanced,50 and
the ‘losses’ due to such imbalance should be minimized to
ensure predictivity.54 We recommend loss re-weighting as
a simple and yet effective strategy to increase model
performance.
4.3 ‘Cast a wide shing net’

Hyperparameter optimization can be computationally
demanding. Here, we show that, in general, networks with a low
(one to two) number of layers tend to perform well enough,
while other hyperparameter choices depend on the dataset. In
general, once a hyperparameter space is dened, optimal
hyperparameters are likely to be found by exploring half of the
possible combinations. Hence, we recommend casting a broad
(rather than a narrow) hyperparameter grid for exploration, and
rene the hyperparameter values at a later stage.

Several other fascinating properties of the ‘chemical
language’ can further the potential of CLP approaches. One of
them is molecular string augmentation,12 where multiple
molecular strings can be used to represent the same molecule,
e.g., to increase the number of data available for training,55,56 or
for uncertainty estimation.20,57 Moreover, transfer learning58 can
be particularly effective on molecular strings,21,59 e.g., to miti-
gate the limited data availability on a specic target. Our
hitchhiker's guide explores various protein families, within
which no consistent trends are observed. However, the utility of
our analysis could be further enhanced by expanding the
datasets, e.g., by incorporating additional families or further
exploring existing ones. This would further improve the gener-
alization of our conclusions. We encourage ‘CLP hitchhikers’ to
venture forth into such elements and assess their effectiveness
on a case-by-case basis.
Data availability

All the code and data useful to reproduce the results of this
study are available on GitHub at the following URL: https://
github.com/molML/chemical-language-processing-for-
bioactivity-prediction. The code and data at the time of
publishing are available on Zenodo at: https://doi.org/10.5281/
zenodo.14423621.
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