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rning and pattern recognition in
alloy design

Ninad Bhat,a Nick Birbilisb and Amanda S. Barnard *c

Machine learning has the potential to revolutionise alloy design by uncovering useful patterns in complex

datasets and supplementing human expertise and experience. This review examines the role of unsupervised

learning methods, including clustering, dimensionality reduction, and manifold learning, in the context of alloy

design. While the use of unsupervised learning in alloy design is still in its early stages, these techniques offer

new ways to analyse high-dimensional alloy data, uncovering structures and relationships that are difficult to

detect with traditional methods. Using unsupervised learning, researchers can identify specific groups within

alloy data sets that are not simple partitions based on metal compositions, and can help optimise and develop

new alloys with customised properties. Incorporating these data-driven methods into alloy design speeds up

the discovery process and reveals new connections that were not previously understood, significantly

contributing to innovation in materials science. This review outlines the key scientific progress and future

possibilities for using unsupervised machine learning in alloy design.
1 Introduction

Materials design has undergone a signicant change in recent
years, seeing increased adoption of machine learning (ML)1 to
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overcome limitations of empirical methods, which have been
principally based on domain expertise and trial-and-error
experimentation.2–4 This has been supported by the availability
of large-scale materials data, computational resources and
collaboration between the materials, statistics and computer
science communities.5 Machine learning offers a new paradigm
for materials design,6–10 uncovering relationships, patterns and
trends that are otherwise obscured in conventional research. By
leveraging computational and experimental results, ML models
can predict material properties,11–14 optimise processing
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routes,15,16 and recommend superior material compositions.17

The integration of ML into materials development not only
accelerates the discovery process18 but enables exploration of
material spaces that were previously deemed too complex or
computationally expensive to investigate.19–23

One of the key strengths of ML is its versatility. A single ML
method can be used for multiple tasks, and applied to multiple
data sets with entirely different volume, veracity and distribu-
tions. Supervised learning techniques are ideal for predictive
tasks where historical data can be learned to predict future
outcomes.24,25 These models learn from labelled data sets, where
input features are mapped to known outputs, allowing for the
prediction of material properties based on compositional and
processing variables. This predictive capability is invaluable in
the design of alloys,26 polymers,27 and nanomaterials.28–30 By
systematically exploring the relationship between input variables
and material properties, supervised ML models can guide the
design of new materials with optimised characteristics.31–34

Alternatively, unsupervised learning identies hidden patterns
within data, regardless of the target properties,35 and can inform
new research direction and investments, well in advance of
applications. While unsupervised learning is used throughout
materials informatics, currently this is an underdeveloped area of
metal alloy design, with excellent potential to extract latent
knowledge buried in high dimensional combinatorial data.
Examples are limited, but include nanoalloys,36–40 high entropy
alloys,41–58 and industrial Al and Mg alloys discussed in more
detail in the coming sections.
1.1 Alloys and applications

Alloys play a crucial role in a wide range of industries, making
them essential in most aspects of our modern lives, including
Amanda S: Barnard

Professor Amanda Barnard is the
Deputy Director of the School of
Computing at the Australian
National University, and leader
of Computational Science. Her
research occupies the intersection
of high-performance computing,
machine learning, materials
science and nanotechnology,
focussing on method develop-
ment addressing small data
challenges, (causal) structure–
property relationships and
explainable AI. She is a Fellow of

the Australian Institute of Physics, the Australian Computer Society
and the Royal Society of Chemistry. Her awards include the Phys-
ical Scientist of the Year from the Prime Minister of Australia, the
Frederick White Prize from the Australian Academy of Science, the
ACS Nano Lectureship from the American Chemical Society, and the
Feynman Prize (Theory) from the Foresight Institute. In 2022 she
was appointed a Member of the Order of Australia for services to
computational science.

© 2024 The Author(s). Published by the Royal Society of Chemistry
communications, healthcare, transport, infrastructure and our
supply of water and electricity. For example, in aerospace,59

high-strength, lightweight alloys such as aluminium and tita-
nium are essential for constructing aircra components, where
balancing strength and weight is critical.60 In the automotive
industry,61,62 aluminium alloys are extensively used to reduce
vehicle weight and improve fuel efficiency.62 In construction,63

steel alloys are utilised due to their durability and load-bearing
capacity.64 In electronics, copper alloys are widely used in elec-
trical wiring and connectors, due to their excellent conductivity
and corrosion resistance.65

Alloys are materials composed of two or more metallic
elements, oen combined with non-metallic elements, to
enhance their properties compared to their individual compo-
nents.66 The primary objective of creating alloys is to achieve
superior strength, hardness, fatigue or fracture resistance,
corrosion resistance, or other desired characteristics tailored to
specic applications.67 Each alloy is typically dened by the
primary component, known as the 'base metal'. In the case of
steel, one of the most widely used alloys, the primary compo-
nents are iron and carbon.68 The addition of carbon to iron
signicantly increases the material's strength and hardness,
making steel viable for modern construction and
manufacturing.68

Alloys are further categorised based on their main alloying
elements, using a range of internationally recognised
numbering systems that reect industry standards.69,70 For
example, wrought aluminium alloys are divided into eight
series (denoted by Nxxx), such as 6xxx (aluminium–magnesium–

silicon) and 7xxx (aluminium–zinc) alloys, based on the primary
alloying element.71 Similarly, magnesium alloys are organised
into series such as AZ, where aluminium and zinc are the key
alloying elements, and AM, where aluminium and manganese
are predominant.71 More information on this numbering
system and the alloy designations can be found in ref. 72.

Broadly, there are two main types of alloy: substitutional
alloys,73 where atoms of the alloying element replace atoms of
the base metal, and interstitial alloys,74 where smaller atoms t
into the spaces between the base metal atoms (an exception
being a small number of amorphous alloys, that are non-
crystalline). Alloys are produced by blending the base metal
with the alloying elements. The most common method to ach-
ieve this is via melting.75 A molten alloy mixture is then cooled
or cast into a solidied structure. Other methods include
powder metallurgy,76 where metals are blended in powdered
form and then fused together, and chemical vapour deposi-
tion,77 used for creating thin-lm alloys. The production of
alloys requires precise control over the composition, tempera-
ture, and cooling rate to achieve the desired microstructure.78

The resulting microstructure of the alloy determines its
mechanical and physical properties. This complexity is
a signicant challenge in alloy design, as even minor variations
can lead to substantial differences in performance.

Aer solidication, further processing is oen required to
modify the microstructure and enhance the properties of the
alloy. Post-solidication processing, termed thermo-
mechanical processing, can also be highly complex. These
Digital Discovery, 2024, 3, 2396–2416 | 2397
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processes include rolling,79 forging,80 heat-treatment,71 and
solid–state processes that also include controlled quenching81

(for example, to form martensite in steels) or precipitation
hardening82 (the basis for achieving aerospace aluminium
alloys, necessary for aviation).

For these reasons designing alloys is inherently complicated,
occupying a vast high dimensional combinatorial design
space71,83,84 where the number of potential multi-component
alloys is difficult to explore experimentally. The process of
optimising alloys oen involves property trade-offs, since
enhancing one characteristic, such as strength, can negatively
impact another, such as ductility.85 The growing demand for
sustainable materials further complicates alloy design, as it
adds the pressure of developing alloys that not only full
technical requirements but also minimise environmental
impact and cost.86 To achieve these objectives, traditional alloy
design has followed a trial-and-error approach, where the
selection of elements and their proportions is guided by the
experience and intuition of materials scientists.82,87 This oen
involves systematically varying a small subset of alloying
element concentrations or processing conditions to achieve the
desired properties,88–90 or rationalising the underlying mecha-
nisms through complex and time-consuming characterisation
methods.

2 Research questions

As the demand for new materials with specic properties
increases,86,91 there is a growing need for more efficient and
predictive design approaches, that can narrow down the
possibilities before attempting to train structure–property
models. Conventional methods of alloy development,92,93 are
time-consuming and resource-intensive,94 and so researchers
are increasingly turning to data-driven techniques to address
some of the challenges related to traditional materials design
processes.95,96

Unsupervised learning techniques have emerged as powerful
tools in this context, offering the ability to analyse complex,
high-dimensional data sets that are common in materials
science,97,98 without the added cost of measuring properties.
The objective of unsupervised learning is to identify patterns in
an unlabelled data set when no information on the physico-
chemical properties is available. Common unsupervised
learning tasks include cluster analysis99 and dimensionality
reduction (DR).100 Cluster analysis involves the grouping of data
instances (individual structures) based on their similarities or
differences in a high dimensional space using distance metrics.
Representative structures (prototypes) can be identied from
each cluster centroid. DR involves obtaining lower-dimensional
representations of data, which allows simplication and accel-
eration of model training and improvement in model general-
isability. DR includes methods that reduces the number of
features needed to describe an alloy, and methods that reduce
the number of alloys to the most inuential and important
subset.101 These methods enable researchers to uncover hidden
patterns, reduce the complexity of data, and identify novel
outliers that may correspond to new, previously unexplored
2398 | Digital Discovery, 2024, 3, 2396–2416
materials or properties. Applications of these methods to alloy
design are still relatively rare, so there is a considerable
untapped opportunity to address important research questions
in the eld.

2.1 The curse of dimensionality

One of the key challenges in alloy design is the high dimen-
sionality102 and low volume of data. This results in “curse of
dimensionality”103–105 and makes it difficult to analyse using
traditional methods. Dimensionality reduction techniques can
address this issue,84 by reducing the number of independent
variables (features), while retaining the essential information.
These methods simplify the analysis and help in identifying the
underlying patterns in the data set.106

2.2 Recognising hidden patterns

The detection of patterns in high-dimensional data is another
critical use of unsupervised learning in alloy design.107 Alloys
exhibit complex relationships between composition, process-
ing, and properties, which are oen non-linear.108 Unsupervised
learning algorithms, such as clustering and manifold learning,
are particularly well-suited for uncovering these patterns
without labelling data. Clustering techniques can also group
similar data instances based on their features, which can help
to focus research.

2.3 Identifying special cases

In virtually every data set, there are special cases that can be
useful or detrimental to the training of models and, ultimately,
to predictions.109–111 Examples include archetypes, prototypes,
stereotypes, and outliers. Archetypes are the ‘pure’ instances (on
the convex hull), prototypes are the representative instances (or
average in high-dimensional space), stereotypes are instances
with intrinsic importance (such as thermodynamically stable
structures), and outliers are anomalies that can be due to poor
sampling, errors in data collection, or rare events. Anomalies
can also be caused by defects in the alloys, including micro-
structural imperfections or processing artefacts.112 Identifying
these defect-related outliers is important for ensuring the
quality and reliability of the nal alloy produced.113

2.4 Structure of the review

This tutorial review has been structured around the unsuper-
vised learning methods used to address these research ques-
tions, with sections describing different approaches to
dimensionality reduction (Section 3), manifold learning
(Section 4), clustering (Section 5), outlier detection (Section 6)
and semi-supervised learning (Section 7). These sections
contain brief summaries of different methods, highlighting
their advantages and disadvantages, and recommended uses in
alloy design. Each section concludes with a survey of some
previous applications to alloys and alloying metals, to demon-
strate the utility and highlight how new knowledge can be
gained. To date there are few instances of unsupervised
learning of metal alloys and but these applications are
© 2024 The Author(s). Published by the Royal Society of Chemistry
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aggregated in Table 1, cross referenced by metals, ML methods
and applications. As this area of research is still at an early
stage, this review provides a foundation for future studies and
complements other reviews covering supervised learning of
structure–property relationships.114–118
3 Dimensionality reduction

As mentioned above, depending on the number of structural
features and chemical features, alloy data sets can be high-
dimensional. High-dimensional data is not intuitive for visu-
alisation and produces complicated models that are slow to
optimise, train and use in practice. Many different unsuper-
vised algorithms are available to reduce the feature space and
improve the efficiency of ML models, the aim of which is to
Table 1 Previous applications of unsupervised machine learning in me
component analysis; UNMAP = uniform manifold approximation and pr
autoencoders; ILS = iterative label spreading; LOFA = local outlier facto
alloy

Author Year Application(s)

Sun et al. 2017 Biomedical
Syuhada et al. 2018 Chemical analysis
Sun et al. 2018 Biomedical
Shirinyan et al. 2019 Magnetic applications (sensors,

electromagnets)
Verma et al. 2019 Structural
Jha et al. 2019 Aerospace
Krishnamurthy et al. 2019 Structural
Verma et al. 2019 Structural
Sun et al. 2019 Biomedical
Parker et al. 2020 Electrocatalysis
Dasgupta et al. 2020 Catalytic design
Tian et al. 2020 Structural
Parker et al. 2020 Electrocatalysis
Esterhuizen et al. 2021 Catalysis
Jung et al. 2021 Structural
Liu et al. 2021 Thermal coating
Esterhuizen et al. 2021 Catalysis
Subbarao et al. 2021 Aerospace, biomedical
Kim et al. 2021 Structural
Yin et al. 2021 Structural, automobile
Lee et al. 2022 Structural, automobile
Chintakindi et al. 2022 Marine
Lee et al. 2022 Structural, Automobile
Xin et al. 2022 Structural
Wenzlick et al. 2022 Structural
Bundela et al. 2022 Structural, automobile
Foggiatto et al. 2023 Sensors
Ahmad et al. 2023 Microstructure modelling
Bhat et al. 2023 Aerospace
Ghorbani et al. 2023 Automobile, electronics
Chen et al. 2023 Biomedical
Tiwari et al. 2023 Structural
Ting et al. 2023 Electrocatalysis
Roncaglia et al. 2023 Catalysis, biomedical
Vela et al. 2023 Aerospace
Fetni et al. 2023 Microstructure modelling
Moses et al. 2024 Automobile, electronics
Lie et al. 2024 Structural
Usuga et al. 2024 Catalysis

© 2024 The Author(s). Published by the Royal Society of Chemistry
minimise the information loss and maximise the impact of the
information retained. Dimensionality reduction methods are
applied before ML models are trained, and the most convenient
way to evaluate a dimension reduction method is statistically by
calculating the Explained Sample Variance (ESV).

The ESV is a quality measure of the deviation between the
nth original data instance xn and the derived data instancePk

j¼1 anjZj and is given by:

ESVi ¼
kxnk2 � kxn �

Pk
j¼1

anjZjk
2

kxnk2
(1)

By evaluating these ESV values, it is possible to state which
alloys will be well described by a model. The ESV ranges
tal and alloy research. SOM = self-organizing map; PCA = principle
ojection; t-SNE = t-distributed stochastic neighbor embedding; AE =

r analysis; RANSAC = random sample consensus. HEA = high entropy

Base metal(s) ML method(s) Reference

Nano Ag k-Means 119
Al, Ti, Cu, Zn PCA 120
Nano Ag SOM 121
Fe SOM 122

Fe t-SNE 123
Ti, Al, Cr, V SOM 124
Fe t-SNE 125
Fe t-SNE 126
Nano Ag, Pt t-SNE, SOM 127
Nano Pt ILS 128
Single atom alloy LOFA 129
Cu, Zr RANSAC 130
Nano Pt AA 131
Rh, Pd, Pt, Ir PCA 132
Fe AE 133
Al UMAP 134
Ir, Pt, Pd, Rh PCA 135
Ti, Al, V PCA 136
Fe AE 137
HEA AE 138
HEA k-Means 139
Ni PCA 140
HEA k-Means 141
Si PCA 142
Fe LOFA 113
HEA PCA 143
Fe, Ga PCA 144
Binary Alloy AE 145
Al ILS 146
Mg t-SNE 147
Al, Ni UMAP 148
Al k-Means 149
Nano Ru ILS 150
Ag, Au, Pd, Cu PCA, k-means 151
W, Mo, V, Ta, Nb, Al UMAP 152
Binary Alloy AE 153
Mg k-Means 154
Fe t-SNE 155
Bimetallic alloys UMAP 156

Digital Discovery, 2024, 3, 2396–2416 | 2399
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between 0 and 1, where 1 is a perfect match. No conclusions
should be made for alloys where the ESV is low because these
sample instances will be poorly described by a model.

3.1 Feature selection

Feature selection is a crucial preliminary step for reducing the
dimensionality of a data set while preserving its most important
features.157,158 The goal is to capture essential information with
minimal redundancy, thereby improving the performance and
interpretability of models.159

Feature selection can be approached through data-driven,
domain-driven, and model-driven methods, each with its own
focus and advantages. Data-driven feature selection relies on
the statistical properties of the data set to eliminate irrelevant or
redundant features. For example, when features are highly
correlated they provide similar information, so removing one of
the correlated features can reduce redundancy without losing
valuable information.160 Similarly, features with low variance
across the data set typically contribute little to distinguishing
between data instances and can be excluded to simplify the
model and reduce noise.161

Domain-driven feature selection leverages expert knowledge
in alloy design to determine which features are less important
or irrelevant. For instance, in alloy data sets, domain experts
can choose to remove an element due to its toxicity,162 thereby
focusing the analysis on more signicant features. Finally,
model-driven feature selection uses insights gained from
preliminary modelling to identify the most important
features.161 This approach oen involves training a model and
assessing which features contribute most signicantly to its
predictions. For example, certain machine learning models,
such as decision trees or random forests, generate feature
importance scores163 that indicate the relevance of each feature
to the model architecture. Features with low importance can
then be removed, streamlining the model without compro-
mising its performance.

When these methods fail to address the problem, or are
inappropriate, transforming the data using feature engineering
can help. A survey of feature selection across materials science
can be found in ref. 164, and additional examples in ref. 165
and 166.

3.2 Principal component analysis

Principal components analysis (PCA) converts a set of poten-
tially correlated features into a set of linearly uncorrelated
variables; the principal components (PCs).167 PCA takes an n ×

m data matrix, X (of n materials and m structural features) and
uses an orthogonal linear matrix transformation to express the
original data as a linear combination of scores and loadings,
described by:

X ¼ t1p
0
1 þ t2p

0
2 þ.þ tAp

0
A þ E ¼ TP

0 þ E (2)

where A is the total number of extracted principal components
(A # p) and E is the residual matrix. The new latent variables, t
scores, show how the objects relate to each other. The principal
components, p, are calculated by operating eigen-
2400 | Digital Discovery, 2024, 3, 2396–2416
decomposition on the covariance matrix of the data set, and A
is determined by retaining a maximal amount of the variance.
Typically, the axes of the new coordinate system are oriented to
account for maximum variation in the data set. In PCA, the
coefficients can be positive or negative, and their sum is not
restricted to one.

One of the primary advantages of PCA is its simplicity and
computational efficiency, making it ideal for quickly analysing
large data sets. Additionally, PCA is deterministic, ensuring
consistent results without the variability that can affect other
methods described in upcoming Sections of this review.
However, PCA is limited to linear transformations and may not
effectively capture complex, non-linear relationships in the data
(which is oen the case with alloy data sets168). Additionally,
PCA can be heavily inuenced by outliers, and in alloy data sets
where outliers might indicate unusual material behaviour or
errors, this sensitivity can distort results unless managed care-
fully. Such effects can be minimised by using robust PCA and
outlier detection methods in combination.169 This method has
been used widely in materials science for many years.170 Outlier
detection will be discussed in Section 6.
3.3 Singular value decomposition

Singular Value Decomposition (SVD) is another technique used
to reduce the dimensionality of the data while preserving its
most important features.171 SVD does this by projecting the
original data into a lower-dimensional space that captures the
most signicant variations. Given a data set represented by
a matrix A of dimensions m × n, where m is the number of data
instances (e.g. number of alloys) and n is the number of features
(e.g. alloy composition), the SVD of A is dened as:

A = USVT (3)

where U is an m × m orthogonal matrix containing the le
singular vectors, which represent the principal directions in the
data space. S is an m × n diagonal matrix with non-negative
singular values si on the diagonal, ordered such that s1 $ s2

$.$ sr, where r = min(m, n). These singular values quantify
the importance of each corresponding singular vector. V is an n
× n orthogonal matrix containing the right singular vectors,
which correspond to the principal components in the feature
space.

The reduced representation Ak of the original matrix A is
given by:

Ak = UkSkVk
T (4)

where Uk consists of the rst k columns of U, Sk is the k × k
diagonal matrix containing the top k singular values, and Vk
consists of the rst k columns of V.

SVD is effective at separating signal from noise in data,
making it particularly valuable for alloy data sets that may
contain measurement errors.172 By focusing on the largest
singular values and their corresponding vectors, SVD can
signicantly reduce the impact of noise, and can be can be
adapted to handle missing data,173 which is especially benecial
© 2024 The Author(s). Published by the Royal Society of Chemistry
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for alloy data sets with incomplete measurements. However,
like PCA, SVD is sensitive to outliers and does not capture the
non-linear interactions that are crucial in understanding alloy
behaviour. SVD has been useful in the processing of images in
materials science.174,175
3.4 Archetypal analysis

Archetypal analysis (AA),176 also known as principal convex hull
analysis, is a matrix factorisation method that aims to approx-
imate all alloy instances in a data set as a linear combination of
extremal points. A given data set of n alloys described by m
features is represented by an n × m matrix, X. Archetypal
analysis seeks to nd a k × m matrix Z such that each data
instance can be represented as a mixture of the k archetypes.
This is achieved by minimizing the residual sum of squares,
under some constraints:

RSS ¼
Xn

i¼1

kXi �
Xk

j¼1

aijZik
2

¼
Xn

i¼1

kXi �
Xk

j¼1

aij

Xn

i¼1

bijXlk
2

(5)

with
Pk

j¼1 aij ¼ 1 with aij $ 0 and i = 1, ., n. and
Pn

i¼1 bji ¼ 1
with bji$ 0 and j= 1,., k. The rst constraint requires the data
to be approximated by convex combinations of the archetypes,
whilst the second constraint requires that the archetypes are
convex combinations of the data. The resultant archetypes form
a convex hull of the data set, but they need not be present in the
original set to be identied.

Archetypal analysis provides a set of archetypes that repre-
sent the pure types within the data set. Using archetypes of
describe a set can make the results more interpretable,177 since
each measured or hypothetical instance is described as
a mixture of systems that are easy to understand. However, it is
important when using AA that the data is cleaned appropriately,
as it uses a least-squares optimisation, which is heavily inu-
enced by the presence of outliers. This approach has been used
in nanoinformatics29 to identify archetypal nanoparticle
morphologies.97,101,178,179
3.5 Kohonen maps

A Kohonen network,180 or self-organisation map (SOM), is an
unsupervised articial neural network181 for non-linearly
mapping high-dimensional spaces into low-dimensional
spaces, with the advantage of retaining the intrinsic topolog-
ical relationship of the input data set. SOMs are ideal for visu-
alising multi-dimensional data sets in a single two-dimensional
image,182 and have been recently used to create surface texture
maps of metallic nanoparticles suitable for use as material
ngerprints.183

The basic units of a SOM are neurons which are best
organised on hexagonal grids. All neurons can be arranged in
a planar (approximate) rectangle, with periodic boundary
conditions to connect the upper and lower boundaries and the
right and le boundaries so that the SOM plane occupies the
surface of a torus. The weights of all neurons are initialised
using random numbers. During each training step every neuron
competes against all others until each original data instance
© 2024 The Author(s). Published by the Royal Society of Chemistry
nds the one neuron that is closest to it in Euclidean space,
referred to as the best matching unit (BMU). Given an input
data instance x, and the weight of neuron i, j is wij, then the
Euclidean distance D is:

D ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXd

v�1

ðXv � wv
ijÞ2

vuut (6)

where v is each component of the vector and d is the dimension
of the normalised data set. Once the BMU is located, the weights
of all neurons centred on it are updated. Initially all neurons on
the SOM are updated, until only the BMU is updated at the
conclusion of training. This ensures the radius of neighbour-
hood d(t) decreases with each subsequent iteration step, t. In
addition to this a linear relation can be adopted with a pre-set
maximum number of epochs, nepoch, to train the SOM, such
that:

dðtÞ � d0

t� 1
¼ dnepoch � d0

nepoch � 1
(7)

where d0 is the initial radius which has been set to half size of the
SOM, t = 2, 3, 4, ., nepoch, and dnepoch is determined by the
boundary condition such that it equals one at the last step of
training. In addition to decay of the neighbourhood radius, the
learning rate L(t) for updating weights on each neuron also
decreases with each iteration of t. Weights are updated faster
early in the training, and slows toward end of training, based on:

LðtÞ � L0

t� 1
¼ Lnepoch � L0

nepoch � 1
(8)

where L0 is the initial learning rate, Lnepoch
, is the constant and

chosen to ensure the training is very ne-grained. As a result,
the updating procedure is given by:

wijðtþ 1Þ ¼ wijðtÞ þ LðtÞexp
"
�DxðtÞ2
2d2ðtÞ

#�
x� wijðtÞ� (9)

where Dx(t) is the Euclidean distance of a neuron at i, j from the
BMU of x at step t.

One of the key benets of SOMs is their ability to preserve the
topological structure of the data, meaning that alloys with
similar properties or compositions will be mapped close to each
other on the grid. This topological preservation is particularly
valuable when trying to understand relationships and patterns
in complex alloy data sets; separating groups that are dissim-
ilar, and the separation distance representing just how
dissimilar they are. However, an important consideration in
SOM training is the number of epochs, which is a important
hyper-parameter. A large number of epochs will result in over-
training, leading to a waste of computational resources, but
a small number of epochs will result in under-training, and
dissimilar alloys may be adjacent in the nal SOM, reducing the
resolution. It is possible tomeasure the number of void neurons
that have no weight and stop the training when this number
stops decreasing over a threshold aer, for instance, nepoch = 5,
to improve efficiency and autonomy.184 This has been useful in
processing spectroscopic data in materials science.185–187
Digital Discovery, 2024, 3, 2396–2416 | 2401

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4dd00282b


Fig. 1 Principal component plot for Al, Cu, and Brass alloys, demon-
strating clear separation between the alloy groups. Reproduced from
ref. 197, with permission from Institute of Physics Publishing, Creative
Commons Attribution 3.0 licence.
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3.6 Autoencoders

Autoencoders are a class of neural networks used primarily for
unsupervised learning.188 Their main objective is to learn
a compressed representation (encoding) of input data, which
can then be used for tasks such as dimensionality reduction,189

feature extraction,190 and anomaly detection.191

An autoencoder consists of two main components: an
encoder E($) and a decoder D($). The encoder compresses the
input data x into a lower-dimensional representation z, oen
referred to as the latent space or code. The decoder then
attempts to reconstruct the original input from this compressed
representation. The overall structure can be summarised as
follows:

Encoder: z = E(x) = f(Wex + be) (10)

Decoder: x̂ = D(z) = g(Wdz + bd) (11)

Reconstruction: x̂ = D(E(x)) (12)

whereWe and be are the weights and biases of the encoder, with
f($) is a non-linear activation function; and Wd and bd are the
weights and biases of the decoder, with g($) is another non-
linear activation function.

The goal of training an autoencoder is to minimise the
difference between the input x and the reconstructed output x̂.
This difference is quantied by a loss function, typically the
mean squared error (MSE):

Lðx; x̂Þ ¼ 1

n

Xn

i¼1

ðxi � x̂iÞ2 (13)

Autoencoders work better in dimensionality reduction in
data set non-linear relationships when compared to methods
such as PCA.192 Their exible architecture allows for task-
specic customisation, and they operate without needing
labelled data, making them ideal for unsupervised learning
scenarios. However, they also come with challenges, such as the
need for careful hyper-parameter tuning, potential difficulties
in capturing complex data distributions, and a risk of over-
tting, particularly with small data sets.193 These factors can
limit their effectiveness and generalisability in some applica-
tions, but they have successfully been applied to materials
science problems.194,195
Fig. 2 SOM map showing strong correlations between ((BH)max and
(BH)max/mass, and Br and Mr. Reproduced from ref. 107, with
permission from Taylor & Francis, Copyright (2017).
3.7 Reducing alloy data

In alloy research, PCA has primarily been used to reduce the
feature spaces in prreparation for either clustering120,196 or
training regression models to predict properties.142 For
example, PCA was used to cluster alloy samples using Laser-
Induced Breakdown Spectroscopy (LIBS) data.120 Copper and
aluminium presented distinct clusters in the PC plot, as shown
in Fig. 1. Brass showed a wide spread in the plot, which could be
attributed to the presence of both copper and zinc in high
concentrations. However, using LIBS with PCA proved to be
a viable method to identify elements in alloys.
2402 | Digital Discovery, 2024, 3, 2396–2416
PCA has also been used to reduce the dimensionality of
features in molten steel for the prediction of alloying element
yield.142 Using PCA, the features set was reduced such that the
cumulative contribution rate of PCs extracted is above 90%,
which lead to reduction of dimensions form 16 to 11. These
principal components were used as features to train a deep
neural network (DNN) to predict alloying yield. The PCA-DNN
model demonstrated better performance compared to DNN
models trained on the entire feature set, achieving a 0.03
increase in the R2 score for predicting silicon yield.

Self-organising maps have been used in design of high-
temperature Ti alloys and magnetic alloys.107,124 By using alloy
concentrations as input features, SOMs grouped AlNiCo alloys
into 64 distinct units.107 SOM showed a strong correlation
between ((BH)max and (BH)max/mass, as shown in Fig. 2.
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 t-SNE map illustrating spatial gaps in synthetic compositions
produced by the diffusion model, highlighting discontinuities in the
original compositions. Reproduced from ref. 213, with permission from
Springer Nature, Copyright (2024).

Review Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
O

ct
ob

er
 2

02
4.

 D
ow

nl
oa

de
d 

on
 2

/1
3/

20
26

 8
:0

8:
58

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
Additionally, studying the variation of magnetic energy density
in the maps, it was observed that the top 10 alloys were
concentrated in three adjacent units. This proximity suggests
a meaningful correlation in the underlying structure of these
alloys. SOMs were also used to group Ti alloys, using compo-
sitions of equilibrium a-Ti (hexagonal close-packed Ti) and b-Ti
(body-centered-cubic Ti) phases calculated through CALPHAD
as features.124

Archetypal analysis (AA) has been employed in metallic
systems to identify seven distinct archetypes in platinum
nanoparticles, which were subsequently mapped to seven
different nanoparticle within the data set, as illustrated in
Fig. 3. Although the application of AA in alloy research remains
under-explored, it has been successfully use in materials
research to identify unique and special compositions198 and
structures,178,179,199 providing insights into the underlying
patterns within complex data sets. This is a potential area of
development for alloys, to reduce the larger sets of hypothetical
alloys to the archetypes that may be reective of particularly
application domains.

Autoencoders have been used for feature extraction and
dimensionality reduction in the study of alloys.133,137,138,145,153,200

These models are primarily employed to reduce the
Fig. 3 Example of archetypal analysis of platinum nanoparticle,
showing (a) the data distributed with respect to the seven archetypes
on a simplex plot (the size of points reflect the relative size of the
particles), and (b) the seven nanoparticles in the data set closest
matched archetypes. Reproduced from Reference with permission
from Institute of Physics Publishing (IOPP), Copyright (2020).

© 2024 The Author(s). Published by the Royal Society of Chemistry
dimensionality of microstructural images, transforming high-
dimensional data into a lower-dimensional latent space repre-
sentation. This latent space facilitates the identication of key
features essential for understanding the properties of alloys200

and are also used for training additional machine learning
models aimed at optimising microstructures.133,145,153 The
reduced latent space in phase eld modelling data was utilised
to train an Long Short-Term Memory (LSTM) neural network
model for predicting microstructure evolution, resulting in
a validation loss of 0.0082.153
4 Manifold learning

An alternative way to simultaneously reduce the dimensionality
of a high-dimensional alloy data set and visualise the distribu-
tion is to use manifold learning. Manifold learning is a non-
linear unsupervised approach that generalizes the linear
framework of PCA and projects high-dimensional data onto
a low-dimensional space.201 Methods include multi-
dimensional scaling202 (MDS), locally linear embedding203

(LLE), isometric mapping204 (isomap), spectral embedding205

(SE) and uniform manifold approximation and projection206

(UMAP). Each have different properties and advantages: SE or
MDS ensures data instances near to each other are still close in
the low dimensional space; LLE maintains the distance within
the local neighbourhood; isomap preserves the geodesic
distances between all data; and UMAP can result in better vis-
ualisation and signicantly faster training than the alternatives.
Manifold learning can offer a powerful way of visualising
relationships.
4.1 t-Distributed stochastic neighbor embedding

t-SNE has been widely used in materials science due to the
inherent tunability that can aid in visualisation.207 t-SNE groups
data instances based on local clustered structure by converting
affinities into Gaussian joint probabilities. For n objects xi in
d dimension the t-SNE uses the conditional probability that xj
would be picked as a neighbour given xi is expressed as:
Digital Discovery, 2024, 3, 2396–2416 | 2403
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P
�
xjjxi

� ¼ exp
�
�kxi � xjk2

.
2si

2
�

P
ksi

exp
�
�kxi � xkk2

.
2si

2

� (14)

where si is the variance of the Gaussian that is centred on xi. si
is adapted to the density of the data such that smaller values are
used for data in high density. The joint probabilities in the high-
dimensional space is then set as:

P
�
xi; xj

� ¼ P
�
xj jxi

�þ P
�
xi

		xj

�
2n

(15)

For the low-dimensional counterparts, yi of the high-
dimensional data xi, a Student t-distribution with a degree of
freedom one is used to compute the joint probabilities Q(yi, yj) as:

Q
�
xi; xj

� ¼
�
1þ kyi � yjk2

��1

P
ksi

�
1þ kyi � ykk2

��1 (16)

This distribution is heavy-tailed so that dissimilar objects in
low-dimensional space can be modelled even if they are far
apart. The optimisation objective is to equate P(xi, xj) and Q(xi,
xj), which means minimising the cost functionP

isjPi;jlogðPi;j=Qi;jÞ.
By tuning the t-SNE hyper-parameters to achieve a clear vis-

ualisation suitable for qualitative assessment, and then encoding
the distribution of the structural features and property labels
using different colours, fast and intuitive relationships can be
discerned without extensive training and evaluation of machine
learning models.208 However, while t-SNE excels at preserving the
local structure, it oen struggles to maintain the global structure
of the data, which can lead to misleading distances between
clusters and an inaccurate reection of relationships in the high-
dimensional space.209 Additionally, t-SNE is non-deterministic,210

meaning that different runs on the same data can produce
slightly varying visualisations, which can be confusing and pose
challenges for reproducibility.
4.2 Uniform manifold approximation and projection

UMAP is popular technique that has ability to preserve both the
local and global structure in high-dimensional data.211 UMAP
starts by constructing a weighted graph G where each point xi is
connected to its nearest neighbours based on a distance metric.
The weight wij between points xi and xj is computed using
a fuzzy membership function:

wij ¼ exp



� d

�
xi; xj

�� ri

si

�
(17)

where d(xi, xj) is the distance between xi and xj, ri is the distance
to the nearest neighbour of xi, and si is a scaling parameter that
determines the smoothness of the local fuzzy simplicial set.

The global weighted graph is then formed by combining the
local fuzzy simplicial sets. This is achieved by taking the union
of all local graphs and symmetrising the edge weights:
2404 | Digital Discovery, 2024, 3, 2396–2416
wij = wij + wji − wij$wji. (18)

UMAP nds a low-dimensional representation Y = {y1, y2,.,
yn} of the data set by minimizing the cross-entropy between the
fuzzy simplicial sets in the original high-dimensional space and
the low-dimensional space. The objective function for optimi-
sation is:

L ¼
X
isj

wij log



wij

ŵij

�
þ �

1� wij

�
log



1� wij

1� ŵij

�
(19)

where ŵij is the corresponding edge weight in the low-
dimensional space.

UMAP is deterministic by default, ensuring consistent
results for the same data and parameters, which signicantly
enhances reproducibility.211 UMAP performs better than t-SNE
in preserving global structure,212 but still requires careful
tuning of hyper-parameters, such as the number of neighbours
and minimum distance, to achieve optimal results for different
data sets.
4.3 Manifold learning of alloys

t-SNE is primarily used in alloy design for visualising feature
distributions in a two-dimensional space, and for training
regression models using the reduced features.147,148,213 For
example, t-SNE was applied to visualise synthetically generated
data from a diffusion model for Al 7xxx alloys revealing distinct
groups reecting dissimilar materials in the original high
dimensional space (as shown in Fig. 4). These were attributed to
the uneven elemental distribution in the original CU data set (the
acronym referring to the set consisting of alloy compositions,
without the corresponding elemental properties) used for the
diffusion model.213 In Mg alloys, t-SNE was also used to project
data into 2-dimensional spaces, followed by clustering using the
BIRCH algorithm,214 which identied seven distinct clusters.147

t-SNE was also used in a separate study to reduce the dimen-
sionality of an alloy data set, with the reduced dimensions
serving as features for k-Means clustering to discover new steel
groupings with distinct mechanical properties, particularly
regarding ultimate tensile strength (UTS) across various
temperature ranges.215 Additionally, t-SNE has been applied to
dimensionality reduction where the reduced features were
subsequently used to train regression models for predicting
endpoint carbon content in steels, achieving an accuracy of
0.975, which exceeded the 0.917 accuracy of models trained
without t-SNE feature reduction.216

Similarly, UMAP has successfully applied to alloy data
sets.134,148,153,156,217 In high-entropy alloys (HEAs), UMAP was
employed to visualise the distribution of the test feature set
relative to the training feature set in a 2D space,217 as illustrated
in Fig. 5. This visualisation revealed that the poorer-performing
test set instances were located further from the training data
instances, highlighting a potential discrepancy between the
training and test sets, akin to a type of post-hoc forensic anal-
ysis. UMAP was used to project the composition of quasicrystals
into a 2D space to investigate potential biases in the distribu-
tion of various stable quasicrystal compositions.129 However, no
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 UMAP projection of the 90-dimensional feature space for both
AoI training and test sets, highlighting that test samples with poor
predictions are positioned outside the regions covered by the training
data. Reproduced from ref. 217, with permission from Nature
Publishing Group, Creative Commons Attribution 4.0 International
License.
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biases were found between stable quasicrystals, approximant
crystals, and ordinary crystals. UMAP was also used to project
a high-dimensional HEA design space into two dimensions,
facilitating the visualisation of relationships between alloy
compositions and their properties.152 By applying property
constraints, such as melting temperature or yield strength,
UMAP visualisations helped lter the feasible design space for
alloys, which was later validated using density functional theory
simulations. In AlN thin-lm, UMAP has been used for
dimensionality reduction of the feature set, which was then
used to train a CatBoost model to predict residual stress.148

5 Clustering

Clustering involves grouping data instances into clusters based
on similarity in a high dimensional feature space. In general,
clustering has become an important part of materials infor-
matics, nding use in a numerous application domains.218–221 A
variety of clustering algorithms exist, each tailored to specic
types of data and application contexts, and they differ in terms of
scope, efficiency, and prerequisites.222 The choice of a clustering
algorithm oen depends on the subjective denition of what
constitutes a cluster in a given scenario, as different models offer
unique perspectives on the data set.223,224 Clustering models can
be categorised as: centroid based,225 distribution based,226 density
based,227 connectivity based228 (e.g. hierarchical clustering), graph
based229 and affinity based.230 In addition to these denitive
cases, where each data instance can only belong to one cluster,
there are also clustering models where a given observation can
contribute to more than one cluster (weighted accordingly).231

5.1 Centroid-based

Centroid-based clustering is a method where clusters are rep-
resented by central points, known as centroids, that ideally
minimise the distance between data instances and their
respective cluster centres.232 A well-known example of centroid-
based clustering is k-Means,233 which assumes that each of the k
© 2024 The Author(s). Published by the Royal Society of Chemistry
clusters can be represented by a single centroid ck˛ℝd, which
identies a local optimum for minimising the sum of squared
error (MSE). The MSE optimises for spherical and “compact”
clusters, which means that k-Means suffers from only identi-
fying convex-shaped clusters, such that a convex set C is con-
tained in the data set X has m elements if for all non-negative
real-numbers w1, ., wm such that w1 + . + wm = 1, when
w1x1 + . + wmxm ˛ X then the w1x1 + . + wmxm ˛ C.

k-Means is favoured for its simplicity, computational effi-
ciency, and scalability, making it particularly useful in alloy
design. The interpretability of k-Means results, with each cluster
represented by a centroid, also aids in understanding the
underlying structure of alloy data. However, this method comes
with limitations, particularly its assumption of convex and
similarly sized clusters. Additionally, k-Means is sensitive to the
initial choice of centroids, which can lead to inconsistent
clustering outcomes, and it struggles with clusters of varying
sizes and densities, common in diverse alloy systems.
5.2 Distribution-based

Distribution-based clustering assumes that the data instances
are generated from a mixture of underlying probability distri-
butions.234 The goal is to identify these distributions and assign
each instance to the distribution it most likely belongs to. One
of the most commonly used distribution-based clustering
methods is the Gaussian Mixture Model (GMM),235 which is
a probabilistic model that assumes that the data is generated
from a mixture of several Gaussian distributions, each with its
own mean and variance. The overall model is a weighted sum of
these Gaussian distributions, which are estimated using the
Expectation-Maximization (EM) algorithm.236 The probability
density function (PDF) for each instance xi in a data set X = {x1,
x2, ., xn} is given by:

PðxiÞ ¼
Xk

j¼1

pj$N
�
xi

		mj ;Sj

�
(20)

where pj is the weight (or mixing coefficient) of the jth Gaussian

component, with
Pk

j¼1 pj ¼ 1, and N ðxi
		mj;SjÞ is the Gaussian

distribution with mean mj and covariance matrix Sj, dened as:

N
�
xi

		mj ;Sj

� ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞd 		Sj

		q exp



� 1

2

�
xi � mj

�T
Sj

�1�xi � mj

��

(21)

where d is the dimensionality of the data.
The EM algorithm is used to estimate the parameters {pj, mj,

Sj}
k
j=1 using Expectation (E) and Maximization (M) steps. In the

E step, the algorithm calculates the likelihood of each data
instance belonging to each cluster based on the current model.
In the M step, it updates the cluster parameters (such as the
importance of each cluster, the centre of each cluster, and how
spread out each cluster is) based on these calculated likeli-
hoods. These steps are repeated until the model's parameters
stabilise and no longer change signicantly.

GMMs offer several advantages in alloy design due to their
exibility in modelling complex clusters and providing
Digital Discovery, 2024, 3, 2396–2416 | 2405
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probabilistic assignments of data instances to clusters. This
approach is particularly useful when dealing with overlapping
phases or heterogeneous data, as it allows for a more nuanced
representation of cluster memberships. However, the method
also comes with drawbacks, including its computational
complexity, especially when dealing with large or high-
dimensional data sets. Additionally, GMMs are sensitive to
the initialisation of parameters, which can lead to convergence
on local optima rather than the global optimum. Moreover, the
assumption that the underlying data follows a Gaussian distri-
bution may not always be valid in alloy design. If the actual data
distribution deviates signicantly from a Gaussian distribution,
this could lead to poor model performance.
5.3 Density-based

Density-based methods are particularly adept at discovering
clusters of arbitrary shapes, making them well-suited for
complex materials systems where the distribution of data
instances can be highly irregular.234 The most well-known
density-based clustering algorithm is DBSCAN (Density-Based
Spatial Clustering of Applications with Noise),237 which relies
on two key parameters: 3 (epsilon), which represents the
maximum distance between two points for one to be considered
in the neighbourhood of the other, and MinPts, the minimum
number of points required to form a dense region, or cluster.
The algorithm begins by identifying core instances with the
least MinPts points within a radius of 3. The neighbourhood of p
is dened as:

N3(p) = {q ˛ Drdist(p, q) # 3} (22)

where D is the data set and dist(p, q) is the distance metric,
typically Euclidean. An alloy q is directly density-reachable from
p if q ˛ N3(p) and p is a core point. Further, q is density-
reachable from p if there is a chain p1, p2, ., pn where p1 = p
and pn= q, such that each pi+1 is directly density-reachable from
pi.

Two instances p and q are density-connected if there is an
instance o such that both p and q are density-reachable from o.
The clustering process in DBSCAN starts with an arbitrary p and
retrieves all instances that are density-reachable from p. If p is
a core point, a cluster is formed. If p is a border point, no points
are density-reachable from p, and p is labelled as noise or an
outlier. The algorithm continues to iterate over all instances in
the data set, forming clusters by merging density-connected
components.

Density-based clustering, particularly DBSCAN, offers
signicant advantages due to its ability to discover clusters of
arbitrary shapes and sizes. It is also effective at handling noise
and outliers, which are common in experimental alloy data sets.
DBSCAN does not require the number of clusters to be specied
beforehand, making it suitable for exploratory data analysis.
However, DBSCAN has its limitations, including its sensitivity
to the choice of parameters (3 and MinPts), which can signi-
cantly impact the clustering outcome. Additionally, DBSCAN
may struggle with varying densities within the same data set,
2406 | Digital Discovery, 2024, 3, 2396–2416
which can lead to the merging of clusters with different densi-
ties or the failure to identify some clusters altogether.

5.4 Connectivity-based

Hierarchical clustering algorithms are connectivity-based and
identify a systematic hierarchy of cluster labels for a data set,
such that there are l layers in the hierarchy, where l is the number
of data instances. Hierarchical clustering is either divisive or
agglomeration,238 with divisive methods breaking down large
clusters into smaller ones,239 and agglomerative methods
building up small clusters into larger ones.240 Agglomerative
clustering begins by assigning each instance as an individual
cluster and recursively merges them until all data instances are
in the same cluster, based on their relative distance in the high
dimensional feature space, effectively producing a cluster-tree.
The pair of clusters with the smallest distance are merged,
with the distance dened with linkage criteria, such as single,
average, complete or Ward linkage. An advantage of hierarchical
clustering is that the number of clusters, K, does not need to be
known in advance. However, the time complexity is high and
scales quadratically with the number of instances, N.

Ward clustering, also known as Ward's method, is a hierar-
chical, agglomerative clustering technique that minimizes
within-cluster variance by iteratively merging clusters that
result in the smallest increase in total variance.241 One of the key
strengths of Ward clustering is its tendency to produce clusters
of approximately equal size, which can be benecial in appli-
cations where balanced groupings are desired. Additionally,
because it focuses on minimizing variance, Ward clustering
oen yields more compact and well-dened clusters compared
to other hierarchical methods.242 However, Ward clustering is
computationally intensive, especially for large data sets,
because it requires the calculation of distances between all pairs
of data instances at each step.243

Connectivity-based clustering, particularly hierarchical
clustering, is more interpretable than the alternative, as it
allows researchers to see relationships in the data at different
levels of detail. While hierarchical clustering can be computa-
tionally demanding, this is less of an issue for alloy data sets,
which are typically not very large. However, the results can vary
depending on the chosen linkage method, which can affect how
the clusters are formed.

5.5 Graph-based

Graph-based clustering is used when the structure of data can
be represented as a network of interconnected points. In graph-
based clustering, the data is represented as a graph G = (V, E),
where V is a set of vertices (nodes) corresponding to the data
instances, and E is a set of edges that represent the relation-
ships or similarities between these points. The weight of an
edge typically indicates the strength of the relationship, with
higher weights signifying stronger similarities. The goal of
graph-based clustering is to partition the graph into subgraphs
or clusters such that the nodes within each cluster are more
densely connected to each other than to nodes in other clusters.
This results in groups of data instances that are highly similar
© 2024 The Author(s). Published by the Royal Society of Chemistry
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or related according to the graph structure. Common graph-
based clustering methods include Spectral Clustering,244

Minimum Spanning Tree (MST) clustering,245,246 and Highly
Connected Subgraphs (HCS).229

Spectral clustering244 is one of the most widely used graph-
based algorithms. It uses a spectrum of eigenvalues of the
similarity matrix as a quantitative assessment of the relative
similarity of each pair of points in the data set, even if the input
is not a graph. The similarity matrix may be dened as
a symmetric matrix A, where Aij $ 0 measures the similarity
between instances i and j. Clustering is applied to the eigen-
vectors of a Laplacian matrix of A, using the smallest eigen-
values that meet this condition. Spectral clustering is
particularly useful for non-convex data or when data can not
easily be described by the location of the centroid and the size,
shape and density of the surrounding data instances.

Spectral clustering is highly effective for identifying clusters
in data that are non-convex or irregularly shaped, where tradi-
tional methods like k-Meansmay fail. By operating in a reduced-
dimensional space, it can reveal the underlying structure of the
data that might not be apparent in the original feature space.
However, the method has some drawbacks, including its
computational intensity, especially in the eigenvalue decom-
position step, which can be challenging for very large data sets.
Additionally, spectral clustering requires a well-dened simi-
larity matrix, and the quality of clustering results heavily
depends on how this matrix is constructed. Choosing the right
parameters for the similarity matrix can be non-trivial and may
require domain-specic knowledge.
5.6 Evaluating clustering results

Evaluating clustering results can be challenging due to the
absence of a ground truth, but it is an important step to ensure
the predictions are reliable. One of the most convenient ways of
doing this is to calculate the ESV,247 as described above, but
there are a number of other metrics available to evaluate the
performance of clustering algorithms. The silhouette score (S,
or silhouette coefficient)248 is a metric used to calculate the
consistency of a clustering result, reported in the range from−1
to 1, such that for each data instance:

S ¼ L�M

maxðM;LÞ (23)

where M is the average intra-cluster distance, L is the average
inter-cluster distance, and S is the silhouette coefficient of the
data instance. The silhouette score for the data set S is then
obtained as the average silhouette coefficient over all data
instances. This score measures how similar an instance is to its
own cluster, and higher is always better. Clear and well-
separated clusters have S z 1; similar or poorly separated
clusters have S z 0; and clusters with incorrectly assigned
instances have S z −1. The silhouette score can be calculated
with any distance metric, such as the Euclidean distance or the
Manhattan distance.

The Davies–Bouldin score (DB)249 is dened as the average
similarity measure of each cluster with its most similar cluster,
© 2024 The Author(s). Published by the Royal Society of Chemistry
reporting values greater than 0, where similarity is expressed as
the ratio of within-cluster distances to between-cluster
distances, such that:

DB ¼ 1

K

XK
i¼0

max
jsi

mi þmj

Mi;j

(24)

where K is the number of clusters,Mi,j is the separation between
clusters i and j, and m is the within-cluster scatter. The score is
constrained to be symmetric and non-negative, but no cluster
must be similar to another. Clusters that are well separated and
less dispersed will result in a lower, and therefore better,
score.

The Calinski–Harabasz score (CH, also referred to as the
Variance Ratio Criterion, VRC)250 evaluates the optimal number
of clusters based on the variance, such that:

CHK ¼
PK
i¼1

Nikni � nk2

PK
i¼1

P
x˛ci

kx� nik2
� N � K

K � 1
(25)

where K is the number of clusters, N is the number of instances,
n is the mean of the sample data, ni is the centroid of cluster i, x
is an instance, and ki is the ith cluster. The modula are the L2

norms that can be calculated with the Euclidean distance. Well-
dened clusters have a large inter-cluster variance and a small
intra-cluster variance, so the optimal number of clusters maxi-
mises Calinski–Harabasz value.

An alternative way to evaluate clustering outcomes is to use
a semi-supervised method such as iterative label spreading, as
discussed in Section 7.1.
5.7 Clustering in alloy design

Clustering methods have been used to uncover underlying
patterns in a m number of alloy data sets.139,141,149,154,251 In Al6xxx
alloys, the k-Means algorithm was used for clustering data
following feature reduction via PCA,149 leading to the identi-
cation of ve distinct groups (as shown in Fig. 6). The impact of
feature variations within these clusters on the alloys' properties
was analysed using model-agnostic explanation methods, such
as the LIME algorithm.253 This analysis revealed a negative
inuence of the Mg : Si ratio on mechanical properties, attrib-
uted to the formation of Mg2Si precipitates. This relationship
would have been obscured during a general regression analysis.

In a Mg alloys corrosion data set, k-Means clustering
produced more distinct and separable clusters compared to
affinity propagation and hierarchical clustering, as evaluated by
scoring metrics such as the silhouette score, Calinski–Harabasz
index, and Davies–Bouldin index.154 The k-Means algorithm
identied 8 clusters within the data set. Further analysis
revealed that two of these clusters were characterised by high
Icorr and Ecorr values. Specically, Fe was found to contribute to
corrosion in the alloys of cluster 1, while the presence of Cl was
identied as a contributing factor to corrosion in cluster 2. Once
again, while a general regression analysis may have uncovered
these underlying factors, the clustering is instrumental in
Digital Discovery, 2024, 3, 2396–2416 | 2407
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Fig. 6 k-Means clustering with PCA (a) and without PCA (b). The plot
in (a) demonstrates the benefits of combining k-Means with PCA,
resulting in more distinct clusters compared to using k-Means alone.
Reproduced from ref. 252, with permission from Springer Nature,
Creative Commons Attribution 4.0.

Fig. 7 Dendrogram illustrating the hierarchical clustering of features
used in predicting stacking fault energies in high entropy alloys.
Reproduced from ref. 255, with permission from Elsevier, Copyright
(2023).
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showing that they are likely separate mechanisms affecting
different alloys rather than simply two inuential base metals.

k-Means clustering was used to analyse local variable attri-
butions in the phase classication of multi-principal element
alloys (MPEAs) using a support vector machine.139,141 Notably,
cluster-specic feature importance differed signicantly from
global feature importance. This distinction is crucial because
relying solely on global importance can obscure variables that
are critical for predicting specic phases, potentially leading to
misleading conclusions in multi-class classication tasks.
Integrating cluster-specic insights ensures a more accurate
and targeted MPEA design.

Other clustering algorithms have seen more limited use in
alloy design. DBSCAN has been applied to cluster Kinetic
Monte-Carlo simulation data of Al–Sc alloys, effectively identi-
fying Sc atoms not belonging to precipitates as outliers, which
were then removed before further analysis.254 The dendrogram
resulting from the hierarchical clustering of HEAs, illustrated in
Fig. 7, highlighted that stacking fault energy (SFE) is strongly
inuenced by the Rule of Mixtures (RoM) values for formation
enthalpy, density, and electronegativity.255 Graph-based clus-
tering methods, such as spectral clustering, have not yet been
2408 | Digital Discovery, 2024, 3, 2396–2416
applied to alloy design. However, they have been effectively
utilised to cluster polymers.256–258 For example, spectral clus-
tering successfully identied meta-stable and transition states
in polymer molecular dynamics simulations. A similar
approach could be employed in alloy research to identify meta-
stable precipitates. Other potential applications in alloy
research include microstructure analysis and the identication
of compositional clusters.
6 Outlier detection

Outlier detection is used to identify data instances that deviate
signicantly from the majority of the data. These outliers can
provide crucial insights, reveal errors,259 or indicate novel
phenomena.260 An outlier is an observation that lies at an
unusually large distance from the central tendency or distri-
bution of other values in a data set.261 If xi is a data instance and
m and s represent the mean and standard deviation of the data
set, respectively, then an outlier is typically dened as a data
instance where the distance jxi− mj exceeds a threshold, such as
ks, where k is a constant:

jxi − mj > ks (26)

Outliers can be classied into three types: global outliers
(also known as point outliers),262 which deviate signicantly
from the rest of the data set; contextual outliers,263 which are
considered outliers in a specic context but not necessarily in
the general data set; and collective outliers,261 which are
a collection of data instances that collectively deviate from the
rest of the data set, even if individual points within the group
may not be outliers.
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Visualisation of the two largest principal components of the austenitic stainless steel data set with k-Means clustering applied, indicated by
crosses representing cluster centres. (b) Outliers in the data set are detected using two approaches: the z-score method. Reproduced from ref.
113, with permission from Springer Nature, Copyright (2022).
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The detection of outliers involves different techniques
depending on the type of outlier. Global outliers are typically
identied using statistical methods, such as z-scores264 or
Tukey's fences,265 which ag data instances that signicantly
deviate from the mean or median. Contextual outliers require
understanding the specic context or conditions that dene
normal behaviour; they are oen detected using techniques like
clustering266 or time-series analysis,267 or methods such as
RANSAC (Random Sample Consensus),268 which iteratively ts
models to subsets of the data and identies outliers as those
points that do not conform to the best model. Collective outliers
are more complex and are usually detected through density-
based methods,269 or graph-based approaches,270 which
analyse the relationships and collective behaviour of data
instances.
6.1 Outlying alloys

ML-based outlier detection methods have been employed to
identify shear transformation zones (STZs) in amorphous
alloys, which are challenging to detect experimentally due to
their transient nature.130 Among the methods tested, linear
RANSAC proved to be the most accurate in identifying these
outliers.

Unsupervised learning techniques have also been applied to
identify outliers, as shown in Fig. 8, in data sets of ferritic-
martensitic steels and austenitic stainless steels.113 Initially,
the data set was clustered using PCA and the k-Means algo-
rithm. Outliers were then identied using the Z-score, calcu-
lated as:

Z ¼ X � m

s
(27)

where X is the value of the data instance, m is the mean of the
cluster, and s is the standard deviation. Additionally, clusters
with a low number of alloys were considered as outliers.
Removing these outliers before training a regression model to
predict creep life resulted in a 0.037 increase in test set accuracy
compared to a model trained without outlier removal. While the
decision to remove outliers can be hard when confronted with
small data sets of alloys that were difficult and/or expensive to
produce, this step also increases robustness of the model by
© 2024 The Author(s). Published by the Royal Society of Chemistry
eliminating localised under-tting in regions of the feature
space that are poorly represented. This is particularly important
in metallurgical industries such as additive
manufacturing.271–273

7 Semi-supervised learning

Semi-supervised learning (SSL) is a machine learning eld that
combines supervised and unsupervised learning.274 It uses
a small amount of labelled data alongside a larger pool of
unlabelled data to improve model performance. The core idea
behind SSL is that unlabelled data, when combined with a small
amount of labelled data, can greatly improve the learning
process.275 SSL works on the assumption that the unlabelled
data contains useful information about the structure of the data
distribution, which can help improve the accuracy of predic-
tions.274 Several methods are used in SSL, such as self-training,
where the model labels unlabelled data and retrains itself; co-
training, which involves multiple models working together to
label the data; and graph-based methods, which use the rela-
tionships between data instances to spread labels across the
data set. This approach is particularly valuable when labelling
data is costly or time-consuming, as is oen the case in mate-
rials science.276,277

7.1 Iterative label spreading

Iterative label spreading (ILS)278 is a semi-supervised clustering
algorithm, based on a general denition of a cluster and the
quality of a clustering result, and is capable of predicting the
number and type of clusters and outliers in advance of clus-
tering, regardless of the complexity of the distribution of the
data.131,279,280 ILS can be used to evaluate the results from other
clustering algorithms or perform clustering directly. It has been
shown to be more reliable than alternative approaches for
simple and challenging cases (such as the null and chain cases)
and to be ideal for studying noisy data with high dimensionality
and high variance, as is typical for alloys.

Direct clustering is achieved using this algorithm by initial-
izing one labelled instance and applying ILS to obtain the
ordered minimum distance (Rmin(i)) plot, as described in detail
in ref. 279. The number of clusters can be automatically
Digital Discovery, 2024, 3, 2396–2416 | 2409
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Fig. 9 Identification of clusters using Iterative Label Spreading (ILS): (a) clusters identified during the first iteration of ILS, and (b) clusters identified
during the second iteration of ILS applied to each sub-cluster. Reproduced from ref. 145, with permission fromRoyal Society, Creative Commons
Attribution License.
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extracted by identifying peaks in the Rmin(i) plot (due to density
drops between clusters) that divide the plot into n regions. This
can be automated using a continuous wavelet transform peak
nding algorithm with smoothing over p points. The smoothing
essentially sets the minimum cluster size to identify clusters of
no smaller than p. Alternatively, if clear peaks are present, they
can be identied easily by visual inspection. One instance can
be relabelled in each region (preferably in a dense region, i.e.
several grouped minima) to run ILS again and obtain a fully
labelled data set with n clusters dened. ILS can also be applied
to each individual cluster to conrm that each region is a single
cluster that should not be divided further.

7.2 Semi-supervised learning of alloys

ILS has previously been applied to both metallic particles and
Al6xxx alloys. It has been used to distinguish between two
separable clusters in Pt nanoparticles, with one cluster
comprising exclusively disordered nanoparticles and the other
containing only ordered nanoparticles.128 In aluminium alloys
ILS identied six clusters, as illustrated in Fig. 9a, and was then
able to identify further sub-clusters on a second pass, as
depicted in Fig. 9b. On analysing the alloys within these clus-
ters, it was observed that their mechanical properties varied
within certain ranges. This suggests that specic clusters could
be used for optimisation when the target mechanical properties
are known. The clusters were subsequently demonstrated to be
separable classes using a decision tree classier.281 The novel
classes identied through ILS were then used to enhance the
accuracy of forward predictions by training class-specic
regressors.282 Further optimisation with these class-specic
regressors led to improved aluminium alloy designs compared
to a class-agnostic approach.283 Applying similar workows to
other alloy systems remains an area for future investigation.

8 Summary and opportunities

This brief review suggests that the use of unsupervised methods
in alloy design is on the rise, but researchers may not be taking
2410 | Digital Discovery, 2024, 3, 2396–2416
full advantage of these methods. To date the majority of unsu-
pervised learning for alloy design has focused on preparing the
data for more effectively supervised learning (such as trans-
forming elemental features into principle components), or
capturing established domain knowledge (such as visualising
distributions using manifold learning). With the increase in
data available, there are more opportunities to use unsuper-
vised machine learning methods than supervised learning,
without the added expense of measuring properties. While
machine learning is currently widely employed for tasks such as
dimensionality reduction and clustering, the community has
yet to venture beyond the most simple approaches. Manifold
learning, outlier detection, and semi-supervised learning are all
under-explored. This presents signicant opportunities for
further research and innovation in these areas.

Based on this summary, research in alloy design should
focus on exploring the use of more sophisticated methods to
identify deeper relationships between alloys before moving to
property prediction or inverse design.145,162 Recent research has
demonstrated that the use of clusters identied throughML can
partition the data into more predictable groups and signi-
cantly improve the accuracy of the model for aluminium
alloys.282 Optimising alloy design within smaller clusters is
a more sustainable approach compared to optimising alloys in
the entire search space, as it reduces redundancy and focuses
the models on metals and characteristics that have greater
utility in the domain. Additionally, future opportunities also
include enhancing data integration and diversity, using
a broader range of alloy compositions and processing condi-
tions; and development of advanced unsupervised algorithms
specically tailored for the complexities of alloy systems. This
includes algorithms capable of handling multi-scale284 and
multi-modal data,285 as well as those that can better capture the
non-linear relationships and high-dimensional interactions
that characterise alloy behaviour. The emergence of novel
methods in computer science will also open up new opportu-
nities, including unsupervised representation learning286 (evi-
denced by the rise of large language models287), deep clustering
© 2024 The Author(s). Published by the Royal Society of Chemistry
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algorithms that use neural networks to learn latent represen-
tations of data that improve cluster assignment, graph-based
unsupervised learning288,289 and unsupervised domain adapta-
tion290 using methods in adversarial learning.291 Self-supervised
learning could bridge the gap between supervised and unsu-
pervised learning,292–294 by leveraging methods such as
contrastive learning which focuses on learning by comparing
data samples.295–297 There is also the potential of exploring
hybrid models that combine unsupervised learning with other
approaches to further enhance discovery and optimisation
processes in alloy design.
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163 A. Altmann, L. Toloşi, O. Sander and T. Lengauer,
Bioinformatics, 2010, 26, 1340–1347.

164 K. V. Priyadharshini, A. Vijay, K. Swaminathan,
T. Avudaiappan and V. Banupriya, Mater. Today: Proc.,
2022, 69, 710–715.

165 P.-P. D. Breuck, G. Hautier and G. Rignanese, npj Comput.
Mater., 2020, 7, 1–8.

166 B. Hoock, S. Rigamonti and C. Draxl, New J. Phys., 2022, 24,
113049.

167 H. Abdi and L. J. Williams, Wiley Interdiscip. Rev. Comput.
Stat., 2010, 2, 433–459.

168 S. Schneider, S. G. Schneider, H. M. d. Silva and C. d. Moura
Neto, Mater. Res., 2005, 8, 435–438.

169 H. Xu, C. Caramanis and S. Mannor, IEEE Trans. Inf. Theory,
2012, 59, 546–572.

170 K. Rajan, C. Suh and P. F. Mendez, Stat. Anal. Data Min.,
2009, 1, 361–371.

171 V. Klema and A. J. Laub, IEEE Trans. Autom. Control, 1980,
25, 164–176.

172 B. P. Epps and E. M. Krivitzky, Exp. Fluids, 2019, 60, 1–23.
173 M. Brand, Computer Vision—ECCV 2002: 7th European

Conference on Computer Vision, Copenhagen, Denmark,
2002, pp. 707–720.
2414 | Digital Discovery, 2024, 3, 2396–2416
174 H. Swathi, S. Sohini, Surbhi and G. Gopichand, IOP Conf.
Ser.: Mater. Sci. Eng., 2017, 263, 042082.

175 C. Zhang, R. Han, A. Zhang and P. Voyles, Microsc.
Microanal., 2020, 26, 1722–1723.

176 A. Cutler and L. Breiman, Technometrics, 1994, 36, 338–347.
177 S. Mair and U. Brefeld, 33rd Conference on Neural

Information Processing Systems, Vancouver, Canada, 2019.
178 M. Fernandez and A. S. Barnard, ACS Nano, 2015, 9, 11980–

11992.
179 M. Fernandez, H. F. Wilson and A. S. Barnard, Nanoscale,

2017, 9, 832–843.
180 T. Kohonen, Proc. IEEE, 1990, 78, 1464–1480.
181 C. Bishop, Clarendon Press google scholar, 1995, 2, pp. 223–

228.
182 A. S. Barnard, B. Motevalli and B. Sun,MRS Commun., 2019,

9, 730–736.
183 B. Sun and A. S. Barnard, J. Phys.: Mater., 2018, 1, 016001.
184 P. Wittek, S. C. Gao, I. S. Lim and L. Zhao, arXiv, preprint,

arXiv:1305.1422, 2013, DOI: 10.18637/jss.v078.i09.
185 W. Gardner, R. Maliki, S. M. Cutts, B. W. Muir, D. Ballabio,

D. A. Winkler and P. J. Pigram, Anal. Chem., 2020, 92,
10450–10459.

186 S. Y. Wong, S. L. Harmer, W. Gardner, A. K. Schenk,
D. Ballabio and P. J. Pigram, Adv. Mater. Interfaces, 2023,
10, 10450–10459.

187 S. E. Bamford, W. Gardner, D. A. Winkler, B. W. Muir,
D. Alahakoon and P. J. Pigram, J. Am. Soc. Mass Spectrom.,
2024, 35, 2516–2528.

188 D. Bank, N. Koenigstein and R. Giryes,Machine Learning for
Data Science Handbook: Data Mining and Knowledge
Discovery Handbook, 2023, pp. 353–374.

189 W. Wang, Y. Huang, Y. Wang and L. Wang, Proceedings of
the IEEE Conference on Computer Vision and Pattern
Recognition Workshops, 2014, pp. 490–497.

190 M. Sakurada and T. Yairi, Proceedings of the MLSDA 2014
2nd Workshop on Machine Learning for Sensory Data
Analysis, 2014, pp. 4–11.

191 Q. Meng, D. Catchpoole, D. Skillicom and P. J. Kennedy,
2017 International Joint Conference on Neural Networks
(IJCNN), 2017, pp. 364–371.

192 Y. Wang, H. Yao and S. Zhao, Neurocomputing, 2016, 184,
232–242.

193 E. Ordway-West, P. Parveen and A. Henslee, 2018 IEEE
International Congress on Big Data (BigData Congress),
2018, pp. 205–209.

194 J. Baima, A. M. Goryaeva, T. D. Swinburne, J.-B. Maillet,
M. Nastar and M.-C. Marinica, Phys. Chem. Chem. Phys.,
2022, 24, 23152–23163.

195 S. Fetni, T. Q. D. Pham, T. V. Hoang, H. S. Tran, L. Duchêne,
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