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We study the applicability of the Hammett-inspired product (HIP) Ansatz to model relative substrate binding
within  homogenous organometallic catalysis, assigning ¢ and p to ligands and metals, respectively.
Implementing an additive combination (c) rule for obtaining ¢ constants for any ligand pair combination
results in a cHIP model that enhances data efficiency in computational ligand tuning. We show its usefulness
(i) as a baseline for A-machine learning (ML), and (ii) to identify novel catalyst candidates via volcano plots.
After testing the combination rule on Hammett constants previously published in the literature, we have
generated numerical evidence for the Suzuki—Miyaura (SM) C—C cross-coupling reaction using two synthetic
datasets of metallic catalysts (including (10) and (11)-metals Ni, Pd, Pt, and Cu, Ag, Au as well as 96 ligands
such as N-heterocyclic carbenes, phosphines, or pyridines). When used as a baseline, A-ML prediction errors
of relative binding decrease systematically with training set size and reach chemical accuracy (~1 kcal mol™)

for 20k training instances. Employing the individual ligand constants obtained from cHIP, we report relative
Received 8th August 2024 bstrate binding f | dataset consisting of 720 catalysts (not part of training data), of which 145 fall
Accepted 7th October 2024 substrate binding for a novel dataset consisting o catalysts (not part of training data), of whic a
into the most promising range on the volcano plot accounting for oxidative addition, transmetalation, and

DOI: 10.1039/d4dd00228h reductive elimination steps. Multiple Ni-based catalysts, e.g. Aphos-Ni-P(t-Bu)s, are included among these
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1. Introduction

A combinatorial approach is crucial for efficiently exploring the
vast chemical compound space, facilitating the discovery of new
catalysts,"” materials,®> and drugs* through high-throughput
technologies and systematic variation of components.®”
Despite the existence of programs for fragment screening and
combinatorial library design,*® these applications remain
predominantly experimental, limiting the ability to freely
sample the chemical space.

On the computational front, traditional methods require
separate calculations for each complete compound, which is
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promising candidates, potentially offering dramatic cost savings in experimental applications.

inefficient for large-scale exploration. Efforts to reduce the cost of
discovering new compounds led to the rapid growth of machine
learning (ML),’*** and the combination of experimental and
computational techniques via self-driving labs'>'* are emerging.
The rise of ML has revolutionized this field by significantly
reducing the computational cost of predicting compound prop-
erties compared to ab initio methods such as density functional
theory (DFT), and as pointed out in ref. 14 and 15. In homoge-
neous catalysis, ML techniques such as random forest and linear
regression have been used to predict catalyst reactivity,'*" while
kernel ridge regression (KRR) and neural networks have
successfully modeled binding energies for the Suzuki-Miyaura
(SM) cross-coupling reaction,*®* relevant in drug synthesis.?>>*
Additionally, descriptors, or representations, capturing parame-
ters essential in inferring a system's properties have been
extensively investigated for different models.">** Despite the
advances, these models often require extensive computations for
each catalyst, highlighting the need for a combinatorial strategy
that can efficiently explore the catalyst space by integrating the
contributions of various building blocks, such as ligands and
metals, to optimize performance.**

Linear free energy relationships, such as the Hammett equa-
tion,*** can be harnessed to build models able to partition
systems into fragments, thus eliminating the combinatorial
complexity. Introduced in 1935,*** it has been recognized as
a simple but accurate tool for separating substituent and
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reaction effects on free energy changes. It was first proposed for
benzoic acid derivatives and was subsequently shown to be
generalizable. Applications to heterocyclic compounds,** metal-
ligand complexes,® and structure-reactivity relationships in
cross-coupling reactions®*® have been reported. Improvements to
better account for steric effects also exist, such as the Taft or the
Charton equations.*”** The use of these established parameters
is however hindered by the unavailability of measurements
under consistent conditions for a larger library of substituents.
To overcome this, Sterimol parameters have been developed,
which instead rely on geometric coordinates** and have proved
useful in asymmetric catalysis.*** In contrast, Bragato et al**
introduced a Hammett-inspired product model (HIP) able to fit
parameters to diverse chemistries and properties without the
need for external references or geometries. By establishing an
internal reference, it also allows for the inclusion of diverse
environments for each substituent in the fitting process, result-
ing in more balanced constants. Some of its successful applica-
tions in catalysis include the prediction of adsorption energies of
small carbon molecules.*”

For further partitioning of substituent effects, we turn to
combination rules. The Hammett equation, detailed in the
following section, was developed for singly-substituted
compounds. However, we deal with complexes containing
multiple ligands in organometallic catalysis, so access to the
effect of each ligand and ligand combination is essential. Early
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studies on disubstituted and trisubstituted benzene derivatives
using the Hammett equation indicated additive substituent
effects under minimal steric inhibition of resonance.*® Diverse
combination rules have also been employed for estimating
thermodynamic properties of mixtures.*>~ These include using
the arithmetic mean for pure component properties to estimate
collision diameters® and the geometric mean for potential well
depths® in the Lennard-Jones potential. The harmonic mean is
used for second virial coefficients,* and the sixth-power mean
for rare gas systems.>

In this work, we introduce an approach that partitions the
contributions of the metal and each ligand in organometallic
catalysts using the SM reaction as a test case. This method
facilitates computational ligand tuning through binding
energy predictions and their implementation into volcano
plots. We assess and propose methods for retrieving and
combining individual ligand effects that ensure statistically
stable calculations. The combining rule is integrated into
a HIP model***” (Fig. 1b). Utilizing a dataset of 25k oxidative
addition relative binding energies, we also investigate the
performance of this combination rule-enhanced HIP model
(cHIP) as a baseline for A-ML,** which learns residuals and
further mitigates excessive data needs. Subsequently, we show
how the design flexibility afforded by cHIP can be used to
expand a second, smaller catalyst dataset, DB2, into DB3 and
conduct screening (Fig. 1c).
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Fig. 1 Vision of iterative catalyst discovery. (a) Catalytic cycle of Suzuki—Miyaura C-C cross-coupling for 1,3-butadiene formation with
organometallic catalyst L; - M,, — L; and coupling partner Y (IB(OH)»(O'Bu)I™) for metals M and exemplary ligands L indicated below. (b)
Parameters for combination Hammett Inspired Product (cHIP) model of relative binding energies AE" are fitted for each complex: p for the metal,
and averaged ¢ for ligand combinations. (c) Volcano plot generated by predicting the relative binding energies corresponding to all three

intermediate steps.
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2. Methods and computational details
2.1 HIP model

In the context of homogeneous catalysis, assessing the binding
free energies between catalysts and substrates at each step of
the catalytic cycle aids in screening, as shown by Busch et al.>”
and utilized later in this work. Herein, we multiply the Ham-
mett equation®*** by —RT, where R is the ideal gas constant and
T is the temperature, to approximate changes in binding energy
as a simple product,

K,
AE, = —RTlog (K—””) = 0,0/ 1)
Om

where pp, and o; are constants for the metal m and ligand group
1, respectively. K, and K, are equilibrium constants, with the
subscript 0 designating a reference ligand group. In this work,
a ligand group refers to all the ligands around one central metal
in a complex, and furthermore, we also consider Hammett-
based approximations of DFT-obtained relative binding ener-
gies, i.e. neglecting all thermal contributions.

Although empirical ¢ values for common substituents in the
ionization of benzoic acid derivatives can be found in the
literature, such parameters are absent for many ligands perti-
nent to homogeneous catalysis. Furthermore, caution is war-
ranted when assuming the transferability of these values for
chemistries of different natures.”® Note that in eqn (1), the
necessity of establishing a ligand as a reference is due to the
ligand space being larger compared to metals. The HIP model,
as introduced by Bragato et al.,***” enables the investigation of
similar reactions by extracting linear scaling factors between
them and eliminating reliance on external references. It
comprises the following 3 steps:

2.1.1 Model setup. The model begins with an ansatz
assuming that there exists an offset AE,,,. Then each change in
binding energy can be predicted with

AElm = PmO| + AE‘Om (2)

Furthermore, the binding energy changes can be stored in
a matrix M, where X is the number of metals and Y is the
number of ligand groups,

AE,  AEp AE, AEy
AEy,  AEp AE,, AEyy

M= AEII AEzz AEIm AE}X (3)
AEy, AEy, AEy, AEyy

For each column, the internal reference AE,,, is defined as its
median.

2.1.2 Solving for p. Hammett's equation (eqn (1)) suggests
a linear scaling relationship between energies of complexes
with the same ligands but different metals. An initial set of ps
can then be the pairwise scaling factors c,,, between any two

© 2024 The Author(s). Published by the Royal Society of Chemistry
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columns m and n of M, thereby eliminating reference bias.*®

Pm AElm
Consequently, ¢, = —= X
4 Y Cmn Pn AEln

or

CrnPn — Pm = 0 (4)

Cmn 1s computed as the slope of the line of best fit between all
AE, and AE), for 1 = [ =< Y (see Fig. 2). The procedure adopts

. L5 . . Y
Theil-Sen regression,>* evaluating the median of s = ( 2)

pairwise slopes (AEj, — AEy,)/(AE, — AEy,) for 1 < I<k =Y.
Ordering the slopes in a list S, we get

Ss+17

2

Con = s
S; + s+1

if s is odd.

95

, if s is even.

\S]

This method offers the advantage of being more robust
towards outliers, but it scales quadratically with the number of
data points.Accounting for all permutations of m and n, m # n,
eqn (4) yields an overdetermined system of linear equations Cp
= 0 which can be used to solve for ps. A comprehensive
description of this matrix is provided in the supplementary
informationt section (SI).

2.1.3 Solving for . Subsequently, using the ps and matrix
M entries, we calculate ¢ for each ligand group as

1 X AE/m
g = — 6
X,HZ‘: o (6)

The p of each metal is then refined via another Theil-Sen
regression. The slopes to evaluate in this case are (AEy,, — AEg,)/

AElm

S
|
<

AE,, AE,

Fig. 2 Binding energies for complexes with metals m and n. Each
point represents a distinct ligand combination. The regression line,
obtained through Theil-Sen regression,***9¢° has a slope representing
the median of all pairwise slopes.
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(0 — 0p) for 1 = I < k = Y, and the new p,, is the median slope.
After this refinement, a satisfying level of self-consistency is
reached and further iterations are no longer necessary. In this
work, ¢ is in energy units, and p is considered a unitless pre-
factor.

2.2 Combination rule

In cases where the s of individual substituents are known, one
can assume that an additive combination rule can be used to
retrieve the effects of any combination of them. This idea was
generalized and confirmed already in 1953 by Jaffé who
compiled overwhelming evidence in support of this effect.*®* We
note for this work that conversely individual ligand contribu-
tions can also be inferred as soon as sufficiently many s for
combinations of substituents (groups) are known. We have
exploited the latter idea to first quantify os for individual
ligands via linear regression and to subsequently add them for
estimating os of novel ligand combinations.

In order to reconfirm the validity of this approach we revis-
ited the previously published data. In particular, the effect of
a group of ligands [ is approximated as

Ni
7=>0 o)
i=1

for a multisubstituted system. Here, N; is the number of ligands
in the group /, and o; is the effect of ligand i in a mono-
substituted system. We estimate ¢; with ; by solving the system
of equations

Do = O) (8)

where Dy indicates the number of appearances of substituent J
in compound I, g; contains the sums of substituent effects for
each compound. 7 is the vector of single substituent effects that
can be solved via the linear least squares method.

Results on display in Fig. 3 confirm our expectation that gs of
combinations are additive in gs of single ligands. These exper-
imental constants were obtained from studies on the hydrolysis
of phosphonium salts,** alcoholysis of isocyanates,* and

27a) | 1) »

- o e e Siegel, 1979 7
° 5 2 = Kaplan, 1961 "
g 11 °;’l |e Jaffe, 1953«
f_U [
g &
2 o] & - ,l"
1S z ;
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¢ ¢ *

T T T T T T

1 2 0
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Fig. 3 Test of combination rule for experimentally obtained substit-
uent parameters describing reactions of various chemistries (see text)
published decades ago by Siegel® Kaplan,5? Jaffé.*® Substituent
constants (a) were obtained by (a) summing published ¢, and (b) after
linear regression for each of the three published sets (this work).
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various reactions involving benzoic acids.*®* The datasets
encompassed di- and trisubstituted compounds featuring small
substituents such as Cl, CH;, OCH;, NO,, etc.,, each with
established Hammett parameters. Furthermore, note that the
sums of parameters obtained through linear regression (Fig. 3b)
are consistently closer to the experiments than the sums of
Hammett parameters. This enhanced accuracy of the least
squares method, presumably due to improved regularization
and balancing, suggests its capability to robustly account for
environment-specific synergistic effects, typically absent within
the arbitrarily selected experiments resulting in the initial
Hammett parameters. We also report the performance of other
combination rules in the ESI,{ which revealed less accuracy
than the additive rule.

For estimating relative binding energies to catalyst
complexes in the SM coupling reaction we have first applied eqn
(8) to ligand pairs using the os obtained from HIP as o;. Then,
cHIP predictions, AE®, can be obtained for any ligand pair ij and
catalyst metal m via

AEi/m = AE‘E’m = pma[/ + AE‘Om = pm(di + 0/) + AE‘Om (9)

2.3 A-ML

To compare the above model to existing ML methods, we
adopted an ML approach with Hammett to yield learning curves
by fitting Hammett parameters to a growing training set and
testing on fixed out-of-sample data. To obtain predictions for all
data points, the data was divided into 5 folds, and each was
used as a test set once while training on the 4 others. Due to
varied training set sizes in the cHIP model, certain ligand
combinations present in the test set might be absent from the
training sets, especially with smaller training sets. Hence,
a categorical regression using one-hot encoding was employed
to estimate ¢ values for unknown ligands from known ones.*®
Ligand constants from this step were used only in cases where
they could not be estimated during training.

The cHIP results served as a baseline for A-ML with KRR.”®
KRR, a supervised ML technique initially introduced in chemistry
for learning molecular atomization energies,*”® maps data from
the input space to a feature space and calculates the dot product
of the transformed vectors. The mapped data in this case are the
representations, which contain information derived from the
molecular structure. For a given set of N training instances, the
corrected predictions after A-ML are obtained using

N

AE® = AE° + Z ak(x,,X,) (10)

=1
where the second term is the KRR-predicted residual. x are the
representations and k is a similarity measure between the
training compounds ¢ and the query compounds g, respectively.
These similarity measures were obtained with a Laplacian
kernel (eqn (11)), or a Gaussian kernel (eqn (12)) for computa-
tions using SLATM as a representation.

(xx)) = exp = X2 X) (1)

g

© 2024 The Author(s). Published by the Royal Society of Chemistry
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X, — X, |[,2
k(xi, %) = exp( — |’20,2q”2> (12)

Here, ¢’ is a hyperparameter optimized for every training set
size using grid search, not to be confused with ¢ in the Ham-
mett equation. « is a vector of regression coefficients that is
obtained using

a= K+ ly (13)

where 4 is a regularizer, optimized at every training set size, I the
identity matrix, y a vector containing the training properties,
and K a kernel matrix containing similarity measures between
all compounds in the training set.

2.4 Datasets

Two datasets, both containing relative binding energies relative
to the formation of 1,3-butadiene depicted in Fig. 1a, were used
in this work, as summarized in Table 1.

The first one, referred to as Database 1 (DB1) was obtained
from ref. 20. It contains a total of 91 ligands of types phosphines
(P), N-heterocyclic carbenes (NHC), pyridines (Py), and other
common ligands (Other). Their chemical structures are
provided in the SI. Those ligands were combined with six
transition metals (Ni, Pd, Pt, Cu, Ag, and Au) to form catalysts
having the structure L; — M,, — L;, where L; and L; are ligands
and M,, is a metal, spanning a total set of 25 116 compounds. It
contained relative binding energies relative to the oxidative
addition step in the SM C-C cross-coupling reaction depicted in
Fig. 1a for 4186 L; - L; combinations, each coupled with all 6
metals. The distributions of the energies by metal and by ligand
type combinations, shown in Fig. S1 and S2t respectively,
primarily show that the energies are more strongly correlated
with metals than with ligands.A subset of 7054 geometries in
DB1 was optimized using the AiiDA automated platform® at the
B3LYP-D3/3-21G*** level of theory for the Ni, Pd, Cu, and Ag
complexes, and B3LYP-D3/def2-SVP*® for the Pt and Au
complexes in Gaussian09.* Subsequently, B3LYP-D3/def2-
TZVP”° single-point calculations were performed. The remain-
ing 18 062 energies were predicted by us using a KRR model
trained on the DFT energies using the Many-Body Distribution
Functionals (MBDF)* representation and a Laplacian kernel,
providing full coverage of all ligand-metal combinations at
a reduced computational cost. Three other representations and
kernel combinations were built for comparison, namely
Coulomb Matrix"* and Bag of Bonds (BoB)*® with a Laplacian
kernel, and Spectrum of London and Axilrod-Teller-Muto
potential (SLATM)* with a Gaussian kernel, hence reproducing
Meyer et al.'s work.>® As shown in Fig. 4, the comparison leads to
the conclusion that MBDF, with the Laplacian kernel, yields the
best result.

The second and smaller dataset (Database 2 or DB2) was
obtained from ref. 64 and provides relative binding free ener-
gies for all 3 intermediate steps depicted in Fig. 1a. The values
include unscaled enthalpies and vibrational entropy contribu-
tions. It contains symmetrical complexes, composed of the

© 2024 The Author(s). Published by the Royal Society of Chemistry

Table 1 Overview of all datasets used and predicted in this work, including catalyst and reaction step details. All 108 molecular graphs of ligands are provided in the ESI
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Data origin

7054 from DFT*° + 18 062 from KRR
using MBDF and Laplacian kernel
(this work)

276 from DFT

(92 per reaction step)®*

cHIP (this work)

# of data entries
276
720

25116

Oxidative addition, transmetalation,

Oxidative addition, transmetalation,
reductive elimination

Reaction steps
Oxidative addition
reductive elimination

# of ligands
91, see ESI
16, see ESI
16, see ESI

Ni, Pd, Pt, Cu, Ag, Au
Ni, Pd, Pt, Cu, Ag, Au
Ni, Pd, Pt, Cu, Ag, Au

Metals

Catalyst structure

Li— My — L
ngMmng
Li— My — L

Test combination rule
Catalyst discovery
Novel catalysts

Purpose

B
DB2
DB3
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Fig. 4 Test of ML model used to augment the DFT data in DB1 (Table
1). Learning curves (test error of relative binding energies vs. training
set size) for oxidative addition for different ML methods. L: Laplacian
kernel, G: Gaussian kernel. The augmentation was done using the
MBDF-based model trained on all 7054 DFT training points published
in ref. 20.

2L
0.25k

same 6 metals as in the first dataset and 16 ligands. 10 out of
those 16 ligands were also present in the first one, and the
energies of 4 Cu-based complexes were missing, yielding only 92
complexes per reaction step. The geometries of these complexes
were optimized using M06/def2-SVP**””> in Gaussian09 (ref.
69) while accounting for solvation in tetrahydrofuran using the
implicit SMD model.”

3. Results and discussion
3.1 cHIP on oxidative addition (DB1)

Application of the combination rule to 91 substituent specific as
within cHIP (eqn (9)) resulted in a mean absolute error (MAE) of
~3.4 keal mol ™ for DB1. We note that the naive HIP model (eqn
(2)), which accounts for changes in binding using 91%/2 = 4186
global gs, reached a MAE of ~2.5 kcal mol ™. This increase of
MAE from HIP to cHIP is expected due to the decrease in
dimensionality from the additional layer of approximation
introduced by estimating the combined ligand contributions as
the sum of individual ones. Corresponding scatter plots of 25
116 model predictions versus reference data numbers (used for
fitting) are shown in Fig. 5 and S31 for cHIP and HIP,

2492 | Digital Discovery, 2024, 3, 2487-2496
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Fig. 5 cHIP-predicted changes in binding energies against reference
energies for DB1 (25k compounds) where MAE = 3.4 kcal mol™. Insets
display complexes that deviate most (MAE > r;, 30 kcal mol™?). Atom
colors are gray, blue, white, green, red, orange, silver, dark cyan, and
dark orange for C, N, H, Cl, O, P, Ag, Pd, and Cu, respectively.

-75

respectively. Such predictive power, only on the order of a few
percentage points of the range of the property (see Fig. S1%) is
promising. We note that it is on par with popular density
functional approximations, as well as with previous HIP results
obtained for estimating activation energies in Sy2 reactions.*®

Note how in Fig. 5, no skewing is observed (see also the error
distribution curve per metal in Fig. S5). As displayed as insets,
outliers correspond to varying metals. However, they all have in
common that there is one P ligand. Furthermore, all under-
estimated outliers correspond to catalysts that share the same
ligands, proazaphosphatrane, and 2-fluoropyridine.

Most outliers of the cHIP model (Fig. 5) were also outliers
already for the HIP model (Fig. S31). This suggests that, beyond
the decrease in dimensionality caused by the combination rule,
these shortcomings are likely to be caused by the Hammett
equation's inadequacy in describing those specific ligands. This
inadequacy can only be partly explained by steric hindrance
since the dataset also comprised several bulky NHC ligands
which were not outliers. We also note that since many systems
used for fitting are sterically hindered, some steric effects could
be included in the cHIP parameters.

Performing the regression on subsets according to the
categories of each of its ligands further improved the prediction
accuracy. In Fig. 8, all the cHIP models fitted on the subsets had
lower errors than the full dataset model. These observations
agree with the statement that a Hammett correlation occurs
between closely related species.* They are also in line with the
fact that regression is more difficult the higher the dimen-
sionality.”* As such, cHIP promises to be a useful model for
combinatorially scaling spaces (the combinations of ligands in

© 2024 The Author(s). Published by the Royal Society of Chemistry
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this case) with low-dimensional chemistry-specific properties,
and where limited training instances are available.
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v P-Py % Other-Other ——- Ni
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Fig. 6 Demonstration of cHIP. Oxidative addition relative binding
energies (DB1, see Table 1) are shown as a function of averaged o
obtained from cHIP. For the sake of simplicity, only 5 examples from
each ligand type combination (given as legends) are plotted for each of
the three metals. Lines correspond to cHIP predictions.
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Fig. 7 Test of combination rule for individually obtained substituent
parameters using DB1 (Table 1). Averaged a (cHIP on DB1) vs. reference
o (HIP on DB1) for combinations of ligands i and j. The inset shows the
corresponding error distribution.

© 2024 The Author(s). Published by the Royal Society of Chemistry

View Article Online

Digital Discovery

The individual os were retrieved by applying the combina-
tion rule on the HIP predictions to produce the Hammett plot in
Fig. 6. Moreover, the distinct clustering of complexes by their
central metal and the linear trends in Fig. 6 validate the
adequacy of the partitioning of p and o.

A closer look at the calculation of the individual ¢s for DB1 in
Fig. 7 revealed a MAE of 2.5 kcal mol " between the os from HIP
and cHIP. While an overestimation is usually observed with the
additive rule when summing existing Hammett parameters,*®”*
we have circumvented this by fitting those parameters with
linear regression. The corresponding error distribution of cHIP
os (inset of Fig. 7) illustrates the welcome absence of any bias.

3.2 A-ML

When regressing cHIP onto the entire DB1 (DFT + ML
augmented instances), the prediction error ceases to improve,
leveling off at ~4 kcal mol ™" (see Fig. 8). Note how the offset of
the plateau is located at ~1k training instances which roughly
corresponds to the total number of parameters to fit in eqn (9).
While several physics-based representations, such as CM,*

40

*1  .A-NHC-Other - Py-Py
|: > NHC-NHC & Py-Other
~-¥--P-Py ~@-NHC-Py
204 | i ~@-Other-Other —&—Full
i i H . @ P-P --H--A—ML
?. .e-poOther -B-ML
X+ P-NHC

=
o

MAE (kcal/mol)

0.5k 1k Ak 20k
N

Fig. 8 Mean absolute error of predicting relative binding energies in
the oxidative addition step as a function of training set size. Errors of
cHIP models on subsets (colored) and full DB1 (Table 1) plateau rapidly.
ML corresponds to the KRR/MBDF line shown in Fig. 4. A-ML model
trained on DB1 results with cHIP baseline results in lower offset and
enables convergence to chemical accuracy. Error bars indicate stan-
dard deviations.
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global MBDF,” BoB,*® or SLATM,*” enable KRR models to
systematically improve with training set size (see Fig. 4), DB1
does not contain sufficient DFT instances to allow for conver-
gence lower than 2 kcal mol '. Understanding catalytic yield
relies on thermodynamic quantities for homogeneous catal-
ysis,” where equilibrium constants exhibit exponential scaling
with free energy differences, underscoring the significance of
predicting such changes with chemical accuracy (1 kcal mol ™).
Encouragingly, when combining cHIP as a baseline with
a machine-learned correction, A-ML, the resulting learning
curve on DB1 continues to improve with training set size,
reaching a MAE corresponding to chemical accuracy for ~20k
training instances. The systematically decreasing standard
deviations of the prediction errors in the learning curves are
equally promising, and can be attributed to an increasingly
slimmer error distribution, similar to previously noted trends
for ML models of formation energies of crystals.”®

3.3 Catalyst discovery (DB2)

We have studied the utility of cHIP in catalyst discovery through
volcano plots. For homogeneous catalysis, such plots are built

» 2
. . mpt eCu —Oxi
5// v Pd % Au —-Tra
20 R ® Ni + Ag ---Red
‘_l_.o—.f] D§ vb\’v V¥ v
10{ 77 v :
(_3 ,/,D ’ ’
g Pd(Ace?z \Ni(Pé(t-BU)3)2
T 0@ : |
o -
< [CO-Ni-P(t-B);.”
w20
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ot &
101 °° ,6’)@’ °
0 o Aphos—Ni-gP(t-Bu)a
b) : ?
—40 -20 0

AE oy (kcal/mol)

Fig. 9 Volcano plot: negative relative binding free energies of each
step are plotted as a function of that of the oxidative step (oxi). Ideal
catalysts lie at the top of the volcano and vertical lines represent the
ideal range as identified by Busch et al.%* (a) catalysts sourced from DB2
(Table 1). (b) novel catalysts predicted using cHIP, the 198 most
interesting catalysts lie in between the two intersections of the
transmetalation with either oxidative addition or reductive elimination.
Two inexpensive (Ni-based) catalysts in the optimal regime are indi-
cated by arrows.
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by establishing linear scaling relationships between all the
intermediate steps against a reference step®” using a descriptor
such as the catalyst-substrate binding free energy. This allows
for identifying an ideal range of energies in which only certain
catalysts fall, aligning with Sabatier's principle.”” This strategy
provides a way of screening potential catalysts without kinetic
data. DB2 was used in this phase as it contains relative binding
free energies for all 3 steps.

The fitting of HIP to the entire dataset, illustrated in Fig. 9a,
resulted in MAEs consistently below 3.5 kcal mol ™" for all steps.
Leveraging the effects of 16 single ligands, cHIP successfully
predicted the ligand effects of 120 new ligand combinations.
Pairing these with each of the 6 metals, we predicted relative
binding free energy changes for an additional 720 catalysts,
reported in DB3.

As depicted in Fig. 9b, 198 of the new catalysts lie at the top
of the predicted volcano plot. Among these, 145 displayed
oxidative addition relative binding free energies ranging from
—34.0 to 17.0 kcal mol ™", previously identified as an optimal
range by Busch et al.** This combinatorial approach revealed
several Ni-based catalysts approaching the top of the volcano
after ligand tuning, despite the initially strong-binding nature
of Ni. The discovery of these catalysts, derived from a metal that
is more cost-effective and earth-abundant than the prominent
Pd, is particularly attractive and has been actively explored in
the field over the past decade.*®”® When considering the cost of
the ligands, the most cost-effective catalyst identified by cHIP is
Aphos-Ni-P(t-Bu)s, representing about 67% of the cost of the
least expensive catalyst found in DB2, Pd(Ace),, based on ligand
and metal prices provided by Sigma-Aldrich.” Similar phos-
phine ligands for Ni catalysts have been reported in literature
such as ProPhos® or P(Cy);.*

Notably, the model was able to capture a reasonable trend
across both datasets, despite DB1 lacking solvent effects and
DB2 incorporating implicit solvation. This suggests that the
cHIP model could potentially make equally reliable predictions
when trained on datasets that include explicit solvation effects.

4. Conclusion

Our study demonstrates the efficacy of employing an additive
combination rule with Hammett's equation for computational
catalyst discovery. We have exemplified its applicability to the
prediction and analysis of organometallic complexes relevant to
the catalysis of the Suzuki-Miyaura (SM) cross-coupling reac-
tion. We exploit fitted Hammett parameters obtained from
linear least squares regression across all available ligand
combinations, surpassing the prediction performance of pub-
lished Hammett parameters. Due to its simplicity, this
approach offers significant computational advantages, obvi-
ating the need for geometric coordinates or extensive
computing resources, therefore serving as a quick yet useful
screening tool. It also proves valuable when dealing with
smaller chemical compound subspaces. Furthermore, our
findings illustrate its utility as a baseline for A-ML, reaching
predictive power with chemical accuracy. The ability to separate
ligand pair effects into single ligand effects facilitates the

© 2024 The Author(s). Published by the Royal Society of Chemistry
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exploration of larger catalyst spaces and ligand tuning. This was
demonstrated for a dataset comprising symmetrical catalysts
created through the combination of 16 ligands and 6 metals.
Our model identified 145 new catalyst candidates for the SM
reaction, including some based on Ni implying potentially
substantial cost savings. For example, we identified the phos-
phine ligand-based Ni catalyst, Aphos-Ni-P(t-Bu);, which seems
to fall in line with other reported phosphine ligands. Future
research directions will include further investigation of the
effect of crowding and the specific environments on the ligand
constants, aiming to elucidate the outliers in the model
(phosphorus-containing ligands) and extend this approach to
other catalysts and complexes with more than two ligands.
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