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The integration of artificial intelligence (AI) and chemistry has propelled the advancement of continuous

flow synthesis, facilitating program-controlled automatic process optimization. Optimization algorithms

play a pivotal role in the automated optimization process. The increased accuracy and predictive

capability of the algorithms will further mitigate the costs associated with optimization processes. A self-

optimizing Bayesian algorithm (SOBayesian), incorporating Gaussian process regression as a proxy

model, has been devised. Adaptive strategies are implemented during the model training process, rather

than on the acquisition function, to elevate the modeling efficacy of the model. This algorithm facilitated

optimizing the continuous flow synthesis process of pyridinylbenzamide, an important pharmaceutical

intermediate, via the Buchwald–Hartwig reaction. Achieving a yield of 79.1% in under 30 rounds of

iterative optimization, subsequent optimization with reduced prior data resulted in a successful 27.6%

reduction in the number of experiments, significantly lowering experimental costs. Based on the

experimental results, it can be concluded that the reaction is kinetically controlled. It provides ideas for

optimizing similar reactions and new research ideas in continuous flow automated optimization.
Introduction

The synthesis of active pharmaceutical ingredients (APIs) and
ne chemicals is gradually transitioning from traditional batch
production to more efficient continuous ow production,
driven by continuous manufacturing technology.1–5 Continuous
ow production systems provide smaller reaction systems,
better temperature control, and superior mixing to traditional
batch reactors. Safe, efficient, and sustainable chemical
synthesis is gaining increasing popularity.6–11 The optimization
of continuous ow synthesis processes benets signicantly
from the exible adjustment of parameters.12 However, as
parameter tuning becomes more precise, the search space
expands, resulting in more possible parameter combinations
and increased optimization costs. Traditional methods like
control variable and orthogonal experiment method oen
require many experiments, which can be resource-intensive and
inefficient. Analyzing high-dimensional parameter space poses
challenges for human researchers due to limitations in effi-
ciency and subjective bias. Some response conditions may go
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unnoticed by humans, highlighting the need for new
approaches to assist researchers in obtaining the most suitable
process parameters and analyzing experimental data more
efficiently.13,14 In recent years, the convergence of chemistry and
information science has facilitated the utilization of continuous
ow synthesis for autonomous parameter selection and reac-
tion optimization through programmatic approaches.12 The
optimization algorithm is crucial in this process. Developing
a highly accurate regression algorithm and robust generaliza-
tion capabilities can signicantly improve optimization effi-
ciency and reduce experimental costs. Bayesian optimization,
an uncertainty-driven approach, has become a powerful tool for
optimizing complex objective functions. It is especially effective
in continuous ow synthesis and can be applied to automated
optimization systems.15–26 Bayesian algorithms commonly
utilize Gaussian process regression (GPR) as a surrogate model
to create a posterior distribution based on prior data, enabling
optimization of the objective function through algorithmic
guidance.27,28

In previous cases, some adaptive strategies have been
adopted and applied to acquisition functions. Acquisition
functions calculate the mean and variance through a surrogate
model to determine the next point to explore. The next point to
explore is obtained by balancing the exploitation of the objec-
tive function, the exploration of unknown areas of the space,
and the prediction of risk and uncertainty.29 For instance,
Bourne et al. employed an adaptive expected improvement
strategy when dealing with continuous variable optimization
© 2024 The Author(s). Published by the Royal Society of Chemistry
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problems, while Clayton et al. used the same strategy for mixed
variable optimization.15,30 This dynamically adjusted expected
improvement strategy, achieved by modifying the implicit
binding to the underlying model, allows the model to efficiently
acquire the next target data for acquisition while ensuring
accuracy. Similarly, Dragony's Bayesian optimization tool
utilizes a lower condence bound-based acquisition function,
encouraging the algorithm to explore unknown regions by
adjusting hyperparameters.17,31 These self-optimizing strategies
applied to acquisition functions have been successfully used in
the optimization of continuous ow synthesis. However, adap-
tive strategies for kernel functions, which are the core of GPR
models, are lacking. In previous cases, GPR algorithms oen
employed a single kernel with xed hyperparameters for model
training. Although this approach is effective for reaction opti-
mization, its xed model structure may lead to inaccurate or
inefficient predictions. Therefore, this study explores the
application of adaptive strategies to the model training process,
constructing an adaptive strategy for kernel functions to obtain
a self-optimizing Bayesian optimization algorithm and unleash
more potential between continuous ow synthesis process
optimization and automatic control. To verify the feasibility of
the designed self-optimizing Bayesian algorithm, this study
only adopts adaptive strategies during model training and does
not design acquisition functions. Instead, it directly outputs the
next objective function by traversing sample points throughout
the entire search space.

This study optimizes the continuous ow synthesis process
for nitrogen-containing heterocyclic amides, widely found in
pharmaceuticals, proteins, and functional materials. Pyr-
idinylbenzamide, a vital drug intermediate, was chosen due to
its versatility in synthesizing diverse active compounds, such as
luciferase inhibitors32 and anti-ulcer drugs.33 The synthesis of
pyridinylbenzamide via the Buchwald–Hartwig reaction,
offering higher selectivity and conversion rates, was
demonstrated.34–36 Given the inherent efficiency, safety, and
stability of continuous ow synthesis in producing APIs, it
becomes imperative to integrate the synthesis of pyr-
idinylbenzamide into this methodology. In this study, the
Buchwald–Hartwig reaction was employed for the synthesis of
pyridyl benzamide, efficiently synthesizing pyridyl benzamide
using 2-bromopyridine and 4-methoxybenzamide (anisamide)
as reactants. Gaussian process regression was utilized as
a surrogate model to construct a Bayesian optimization algo-
rithm for predicting yields through regression and outputting
corresponding reaction parameters. By iteratively using
different kernels, combined with n-fold cross-validation and
Bayesian hyperparameter optimization, adaptive strategies were
applied during model training to achieve self-optimization of
the algorithm. Using 14 sets of prior data, optimal process
parameters and yield were obtained aer 15 iterations. Subse-
quently, optimization was performed using 5 sets of prior data
with shorter retention times selected from the initial 14 data-
sets. Remarkably, the same optimization results were achieved
aer 16 iterations. The experiment results indicate that the self-
optimizing Bayesian optimization algorithm performs well with
small-scale datasets and efficiently optimizes process
© 2024 The Author(s). Published by the Royal Society of Chemistry
parameters to achieve a yield of 79.1% while reducing the
number of experiments by 27.6%.

Experimental
Raw materials for experiments

2-Bromopyridine (98% purity), 4-methoxybenzamide (purity
>98%), 1,8-diazabicyclo[5.4.0]undec-7-ene (99% purity)
purchased from Shanghai Aladdin Biochemical Technology Co.
4,5-Bis(diphenylphosphino)-9,9-dimethylxanthene (purity
>98%), palladium acetate (99.9% purity) purchased from
Shanghai Adamas Reagent Co. N,N-Dimethylformamide (AR),
isopropanol (AR) purchased from Tianjin Komeo Chemical
Reagent Co. All reagents were used without additional
purication.

Continuous ow experiments

The experiments were conducted using a Vapourtec R-series
ow synthesizer. The experiments utilized a Vapourtec stan-
dard PFA coil reactor (1 mm ID), connected to a standard
column reactor, R2 pump, and 100 psi backpressure valve, as
shown in Fig. S1.† Positions B and D were equipped with two R2
type pumps. Position P2 contained a standard PFA coil reactor,
while position P4 contained a standard column reactor lled
with 200–300 mesh silica gel. A 100 psi backpressure valve was
added to the end of the line. During the experiments, the so-
ware automatically switched the pipeline using a magnetron
valve. The pipeline was equipped with functions for warming,
cleaning, and product collection. Aer each experiment, the
lled silica gel was replaced, and the pipeline was cleaned with
isopropyl alcohol.

Reaction assessment

The concentration of 2-bromopyridine was tracked using Agi-
lent 1260 innity II HPLC (mobile phase: 90% water, 10%
methanol at 0 min, 100%methanol at 12min, gradient elution).
The samples were analyzed by HPLC aer a 10-fold dilution
with methanol.

Self-optimizing Bayesian algorithm

The Bayesian optimization algorithm uses GPR as a proxy
model and is implemented based on the Python platform using
the scikit-learn library to develop the GPR model, and the
Bayesian hyperparameter optimizer is implemented based on
BayesSearchCV of the scikit-optimize library. Divide all data
into a training set and a test set, where the ratio of the test set is
0.1. The algorithm denes four kernels as radial basis function
kernel (RBF), matern kernel, rational quadratic kernel (RQ), and
DotProduct kernel, and the program iterates through these four
kernels and nally selects the kernel with the strongest gener-
alization ability to make predictions. The Bayesian hyper-
parametric optimizer selects the learning rate and the
maximum number of restarts as optimization objectives, with
the learning rate sampled using logarithmic averaging (alpha
optimization range 1 × 10−2 to 1 × 10−6; n_restarts_optimizer
optimization range 5–20). The number of Bayesian
Digital Discovery, 2024, 3, 1958–1966 | 1959
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hyperparametric optimizer samples is 10, 5-fold cross-
validation is used (4-fold cross-validation for 5 sets of prior
data), the random state is set to 42, and the Bayesian hyper-
parametric optimizer evaluates the model based on the MSE.
Results and discussion
Construction of optimization experiments for continuous
ow synthesis

Ensuring clear lines and continuous liquid ow is essential in
continuous ow synthesis. The Buchwald–Hartwig reaction,
catalyzed by palladium, requires pairing a ligand with a base to
participate in the synthesis. When strong inorganic bases like
NaOH and KOH are used, insoluble halogenated salts will
form,36 thereby hindering continuous ow synthesis. Hence,
soluble organic bases are preferred. 1,8-Diazabicyclo[5.4.0]
undec-7-ene (DBU) has demonstrated effectiveness in the
sequential Buchwald–Hartwig reaction without causing
precipitation,37 making it a suitable choice for this study.
Employing 4,5-bis(diphenylphosphino)-9,9-dimethylxanthene
(xantphos) as a bisphosphine ligand bound to palladium facil-
itates cross-coupling reactions. It has been reported that when
combined with DBU, amide coupling reactions can be carried
out.36 Palladium acetate is a precatalyst in the cross-coupling
reaction and is reduced in situ to a palladium (0-valent) cata-
lyst.38 Dimethylformamide (DMF) is a high polarity aprotic
solvent commonly used in cross-coupling reactions, which can
facilitate this reduction process. In situ generated anionic
complex catalysts are more suitable for existing in polar
solvents.39

The ow synthesis route involves pumping a solution of
bromopyridine, anisamide, palladium acetate, and xantphos in
DMF through one line, while a separate line delivers DBU dis-
solved in DMF at the specied concentration (Fig. 1a). These
two uids were combined using a mixer and then introduced
into a standard PFA coiled tube reactor with a holding capacity
of 10 mL for the heating reaction. Following the PFA coil
reactor, a column reactor lled with silica gel is attached to lter
out palladium from the system and cool it to terminate the
reaction.
Fig. 1 Experiments on the flow synthesis of pyridinylbenzamide. (a)
Platform configuration. (b) Continuous flow reaction path and opti-
mized variables. (c) Bayesian optimized synthesis process flow.

1960 | Digital Discovery, 2024, 3, 1958–1966
The independent variables for optimization included reac-
tion temperature, retention time, and equivalents of anisamide,
DBU, and xantphos, with yield as the objective function
(Fig. 1b). The concentration of palladium acetate, as the catalyst
feedstock for the Buchwald–Hartwig reaction, signicantly
affects the reaction. However, higher concentrations of palla-
dium result in increased costs. Typically, the range of equiva-
lents for palladium catalysts is 2–6 mol%.40 Instead of adjusting
the equivalent of palladium acetate, a lower equivalent of
palladium (3 mol%) was chosen to reduce costs and better
assess the impact of the optimized 5 independent variables on
the reaction. No additional constraints were imposed on the
algorithm to avoid the inuence of manual decision-making on
its optimization. The optimization range was widely set to
maximize yields. More accurate parameter combinations were
obtained by rening the parameter optimization step, resulting
in a parameter space of 257 712 000, consisting of 118× 10× 78
× 20 × 140. The liquid retention time in a standard PFA coiled-
tube reactor with a 10 mL capacity is represented by ‘time’, with
an optimization range of 2–80 minutes and a step of 1 minute.
‘Equiv of anisamide’ represents the equivalents of 4-methox-
ybenzamide, with an optimization range of 1–2 eq. and a step of
0.1 eq. The ‘temperature’ refers to the reaction temperature in
the standard PFA coiled-tube reactor. The optimization range is
30–148 °C with a step of 1 °C. The ‘equiv of base’ is the equiv-
alent of DBU, with an optimization range of 1–3 eq. and a step of
0.1 eq. The ‘equiv of ligand’ is the equivalent of xantphos, with
an optimization range of 6–20 mol% and a step of 0.1 mol%.
The algorithm will search for the optimal parameters within
this parameter space combination.

The optimization ow for the process parameters of ow
synthesis is shown in Fig. 1c. Initially, the GPR model is trained
using a prior dataset. The algorithm then predicts the optimal
yield and corresponding experimental conditions by selecting
the best model based on the minimum mean square error
(MSE). The experimental data obtained are used as parameters
for the next round of ow synthesis experiments, and the actual
experimental yields of the predicted parameters are obtained.
Subsequently, the predicted yield's consistency with the actual
yield is assessed. If the predicted yield matches the actual yield
or the algorithm provides unchanged predictions of the exper-
imental parameters four consecutive times, it will be recognized
as the end of the optimization process. Conversely, the prior
dataset will be updated, and the newly obtained experimental
parameters with the actual yield will be incorporated into the
prior dataset along with the previous experimental data for the
next round of training until the end of optimization. Given the
specic challenges associated with training on small datasets,
a GPR model was chosen for the regression model algorithm.
This choice was complemented by implementing an n-fold
cross-validation method to mitigate the potential drawbacks of
limited training data, which could otherwise undermine the
model's generalization capabilities. Additionally, Bayesian
hyperparametric optimization was utilized to ensure the
model's optimal state, enhancing its generalization ability. The
importance of the kernel as the core component of the GPR
model for model training and prediction is signicant. The
© 2024 The Author(s). Published by the Royal Society of Chemistry
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prediction kernel is chosen from the ergodic radial basis func-
tion (RBF) kernel, the rational quadratic (RQ) kernel, thematern
kernel, and the DotProduct kernel. To the best of our knowl-
edge, at the time of writing, these four kernels encompass all
the options available in the scikit-optimize library for kernel-
based optimization. The selection is based on the MSE crite-
rion. The selected kernel exhibits the most accurate prediction
and the strongest generalization ability for the current dataset.
With this design, the model implements a self-optimizing
function in iterative optimization and data modeling.
Fig. 2 Overview of the overall optimization. Dot line plot of optimized
actual yields versus Gaussian process regression model predicted
yields with the number of experiments for (a) 5 sets and (b) 14 sets of
prior data.
Prior data selection and analysis of optimization results

The selection of prior data is crucial as it directly impacts the
subsequent optimization training process. More prior data
incurs higher costs, but a larger amount of prior data may
reduce the number of subsequent optimization iterations, while
a smaller amount may increase them. However, it is the total
number of experiments that directly affects the overall optimi-
zation cost, and the inuence of the amount of prior data on the
total number of experiments remains unclear.

To verify whether the designed GPR model is suitable for
small sample datasets and to explore the model's adaptability to
even less prior data, we investigate the effects of different
amounts of prior data on the subsequent optimization process
by varying the initial number of prior data points. In previous
cases, methods such as full factorial design, Latin hypercube
sampling, and maximum coverage initialization have oen
been used to design prior data. Adopting such global prior data
design strategies can enhance optimization efficiency and avoid
falling into local extrema traps.

Although better prior data sampling methods facilitate the
optimization process, the algorithm should not rely excessively
on more uniform prior data sampling. In research, scientists
may directly use existing data for reaction optimization.
However, such datamay have issues like missing information or
uneven distribution, making it unsuitable as high-quality
training data. Redesigning experiments for reactions to obtain
high-quality training data inevitably incurs higher experimental
costs. Training with varying quality data poses greater chal-
lenges, but it is more aligned with practical reaction optimiza-
tion goals and cost reduction.

To fully demonstrate the effectiveness of the designed self-
optimization algorithm, adaptive strategies are applied only
during the model training phase, and an acquisition function is
not designed. The optimal experimental parameters are ob-
tained by traversing the entire parameter space within the best
model. This approach aims to test the effectiveness of the self-
optimization algorithm and the feasibility of not using an
acquisition function.

The experiment involved synthesizing under 14 randomly
generated parameter conditions, with yields measured and
used directly as prior data without undergoing iterative
processes. Efficient optimization should also minimize the time
cost in the initial data acquisition phase. Therefore, a further
selection of 5 datasets with the shortest retention time from the
14 sets of prior data was made for comparison in optimization
© 2024 The Author(s). Published by the Royal Society of Chemistry
experiments (refer to Tables S1 and S2†). These 5 datasets may
contain less information about the feature parameters, posing
a challenge for model optimization. The impact of the quantity
of prior data on subsequent optimization is examined by
comparing the results of optimization performed using 14 sets
of prior data with those using only 5 sets of prior data
separately.

The model's predicted values gradually converge to the true
values through successive iterations, a process known as
convergence. However, exceptionally high or low predicted
values may occur during this process. Even if the predicted
value matches the true value at a given point, it may be due to
locally extreme values rather than indicating a globally optimal
solution. The model is considered to be converged only when
the predicted values match the actual values or the same reac-
tion conditions are output for four consecutive times. Fluctua-
tions in the model's predicted yields are normal during this
process. The optimization experiment started with 14 sets of
prior data, running 29 experiments to determine the best
experimental parameters. In comparison, the optimization
experiment started with 5 sets of prior data, running 21 exper-
iments to determine the best experimental parameters (Fig. 2).
Both sets of prior data converged to the same reaction condi-
tions, resulting in an actual yield of 79.1% at a retention time of
80 min, a reaction temperature of 148 °C, an anisamide equiv-
alent of 1.9 eq., a base equivalent of 2.9 eq., and a ligand
equivalent of 19.9 mol%. The inexpensive palladium acetate
catalyst was limited in this process, and no special anaerobic
treatment was applied to the reaction system. The optimal
parameters were efficiently screened out using the constructed
Bayesian algorithm with a self-optimization function, and high
yields were obtained. When conducting reactions of the same
type, the yield is typically observed to range from 10% to 75%,
while our nal yield was achieved at 79.1%.36,41 The synthesis of
pyridinylbenzamide was achieved efficiently in this reaction
without the need for a special palladium catalyst and in a rela-
tively closed environment provided by continuous ow
Digital Discovery, 2024, 3, 1958–1966 | 1961

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dd00223g


Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

2 
A

ug
us

t 2
02

4.
 D

ow
nl

oa
de

d 
on

 1
/2

0/
20

26
 5

:4
5:

33
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
synthesis. Thus, selecting the palladium catalyst and creating
an anaerobic environment are not crucial factors that deter-
mine this reaction.

The convergence process of the algorithm is analyzed. The
initially predicted yield was 111.62% for 14 sets of prior data,
while the corresponding experimental value was 71.6%. For 5
sets of prior data, the initially predicted yield was 366.35%, but
the corresponding experimental value was 21.2% (Tables S3 and
S4†). The initial model predicted a yield exceeding 100% due to
the algorithm not being pre-trained. The discrepancy is attrib-
uted to the limited training data, especially the optimization
with 5 sets of prior data, resulting in a signicant error, poor
generalization ability and inaccurate yield prediction. The
algorithm converged the yield to within 100% in 1 iteration
optimization with 14 sets of prior data, while it required 3
iterations with 5 sets of prior data due to the smaller training
dataset. 14 Sets of prior data were optimized for 29 experiments
over 15 iterations, and 5 sets of prior data were optimized for 21
experiments over 16 iterations. The 14 sets of prior data
required one fewer iteration to optimize than the 5 sets of prior
data, but resulted in 8 more experiments (Fig. 2). Despite the
fewer experiments conducted with 5 sets of prior data compared
to 14 sets, both achieved the same reaction conditions. Having
more prior data can reduce the number of iterations but may
not necessarily decrease the overall experimental costs,
including the construction of the prior dataset. Although the
same experimental conditions were obtained, the predicted
yields are different. With 14 sets of prior data, the nal algo-
rithm converged the yield to 70.22%, whereas with 5 sets of
prior data, it reached 74.09%, while the actual yield was 79.1%.
Although more training data did not improve predictive accu-
racy, and the MSE output during model training did not
signicantly outperform the results obtained from training with
a smaller amount of data, they can output the same experi-
mental parameters, indicating the dynamic adjustment capa-
bilities of the algorithm, allowing for self-optimization during
successive iterations of the optimization process.

Fig. 3 demonstrates the progress of two sets of optimization
experiments. During the design of these optimization experi-
ments, the prior data for both sets were not evenly distributed
across the entire parameter space but were instead concen-
trated in one corner of the space. Taking the 14 sets of prior data
as an example, the prior data only contained experimental
Fig. 3 Buchwald–Hartwig reaction optimization results. (a) Reaction
profile optimized with 14 sets of prior data. (b) Reaction profile opti-
mized with 5 sets of prior data.

1962 | Digital Discovery, 2024, 3, 1958–1966
information with shorter retention times. However, aer the
rst training prediction, the algorithm captured the informa-
tion that longer retention times are benecial for increasing
yield, without limiting the search to the region of low retention
times. As the optimization progressed, the model searched
different corners of the entire parameter space and gradually
identied the impact of various features on the objective func-
tion. The 5 sets of prior data provided less information
compared to the 14 sets, posing a greater challenge for model
training. During optimization with 5 sets of prior data, the
algorithm did not accurately recognize the impact of retention
time and reaction temperature on yield as it did with 14 sets of
prior data. For example, reaction parameters such as lower
temperature and shorter reaction time are provided. Neverthe-
less, as the optimization progressed, the algorithm actively
explored the corners of the parameter space and ultimately
achieved the same optimization results as with 14 sets of prior
data. This also demonstrates the effectiveness of applying an
adaptive strategy to model training. Additionally, even without
using an adaptive acquisition function, the unknown objective
function can be captured by traversing the parameter space
within the model, thanks to our special design of hyper-
parameters during model training.
Logical analysis of self-optimizing Bayesian algorithms

Hyperparameters and kernels are pivotal components in GPR
algorithms. Fixed hyperparameters and a single kernel can
result in poor generalization and undertting when faced with
different training data. To address this issue, a self-optimizing
Bayesian algorithm was developed. In designing the function
for self-optimizing hyperparameters, ‘alpha‘’ and ‘n_restar-
t_optimizer’ were chosen as hyperparameters. ‘Alpha’ is the
value added to the diagonal of the kernel matrix during the
tting process. It guarantees that the computed values form
a positive denite matrix, avoiding potential numerical issues
during the tting process. It can also be interpreted as the
variance of the Gaussian measurement noise associated with
the training observations. Smaller values of ‘alpha’ lead to
better tting of the model's predictions to the new data, as the
kernel function becomes less smooth. Conversely, larger values
of ‘alpha’ result in a smoother kernel function but poorer tting
of the model's predictions to new data. ‘n_restart_optimizer’
represents the number of optimizer restarts utilized to deter-
mine the kernel parameters that maximize the log marginal
likelihood. The GPR model is a non-convex optimization
problem, so that it may become trapped in local minima. The
value of ‘n_restart_optimizer’ affects the number of optimizer
restarts and the model's training time. A larger value may result
in a better global optimal solution, while a smaller value may
lead to local minima. It is important to nd the right balance
between the two. The iterative process of the Bayesian hyper-
parameter optimizer selects the best hyperparameters using
MSE as a criterion to ensure the best algorithmic model is
trained. To address the challenges faced by algorithms during
training on small datasets, the method of n-fold cross-
validation was incorporated into model training. By dividing
© 2024 The Author(s). Published by the Royal Society of Chemistry
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the training data, data utilization was effectively improved, and
a more active role was played in model tuning and hyper-
parameter selection, reducing the impact of overtting or
undertting to some extent. Through the above hyperparameter
settings, it is feasible to shi the traditional adaptive strategy
from the acquisition function to the model training process,
obtaining a model with strong generalization ability during the
training phase.

The kernel function is a crucial element in GPR modeling,
dening the similarity between data points and inuencing the
model's predictive and generalization capabilities. By mapping
the data points in the input space to a high-dimensional feature
space, the kernel function better reects the distances between
the data points and their similarities. In a GPR model, the
algorithm utilizes the kernel function to calculate kernel func-
tion values for each data point. These kernel function values are
then used as inputs to predict the output of new data points.
RBF kernel is commonly used for GPR models. However, when
dealing with higher dimensional data, the distance between
data points may be small, which can result in poor generaliza-
tion ability of the GPR model constructed by the RBF kernel. To
address this issue, we allow the algorithm to iterate through
four kernels during successive training sessions to improve
generalization ability. The RBF kernel, RQ kernel, Matern
kernel, and DotProduct kernel were selected. The algorithm
traverses the four kernels during each training session, utilizing
a different kernel for each training session and testing on a test
set. Ultimately, the algorithm selects the model with the
strongest generalization ability based on MSE and determines
the kernel and corresponding hyperparameters. Fig. 4a shows
the frequency of different kernels becoming the best when
optimization starts with 14 sets of prior data versus 5 sets of
prior data. The RQ kernel is the best performing kernel in both
cases, followed by theMatern kernel and the dot product kernel,
while the traditional RBF kernel performs the worst (Tables S3
and S4†).

The mathematical expression for the RBF kernel is provided
below:

k
�
xi; xj

� ¼ exp

 
� d

�
xi; xj

�2
2l2

!

Fig. 4 Bayesian optimization algorithm. (a) Frequency of using
different kernels in GPR modeling optimization. (b) Flowchart of
running GPR model.

© 2024 The Author(s). Published by the Royal Society of Chemistry
where d(xi,xj) is the Euclidean distance between xi and xj, l is the
length feature parameter.

The mathematical expression for the RQ kernel is provided
below:

k
�
xi; xj

� ¼
 
1þ d

�
xi; xj

�2
2al2

!�a

where d(xi,xj) is the Euclidean distance between xi and xj, l is the
length feature parameter, and a is the mixing scale parameter.
The RQ kernel is a scaled mixture (innite sum) of RBF kernels
with different feature length scales. It gives the rational
quadratic kernel a better generalization ability to nonlinear
relations than the RBF kernel.

The mathematical expression for the Matern kernel is
provided below:

k
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�!

where d(xi,xj) is the Euclidean distance between xi and xj, l is the
length feature parameter, n is the smoothness parameter, G is
the Gamma function, and Kn is the Bessel function. By
controlling the kernel's smoothness, the model can better
generalize and more accurately t the underlying function.

The mathematical expression for the DotProduct kernel is
provided below:

k(xi,xj) = s0
2 + xi × xj

The DotProduct kernel differs from the RBF kernel, the RQ
kernel, and the Matern kernel because it is a non-stationary
kernel. It is parameterized by s0

2 and represented as a dot
product of two vectors. During the algorithm iteration, the most
optimal kernel is selected. The radial basis kernel is preferred
for regression problems due to its lower computational
complexity and focus on calculating feature distances, making
it suitable for high-dimensional data. By adjusting the
smoothness of the radial basis function and combining it with
other radial basis functions of varying scales, the function can
be more accurately tailored to real-world applications.

The algorithm was benchmarked and compared to the
advanced Dragony algorithm. The tests were conducted on
a chemical reaction model based on the Arrhenius equation,
proposed by Jensen et al. (For detailed information, please refer
to the “computerized benchmarking of algorithms” in the
ESI†).17 Different prior data sampling methods were chosen for
the tests, including random sampling across the entire
parameter space, sampling within a localized parameter space,
and Latin hypercube sampling across the entire parameter
space. By optimizing with 10 sets of prior data, it was found that
neither random sampling nor Latin hypercube sampling had
a signicant impact on model optimization. The SOBayesian
algorithm accurately captured the inuence of features on the
model, providing reasonable prediction results. Additionally,
the impact of experimental errors on the model was veried. A
training dataset with a manually introduced 5% error was used.
Digital Discovery, 2024, 3, 1958–1966 | 1963
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Compared to optimization using correct values, SOBayesian
provided the same optimization scheme but with a slight
difference in yield prediction (4.56%). This indicates that the
designed SOBayesian algorithm can, to some extent, mitigate
the inuence of experimental errors. It also demonstrates that
the algorithm is suitable for both precise, fully automated
machine experiments and batch experiments conducted by
researchers for reaction optimization. Furthermore, compared
to the Dragony algorithm, a random seed was set to ensure the
reproducibility of optimization.
Characterization and analysis of reaction parameters

The impact of each feature on the model's prediction and the
effect of reaction parameters on the reaction were analyzed by
calculating the SHAP values for each feature in each sample
(Fig. 5). In both sets of optimization experiments, all ve reac-
tion parameters showed a positive correlation with the increase
in reaction yield. The top three important factors were ‘time’,
‘temperature’, and ‘ligand’, followed by ‘base’, while ‘anisa-
mide’ had the least effect on the reaction. They increase the
reaction temperature and extend the retention time, leading to
higher yields. They are kinetic inuencing factors and domi-
nate, indicating that this reaction is primarily governed by
kinetics. An increased reactant concentration thermodynami-
cally contributes to a positive equilibrium shi and kinetically
enhances the reaction rate. However, the experiment results
show that the increase in anisamide equivalent had a minimal
effect on the reaction yield. It indicates that the concentration of
amide does not signicantly inuence the kinetics of this
Fig. 5 SHAP values for optimization experiments. The mean absolute SH
iteration for (a) 5 sets and (b) 14 sets of prior data. SHAP values of each
mization and for 14 sets of prior data (e) before and after (f) optimization

1964 | Digital Discovery, 2024, 3, 1958–1966
reaction, and the thermodynamic factor of chemical equilib-
rium is not a critical factor in this reaction. It indirectly shows
that, in this reaction, the change in the reaction rate coefficient
greatly inuences the reaction rate. Moreover, increasing the
temperature can enhance the reaction rate coefficient and
consequently boost the reaction rate, aligning with the previ-
ously mentioned notion that temperature is one of the main
inuencing factors of the reaction rate. The equivalence of the
ligand xantphos is another important factor, as xantphos is
used to synthesize the zero-valent palladium catalyst in situ.
Palladium acetate was a precatalyst reduced to zero-valent
palladium by bidentate phosphine ligands (xantphos). The
resulting palladium participated in the coordination process to
form the coupling reaction catalyst. Thus, a higher concentra-
tion of xantphos favored the generation of the catalyst, resulting
in an increased reaction rate. The base equivalent is also posi-
tively correlated with yield. Increasing the base concentration
facilitates the departure of halogen atoms on the aromatic ring,
but there is no signicant benet to improving the yield by
increasing the base concentration. It suggests that the depar-
ture rate of halogen atoms on the aromatic ring is not the
limiting factor for the overall reaction rate in the Buchwald–
Hartwig reaction. Combined with the minimal impact of amide
equivalent on the reaction, it can be concluded that the oxida-
tive addition of aryl halide to the zero-valent palladium ligand is
the rate-determining step in the overall reaction.

The inuence of different sets of prior data on model
training varied. Utilizing 5 sets of prior data for prediction,
reaction temperature, xantphos equivalents, and retention time
AP values of each feature parameter before iteration and after the final
feature parameter for 5 sets of prior data (c) before and (d) after opti-
.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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were found to positively inuence yield, while anisamide and
DBU equivalents had no signicant effect on yield prediction
(Fig. 5c). Following 16 iterations of optimization, each feature
positively affected the yield (Fig. 5d). The initial prediction with
14 sets of prior data showed a negative effect of reaction
temperature and anisamide equivalents on yield. However, aer
15 iterations of optimization, each feature demonstrated
a positive effect on yield prediction, aligning with the perfor-
mance of the nal optimization result starting from 5 sets of
prior data. Less training data may negatively impact the model's
ability to generalize. For instance, training on only 5 data sets
resulted in no discernible impact on anisamide and base
equivalents. Similarly, training with only 14 data sets showed no
effect on base equivalents. However, aer optimization using 21
and 29 sets of data, respectively, both models exhibited positive
effects for all features. The initial prediction using 14 sets of
prior data showed a negative effect of reaction temperature and
anisamide equivalents on yield, attributed to outliers in the 14
data sets, which experimental errors may cause. Ultimately,
each feature had a positive impact because the normal training
data far outnumbers the anomalous training data, enabling
model correction. As optimization progressed, the algorithm
addressed the negative impact of human error in the experi-
ment. However, it is crucial to emphasize the importance of
data quality. High-quality data can signicantly reduce the time
and cost associated with training and optimization, thereby
facilitating the development of an accurate model.

The importance of each feature before and aer optimiza-
tion using 5 sets and 14 sets of prior data was assessed. With 5
sets of prior data, all features exhibited increased importance
aer optimization, indicating a growing contribution of each
feature to the model's prediction as the optimization proceeds,
and the model's ability to t the model improves with the
increase in data. Reaction time contributed the most to the
predictions, followed by reaction temperature. With 14 sets of
prior data, the contribution of the other four features decreased
aer optimization, except for reaction temperature, which
contributed the most at the end of the optimization, followed by
xantphos equivalents. This phenomenon aligns with the results
of parameter optimization.

Algorithms with higher feature contributions will generally
produce higher predicted values during prediction. The GPR
model, constructed by introducing n-fold cross-validation,
hyperparameter optimization, and kernel iteration, is suitable
for regression prediction in small data sets. This model exhibits
good accuracy and generalization ability. In particular,
employing a self-optimizing Bayesian algorithm for optimiza-
tion with 5 and 14 sets of prior data yielded consistent opti-
mization results while reducing the total number of
experiments by 27.6%. This signicant improvement in effi-
ciency can signicantly enhance the optimization of computer-
aided continuous ow processes, unlocking further potential
for subsequent process optimization in continuous ow
synthesis.
© 2024 The Author(s). Published by the Royal Society of Chemistry
Conclusions

Continuous ow synthesis is one of the important means of
synthesizing active pharmaceutical ingredients, and the effi-
cient and rapid optimization of its process parameters has
attracted much attention. To address this issue, a self-
optimizing Bayesian algorithm is proposed. The Gaussian
process regression model, developed for small datasets,
dynamically adjusts its structure, self-optimizes, and performs
as well as or better than current advanced algorithms. By
applying adaptive strategies to the model training process,
performing kernel iterations during previous optimizations,
and integrating n-fold cross-validation with Bayesian hyper-
parameter optimization, the model's generalization ability is
enhanced. The algorithm does not set an acquisition function
and only traverses the entire parameter space during the algo-
rithm, which also avoids falling into local extrema traps. Taking
the Buchwald–Hartwig reaction to synthesize pyridyl benza-
mide as an example, the algorithm is used to optimize its
continuous ow synthesis process parameters. Optimizations
using 14 and 5 sets of prior data, respectively, converge to the
same reaction conditions, and using fewer prior data can
reduce the number of experiments by 27.6%. Under optimal
reaction conditions, the actual yield reaches 79.1%. Overall, our
proposed algorithm provides a reference solution for parameter
optimization in continuous ow synthesis, contributing to the
development of more efficient and sustainable chemical
synthesis processes.
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