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enabled high-quality
electrochemical experimentation

Keiichi Okubo, ab Jaydeep Thik, a Tomoya Yamaguchiab and Chen Ling *a

The rotating disk electrode (RDE) technique is an essential tool for studying the activity, stability, and other

fundamental properties of electrocatalysts. High-quality RDE experimentation requires evenly coating the

catalyst layer on the electrode surface, which relies heavily on experience and currently lacks necessary

quality control. The lack of an adequate evaluation method to ensure the quality of RDE

experimentation, aside from conventional judgment based on expertise, reduces efficiency, complicates

data interpretation, and hinders future automation of RDE experimentation. Here we propose a simple,

easy-to-execute and non-destructive method that combines microscopy imaging and artificial

intelligence-based decision-making to assess the quality of as-prepared electrodes. We develop

a convolutional neural network-based method that uses microscopic images of as-prepared electrodes

to directly evaluate the sample quality. In a study of electrodes used for the oxygen reduction reaction,

the model achieved an accuracy of over 80% in predicting sample qualities. Our method enables the

removal of low-quality samples prior to the actual RDE test, thereby ensuring high-quality

electrochemical experimentation and paving the way towards high-quality automated electrochemical

experimentation. This approach is applicable to various electrochemical systems and highlights the

potential of artificial intelligence in automated experimentation.
1 Introduction

The increasing demand to reduce carbon dioxide emissions in
the pursuit of carbon neutrality has accelerated the adoption of
green technologies to mitigate the reliance on fossil fuels for
energy storage, utilization and transportation.1–3 Electro-
chemical devices such as fuel cells,1–3 water electrolysis,4,5 CO2

electrolysis,6 and ammonia production7 play a pivotal role in
this transition. A critical component in these devices is the
electrocatalyst, which enables electrochemical reactions under
mild conditions with the potential for industrial scalability. In
recent decades, research into electrocatalysts has progressed
and many technically important catalysts have been rationally
developed through the combined utilization of theory, experi-
mentation and, most recently, articial intelligence.8,9 The
close-loop integration of theoretical design, synthesis and
characterization, performance evaluation and machine
learning based data analysis has the potential to fully automate
the search and optimization process, enabling the unprece-
dented discovery of catalyst with superior functionality.10

To fulll the potential of the on-going development and
exploration of electrocatalysts, it is crucial to employ robust and
1555 Woodridge Avenue, Michigan, USA,
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reliable methods that assess true catalytic properties while
minimizing the impact of other factors. The most commonly
adopted technique for this purpose is the rotating disk elec-
trode (RDE) method. A RDE experiment consists of two essential
steps, the electrode preparation and the electrochemical
measurements with the electrode rotated in an electrolyte
solution.11–13 Information about the reaction rate, kinetics and
mechanism can be extracted from the current measured at
applied potentials. As one of the few convective electrode
systems for which the steady-state mechanism has been rigor-
ously solved in hydrodynamic and convective diffusion equa-
tions,14 RDE is used to assess the catalytic activity, clarify
surface adsorbate species, acquire fundamental properties of
the capacitance and electrochemical surface area, and estimate
the redox potentials of catalysts.12,15–17 Due to the advantages of
easy implementation, rapid evaluation and ability to mitigate
the inuence of other transport processes, the RDE method has
become widely adopted for evaluation in many applications
such as oxygen reduction,17–20 oxygen evolution,21,22 hydrogen
oxidation,15,16,23 hydrogen evolution,24 ammonia oxidation,25

urea oxidation,26 alcohol oxidation,27,28 and CO2 reduction.29

One practical challenge in using RDE in electrochemical
experimentation is the preparation of high-quality electrodes.
This is usually accomplished by casting a catalysis ink on a thin
disk electrode. Aer drying, the catalyst powder is dispersed as
a thin coating layer on the electrode. However, as the solvent
evaporates, the capillary ow tends to carry particles towards
Digital Discovery, 2024, 3, 2183–2191 | 2183
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the edge of ring-like patterns instead of forming a thin layer,
famously known as the coffee ring effect in physics. This pres-
ents a signicant obstacle to achieving a perfectly uniform
dispersion. Additionally, extending the ink smoothly to the edge
of the electrode under continuous evaporation complicates
catalyst dispersion.30,31 Consequently, the preparation process
oen yields non-uniformly distributed catalysts. These non-
uniform domains on the electrode can signicantly alter cata-
lytic behavior and ultimately affect the measured results.
Despite the development of multiple methods to improve the
electrode preparation, achieving a thin and uniform catalyst
coating remains a signicant challenge.31–35

The absence of a reliable method to prepare high-quality
disk electrodes underscores the importance of assessing elec-
trode quality. Because the electrochemical measurement
subsequent to the electrode preparation is more time-
consuming and expensive, the direct knowledge of the elec-
trode quality could help save on experiment costs by avoiding
unnecessary testing of poor-quality electrodes, as illustrated in
Fig. 1. Additionally, performing measurements solely on high-
quality electrodes ensures accurate data gathering and anal-
ysis, which is particularly essential for automated experimen-
tation to prevent the contamination of incorrect information.
Currently, this step relies heavily on visual inspection and the
experience and expertise of researchers. Here, we present
a more objective and accurate approach to ensure high-quality
RDE experimentation using machine learning methods.
Specically, we created a convolutional neural network (CNN)
model to assess the quality of the as-prepared electrodes for
oxygen reduction reactions (ORR). The model analyzed the
microcopy images of 85 electrodes and achieved an accuracy of
88% in predicting sample quality. Through the removal of low-
quality electrodes prior to the actual electrochemical measure-
ments, we estimated that the experimental costs could be
reduced by ∼60%. Our method is applicable to various elec-
trochemical systems and demonstrates the great potential of
articial intelligence towards automated experimentation.
2 Method
2.1 Materials

Naon solution as a binder (DE520 CS type) and isopropyl
alcohol were purchased from Fujilm Wako Chemicals. Ultra-
pure perchloric acid (Ultrapur) was purchased from Kanto
chemical. Platinum nanoparticles deposited carbon
(TEC10V30E, TEC10V40E, TEC10V50E, TEC10E30E,
TEC10E40E, and TEC10E50E) were obtained from Tanaka
Kikinzoku Kogyo K.K. Glassy carbon electrodes (HR2-D1-GC5)
and poly-crystal platinum electrodes (HR2-D1-Pt5) were ob-
tained from Hokuto Denko Corporation.
2.2 Electrode preparation and electrochemical tests

Catalysts were dispersed in a Naon solution in a mixture of
isopropyl alcohol and water such that the weight ratio of Naon
against carbon ranged from 0.0 to 1.2. A catalyst-coated elec-
trode was prepared so that the amount of carbon in the catalyst
2184 | Digital Discovery, 2024, 3, 2183–2191
was 20 mg carbon per cm2 by drop-casting on a 5 mm grassy
carbon electrode. Aer the electrode preparation, the top view
of the catalyst-coated electrode was captured by the VHX-7000
microscope from Keyence Corporation. The magnication
ratio was 40–50. Only one image was taken for each individual
electrode.

To conduct the electrochemical test, 0.1 M perchloric acid
diluted with ultrapure water (18.2 mU) was used as the elec-
trolyte. Linear sweep voltammograms were recorded with
a rotating speed from 400 to 2400 rpm in an oxygen saturated
electrolyte. The sweep direction was anodic, and the sweep rate
was 0.01 V s−1.
2.3 Quantifying the electrode quality

To obtain the quality of as-prepared RDE electrode we con-
ducted electrochemical measurements to estimate the Kou-
tecky–Levich slopes from the linear sweep voltammogram
experiments. The Koutecky–Levich equation states that the
electric current from an electrode is determined by the kinetics
of catalytic reaction and the mass transport of reactants, the
latter of which is controlled by the rotating speed.14

1

i
¼ 1

iK
þ

0
BB@

1

0:620nFAD
2
3n

�1
6C

1
CCAu�1

2 ¼ 1

iK
þ kKLu

�1
2 (1)

where i and iK are the measured and kinetic current from the
electrochemical reactions, respectively. n is the number of
moles of electrons transferred in the half reaction. F is the
Faraday constant. D, n and C are the diffusion coefficient,
kinematic viscosity, and the analyte concentration, respectively.
u is the angular rotation rate of the electrode. A is the active
electrode area.

The Koutecky–Levich slope (kKL) encodes the physical prop-
erties of A, D, n and C

kKL ¼ 1:613n�1F�1D�2
3n

1
6C�1A�1 (2)

If the experiment is conducted at sufficiently high reaction
rates, the resistance of the kinetic reaction could be neglected

(
1
iK

in eqn (1)). For example, Fig. 2a shows the measured ORR

sweep voltammogram. The relationship between i−1 at a lower
potential of 0.3 V against the reference hydrogen electrode
(RHE) and u−0.5 passed the origin of coordinates (Fig. 2b) for
three different sized electrodes, suggestion the intercept in eqn
(1) became zero under the measurement conditions. kKL is then
obtained by measuring the current at different rotating speeds

1

i
¼ kKLu

�1
2 (3)

Assuming the experimentation under constant D, n and C,
kKL is only affected by the active area, as shown in Fig. 2c. It
indicates the values of kKL could be utilized to quantify the
uniformity of the catalyst coating on the electrode. In a uniform
coating, the catalyst covers the entire electrode surface so that A
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 A schematic of artificial intelligence enabled high-quality RDE experimentation. Conventionally, the electrochemical measurement is
conducted right after electrode preparation. By incorporation microscopy imaging and machine learning-based decision-making, the quanti-
tative assessment of the quality of electrode could be achieved before the expensive electrochemical experimentation.

Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

4 
O

ct
ob

er
 2

02
4.

 D
ow

nl
oa

de
d 

on
 7

/2
9/

20
25

 5
:5

8:
13

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
h A0= 0.25pd2, where d is the diameter. A non-uniform coating
will generate an active surface less than A0. The uniformity is
therefore quantied as the coverage of catalyst on the electrode
surface

qKL = A/A0 (4)
Fig. 2 Assess the electrode quality through Koutecky–Levich equation
oxygen reduction reaction. (b) Current measured at 0.3 V vs. RHE as a fu
electrode with different diameters.

© 2024 The Author(s). Published by the Royal Society of Chemistry
To obtain the active area from kKL from eqn (2), it is neces-
sary to estimate D, n and C. We consider a platinum electrode
for ORR, for which the entire surface is active and hence the
active area equals to the geometric area. Fitting the data in
Fig. 2c gives
s. (a) Sweep voltammograms of the platinum disk electrode for the
nction of rotating speed. (c) Koutecky–Levich slope for platinum disk

Digital Discovery, 2024, 3, 2183–2191 | 2185
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a ¼ 1:613n�1F�1D�2
3n

1
6C�1 ¼ 0:41 (5)

A = 0.41kKL
−1 (6)

This equation is derived for the ORR in 0.1 M perchloric acid
solution, measured at 0.3 V vs. RHE from the voltammograms
under the rotating speed between 400 to 2400 rpm. By keeping
these conditions unchanged in the measurements, the combi-
nation of eqn (4)–(6) gives

qKL = akKL
−1A0

−1 = 0.52d−2kKL
−1 (7)

It should be noted that the same procedure can be applied
for other electrochemical systems. The coefficient in eqn (7)
should be re-evaluated due to the change of diffusion coeffi-
cient, kinematic viscosity, and the analyte concentration.
2.4 Machine learning

Convolutional neural networks were implemented through the
Keras provided by TensorFlow. The training batch size was 32,
and the number of training epochs was 200. The learning rate
was eventually reduced according to the following regulations.
When the loss of the validation set was not reduced by 10 times
in a row, the original learning rate was multiplied by 0.9. The
Fig. 3 Assessment of the coating uniformities through Koutecky–Levic
examples of three electrodes at 2400 rpm. Insert: microscopic images of
the sweep voltammogram experiments. (c) Histogram of Koutecky–Lev

2186 | Digital Discovery, 2024, 3, 2183–2191
starting learning rate andminimum learning rate were 0.05 and
0.0001, respectively. When the loss of the validation set was not
reduced by 20 times in a row, the learning process was stopped
to avoid overtting. The total data size contained the micro-
scopic photos for 85 unique electrodes. We used the same ratio
of 41 : 18 : 26 for training : validation : testing in all the experi-
ments. Before the data splitting, the whole dataset was
randomly shuffled to remove articial patterns. Binary cross
entropy and Adam were selected as the cost function and the
optimizer for CNN, respectively.
2.5 Quantication of the model performance

We assumed that the RDE method contained two essential
steps: the preparation of electrodes and the electrochemical
measurement. The performance of the model in assisting the
high-quality electrochemical experimentation is evaluated by
calculating the time required for the entire experimental
process. The time for each step is denoted as t1 and t2, respec-
tively. Because electrodes are prepared with varying quality, we
assume the high-quality experimentation is only achievable in
good electrode samples. Assuming the possibility to prepare
a good electrode sample is p0, the time for high-quality experi-
mentation is increased by
h slope. (a) Microscope images and sweep voltammograms of three
the three electrodes. (b) Extraction of the Koutecky–Levich slope from
ich coverage for a total of 85 electrodes.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Dt ¼ 1

p0
ðt1 þ t2Þ � ðt1 þ t2Þ ¼ 1� p0

p0
ðt1 þ t2Þ (8)

The implementation of articial intelligence prior to the
electrochemical experimentation determines positive samples,
either true positive (TP) and false positive (FP), to conduct the
experiments. The time for high-quality experimentation is
increased by

Dt
0 ¼ 1

TP
½t1 þ t2ðTPþ FPÞ� � ðt1 þ t2Þ ¼ 1� Rp0

Rp0
t1 þ 1� P

P
t2

(9)

where R and P are the recall and precision, respectively.
Combining eqn (8) and (9) gives the improved efficiency of high-
quality electrochemical experimentation

h% ¼ ½ �ðPt1 þ Rp0t2Þ þ PRðt1 þ t2Þ�
RPð1� p0Þðt1 þ t2Þ � 100% (10)
3 Results
3.1 Qualitative analysis of the microscopic images

Three examples of catalyst-coated glassy carbon electrodes are
shown in the insert of Fig. 3a. Despite the same procedure being
used to prepare these electrodes, the microscopic images reveal
clear differences in the uniformity of the gray area, which
represents the deposited platinum-based metal nanoparticles.
Sample 1 exhibited a highly non-uniform coating, while
samples 2 and 3 showed better uniformity. The variation of the
Fig. 4 Correlation analysis of the microscopic photos and Koutecky–Le
scopic images. (b) The mean pixel values in the entire raw images and thr
pixel values in different regions. The orange and blue colors represent
threshold, 93.6% in the current study, respectively.

© 2024 The Author(s). Published by the Royal Society of Chemistry
uniformity resulted in appreciably different sweep voltammo-
grams. At 0.3 V vs. RHE, the current delivered by sample 3 was
11% higher than that of sample 1 (Fig. 3a). The quantitative
coating uniformity was assessed by measuring the current
densities at different rotating rates and tting the KL-slope (eqn
(3), Fig. 3b). The calculated qKL revealed an increase of the
coverage of the catalyst layer on the glass carbon electrode from
87.7% to 91.8% and 96.4% for samples 1–3, respectively
(Fig. 3b). Such an agreement conrmed that there was a quan-
titative correlation between the quality of the as-prepared RDE
electrode and the microscopic information.

We extended our study to include a total of 85 electrodes by
varying the choices of catalyst powders, loadings, amounts of
ionomer, and solvents. The same protocol was used to prepare
the electrode and executed by the same experienced researcher.
Despite the efforts to alleviate the difference caused by sample
preparation, the electrode quality displayed a large variation
(Fig. 3c). None of the electrodes showed a perfect coating, with
the highest and smallest qKL in a skewed Gaussian-like distri-
bution being 98.8% and 87.0%, respectively. On average, the qKL
was 93.6% with a standard deviation of 2.8%.

We examined whether the sample preparation protocol
applied in the current study created a non-uniform distribution
of catalysts at a specic location of the disk electrode. The
electrode was segmented into three regions with equal areas:
the inner, middle, and outer part of the disk (Fig. 4a). In the
microscopic images, a low (high) pixel value indicates more
(less) regions with a black color, or equivalently, more (less)
bare-electrode surface in the sample image. As shown in Fig. 4b,
the averaged image pixels did not show any clear difference
vich coverage. (a) Illustration of manual crafted regions in the micro-
ee regions. (c) Correlation between the mean and standard deviation of
electrodes with Koutecky–Levich coverage larger and less than the

Digital Discovery, 2024, 3, 2183–2191 | 2187
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Fig. 5 Machine learning model. (a) Architecture of the convolutional neural network model. (b) Image augmentation process. (c) Influence of
data size on the model performance.
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except for the two samples with low-valued pixels in the inner
region, indicating the distribution of catalyst is largely non-
variant in different regions. This conclusion is further
conrmed by the weak correlation between qKL and the mean
and standard deviation of the pixels in the three regions, as
shown in Fig. 4c. The observation that the mean of the pixels
cannot be directly correlated to the coverage on the electrode
surface highlights the need for a more quantitative method to
establish the actual coverage from the electrode photo, despite
the instructive clues about the sample quality from the visual
inspection of the microscopic photo.36,37

We then employed a convolutional neural network to directly
correlate the qKL information to the microscopic photo of the
disk electrode (Fig. 5a). Our model was designed as a classi-
cation method that identied electrodes with good and poor
qualities.38 We set the averaged qKL, 93.6%, as the threshold to
create balanced positive and negative examples. A coverage
2188 | Digital Discovery, 2024, 3, 2183–2191
higher than 93.6% is tagged as a good electrode and vice versa.
The classication model could effectively distinguish electrodes
with good quality for subsequent examinations. While it would
be possible to predict the value of qKL directly, we did not pursue
this approach in the current work, as knowledge of the coverage
ratio did not provide extra benet in deciding whether to
continue the experiment.

As a data-driven technique, the performance of machine
learning algorithms is strongly inuenced by the size and
quality of the training dataset. The more data fed to the model
usually brings better predicting capability.39 The convolutional
neural network is especially known to be highly data-depen-
dent.40 However, the augmentation of a large dataset through
continuously repeated experiments is time-consuming and
expensive. We used an image preprocessing procedure to arti-
cially increase the dataset (Fig. 5b). The procedure involved
converting the raw microscopic image to grayscale, applying
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Statistical metrics of convolutional neural network models in
classifying electrodes with good and poor sample qualities. The results
are for the testing set only

Training-testing
splitting Accuracy Precision Recall F1 score

1 0.88 1.00 0.75 0.86
2 0.73 0.75 0.69 0.72
3 0.88 0.82 1.00 0.90
4 0.88 1.00 0.80 0.89
5 0.77 0.73 0.85 0.79
6 0.85 0.75 1.00 0.86
7 0.77 0.65 1.00 0.79
8 0.85 0.80 0.80 0.80
9 0.73 0.69 0.75 0.72
10 0.73 1.00 0.59 0.74
Average 0.81 � 0.06 0.82 � 0.13 0.82 � 0.13 0.81 � 0.06
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a Hough transformation to identify the edge of the disk elec-
trode, and segmenting the region of interest accordingly. We
then applied four types of elementary operations (rotating,
ipping, shiing, and shearing) to create articial images. The
augmentation of the dataset allowed us to create a larger and
more diverse training dataset. Fig. 5c shows the effect of data
augmentation on the CNN-model performance. Without data
augmentation, the accuracy of the model was only 54% on the
testing set, indicating that the CNNmodel barely discovered any
patterns beyond random guessing. Aer creating four and nine
articial images for each electrode photo, the accuracy rapidly
increased to 85% and 88%, respectively. Further increasing the
number of articial images marginally affected the accuracy of
the model. To balance the performance and computational
cost, we decided to use nine random operations for data
augmentation in the following studies.

Table 1 summarizes the performance of the CNN-model in
a set of statistical metrics, including accuracy, precision, recall,
and F1 score for 10 random training-testing splitting. Among
these, the accuracy estimates the percentage of correct predic-
tions (true positive and true negative) in all predictions, while
the F1 score takes into account both the precision and recall of
Fig. 6 Assessment of the performance of convolutional neural network
high-quality rotating disk electrode experimentation. The thin lines show
performance.

© 2024 The Author(s). Published by the Royal Society of Chemistry
the classication in the harmonic mean. Both these two values
were above 80%, respectively, indicating the good classication
of sample quality on the testing datasets. We also trained
a support vector machine (SVM) model on the same task as the
baseline comparison. The input of the SVM-model was the
mean and standard deviation of pixel values in the microscopic
images. On average, the accuracy of the SVM model was only
0.59, indicating the classication was only better than a random
guess (accuracy 0.5). The accuracy was improved to 0.73 if the
preprocessed means and standard deviations in the outer,
middle, and inner regions of the electrodes were used as the
input, but still signicantly lower than that from the CNN
classier. The improved performance demonstrated the better
capability of CNN to process image-type information and
handle the complex pattern in correlation with the nal
properties.

To further verify the performance of our method, we con-
structed the receiver operating characteristic curve (ROC) for
each model.39 The ROC curve plots the true positive rate (TPR),
also known as recall, as a function of the false positive rate
(FPR). The TPR is calculated as the percentage of positive cases
correctly categorized as positive out of actual positive cases,
while the FPR is calculated as the percentage of negative cases
wrongly categorized as positive out of actual negative cases. The
ROC curve is obtained by varying the threshold that separates
the positive and negative samples. The area under the curve
(AUC) serves as a quantitative measure of model quality, with
a perfect classication having an AUC of 1 and a model
randomly selecting two states having an AUC of 0.5. As shown in
Fig. 6a, the average AUC of the 10 CNN-models was 0.88 ± 0.07,
further conrming that the CNN method effectively distin-
guished electrode samples of good and bad qualities from their
microscopic photos.

Our CNN-model provided a rapid and non-destructive
method for evaluating the quality of electrodes before per-
forming the RDE experiments. The knowledge of sample quality
can be directly utilized to determine whether the subsequent
experiment should be continued or not, thereby ensuring the
high-quality of electrochemical experimentation. An important
models. (a) Receiver-operator characteristics. (b) Efficiency in assisting
the results for 10 individualmodels. The solid red line shows the average
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function enabled by the CNN evaluation is the ability to avoid
misinterpretation of experimental data caused by poor quality
sample preparation. Samples with poor quality but mis-
classied for subsequent experimentation are false positive
predictions. Therefore, it is essential to evaluate the false
positive score to assess the ability of the machine learning
model to remove bad samples from further experimentation.
Without the machine learning classication, all samples will be
considered as good electrodes, thereby giving a false positive
rate of 0.5. Another important metric to assess the impact of the
CNN-evaluation is the improved efficiency of the RDE experi-
mentation. Fig. 6b shows the time efficiency to collect high-
quality data with the assistance of CNN-evaluation. Assuming
a reasonable time of 1 hour for electrode preparation and 4
hours for the RDE experimentation in a manual experiment, the
average h% was ∼50%. Importantly, such an improvement
seemed to plateau at a low false positive rate of ∼0.15–0.35,
a signicant reduction from the original 0.50 without CNN-
evaluation. Under this range of the false positive rate, the true
positive rate was around 70–90% (Fig. 6a). These results sug-
gested the model could be implemented to remove the majority
of bad electrodes while still keeping a large number of good
electrodes for subsequent experimentation. It should be noted
that the actual efficiency improvement will depend on the
specic experimental task and conditions, and the values re-
ported here are only estimations based on reasonable
assumptions. For instance, assuming a fully automated sample
preparation time of 0.25 hours, the h% was estimated to be
∼80%. Nevertheless, our results clearly demonstrate that the
CNN-evaluation signicantly enhances the efficiency of the
high-quality electrochemical experimentation by avoiding the
effort and time wasted on low-quality samples.

4 Conclusions

In summary, in the current study we propose and demonstrate
a simple, easy-to-execute and non-destructive method for high-
quality electrochemical experimentation. Our approach
combines a microscopy imaging process and articial
intelligence-based decision-making process to remove non-
valuable samples before electrochemical testing to ensure the
subsequent high-quality experimentation of the rotating disk
electrode tests. We demonstrate the entire pipeline, from data
collection, augmentation to model construction and evaluation,
in the analysis of oxygen reduction reaction electrodes. Our
results achieved an accuracy of over 80% to correctly identify
electrodes with good and bad quality and the method was
estimated to improve the efficiency of the entire electro-
chemical experiments by ∼50%. We believe that this method
can be transferred to other electrochemical reactions and
eliminate the discrepancy caused by the uncertainty of sample
qualities. Moreover, our proposed method provides the direct
means of quality control without human intervention, a critical
step towards the implementation of fully automated experi-
mentation. It is therefore believed that our model case could
pave the way toward fully automated material experimentation
in the future.
2190 | Digital Discovery, 2024, 3, 2183–2191
Data and code availability

The code and data developed and expanded upon in this work
can be found at GitHub – chemistryannarbor/Computer-Vision-
Enabled-High-quality-Electrochemical-Experimentation
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Enabled-High-quality-Electrochemical-Experimentation).
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