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Neural networks (NNs) accelerate simulations of quantum dissipative dynamics. Ensuring that these
simulations adhere to fundamental physical laws is crucial, but has been largely ignored in the state-of-
the-art NN approaches. We show that this may lead to implausible results measured by violation of the
trace conservation. To recover the correct physical behavior, we develop physics-informed NNs (PINNs)
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DO!: 10.1039/d4dd00153b that mitigate the violations to a good extent. Beyond that, we propose a novel uncertainty-aware

rsc.li/digitaldiscovery approach that enforces perfect trace conservation by design, surpassing PINNSs.

. Introduction

Open quantum systems are ubiquitous in nature and have
versatile applications across various domains such as loss of
coherence in quantum information," quantum memory,*
quantum transport,® proton tunnelling in DNA* and energy
transfer in photosynthetic systems.” Being a multi-body
problem, the exact characterization of open quantum systems
is not feasible owing to exponential growth in Hilbert space
dimension and a large number of environment degrees of
freedom. However, the problem becomes more tractable by
tracing out environment degrees of freedom Trg(+) or treating
the environment® and/or system within the classical phase
space.”® To investigate open quantum systems, numerous
approaches have been developed so far, spanning from entirely
classical®* to fully quantum methods.”*** While each of these
approaches has been successful in its own right, they are
hampered by many limitations, such as the inability to account
for quantum effects, or demanding significant computational
resources arising from the need of employing a very small dis-
cretization step due to stability constraints. Furthermore, the
comprehensive integration of environmental effects, especially
in highly non-Markovian scenarios, contributes significantly to
the computational overhead.
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Neural networks (NNs) present an efficient approach to learn
complex spatio-temporal dynamics in high-dimensional space.
NNs and other machine learning (ML) methods have proven to
be proficient at predicting future time evolution of quantum
states as a function of historical dynamics.”*” In addition, NNs
can directly predict the future quantum states as a function of
time and/or simulation parameters.>®*

However, a crucial aspect of quantum simulations is
adherence to fundamental physical principles. In simulating
open quantum systems, it is essential for an approach to uphold
the core physical principle of conserving the trace (the sum of
probabilities for all possible states) of the reduced density
matrix (RDM ps), which should always be equal to 1, i.e., Trg(ps)
=1, where Trs represents trace over system degrees of freedom.

Despite the appeal of NNs, existing research on ML-based
simulations of quantum dissipative dynamics has largely
ignored trace conservation.'**"*? To the best of our knowledge,
only one study has mentioned, albeit in the context of a rela-
tively simple system (spin-boson), that ML models, given suffi-
cient data, were able to implicitly learn trace conservation to
a reasonable degree.”* However, we cannot expect that it always
holds, especially in much more complex situations and when it
is difficult to obtain ample amount of data for implicit learning
of the trace conservation. In general, the ML models can
implicitly learn physical laws from the data but if left unchecked
(unconstrained) or applied for situations too far from the
training data, they can also spectacularly fail.

Physics-Informed Neural Networks (PINNs), introduced in
2017, present a promising solution to this problem.***” By
incorporating physical constraints directly into the neural
network architecture, PINNs ensure that the model's predic-
tions adhere to underlying physical laws. This approach has
been successfully applied across various fields, including fluid
dynamics,*®*® seismic inversions in 2D acoustic media,*
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chemical simulations,” quantum dynamics,
structure calculations.*

In this paper, we explore whether NNs inherently conserve
trace and demonstrate that unconstrained models can lead to
unphysical results due to trace violations. To address this, we
develop physics-informed neural networks that significantly
reduce trace conservation violations. However, we find that even
with the integration of physical knowledge, physics-informed
NNs alone are not sufficient. To ensure correct physical
behavior, we introduce an uncertainty-aware hard constraint (U-
aware HC) approach that enforces perfect trace conservation by
design.

The subsequent sections of this paper are structured as
follows. In the “Theory and methodology” section, we establish
the foundational theory of open quantum systems and detail
the various NN models employed in our study, including
physics-agnostic and unconstrained NNs. We highlight the
trace violations by these models and introduce physics-
informed NNs (PINNs). Additionally, we discuss the associ-
ated loss functions used for training these models and intro-
duce the U-aware HC constraint for rigorous enforcement of
physical constraints. Following that, in the “Results and
discussion” section, we present our findings, comparing the
performance of our PINN approach and HC constraint against
existing models. We discuss the effectiveness of these
approaches in enforcing physical laws and achieving accurate
simulations. Finally, in the “Concluding remarks” section, we
summarize our key findings, explore the broader implications
of our study, and outline potential future research directions.

lI. Theory and methodology

Let us consider an open quantum system (S) with n-number of
states coupled to an outside environment (E). The dynamics of
the composite system (S + E) is governed by the Liouville-von
Neumann equation (% = 1)

p(t) = _i[Hap(t)]a (1)

where H and p(¢) represent Hamiltonian and density matrix of
the composite system, respectively. As the composite system is
an isolated system, the dynamics is unitary. Assuming the
initial state of the system and environment is uncoupled (i.e.,
p(0) = ps(0) ® pg(0)), the non-unitary reduced dynamics of the
system can be extracted by taking a partial trace over environ-
ment degrees of freedom, i.e.,

ps(0) = Tre(U(z,0)p(0)U"(2,0)), ©)

where pg(t) is the reduced density matrix (RDM) of the system at
time ¢, Trg is the partial trace over environment degrees of
freedom, and U(t,0)(U%(¢,0)) is the forward (backward) propa-
gation operator in time. While most real-world systems tech-
nically qualify as “open” due to their environment, the immense
complexity arising from all possible environmental interactions
(known as the curse of dimensionality) makes exact theoretical
solutions impractical. In the following, we present a brief theory
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of two broadly studied pedagogical systems: the two-state SB
model and the Fenna-Matthews-Olson complex (FMO)
complex.

SB model: the SB model describes the temporal evolution of
a qubit system (two-state system) interacting with an environ-
mental bath comprising multiple independent harmonic
oscillators. The system's total Hamiltonian, expressed in the
basis of the excited (|e)) and ground (|g)) states, is given by:

H=c¢0.+ Ao, + Zwkblbk + a'_.ch (bz + bk), (3)
% %

where o, and o, are the Pauli matrices, ¢ is the energy bias of the
qubit, and 4 is the coupling strength between states. The
environment's creation and annihilation operators for the kth
mode are b} and by, respectively, with w; being the mode's
frequency. The coupling strength between the system and the
kth environmental mode is denoted by c;. The environmental
influence on the system is characterized by an ohmic spectral
density function with a Drude-Lorentz cutoff:**

J(w) = 2/1#&)72, 0)
with A being the reorganization energy and vy representing the
characteristic frequency or the reciprocal of the environmental
relaxation time, vy = 1/7.

FMO complex: the FMO complex, a trimer in green sulfur
bacteria, plays a crucial role in photosynthesis. Each monomer
in the complex contains chlorophyll molecules that act as
energy transfer sites, typically numbering seven or eight.*> The
energy transfer within an FMO monomer is described by the
Frenkel exciton model Hamiltonian:*®

H= Z |n)e,(n| + Z 1) T (M|

n=1 n#m

N
1 1
=P n2 Y 112 '112 I 5
+;k:l (2 kn T Sk, Or, ) (5)
N N
3 S e Qnlal + 3 Im)hanl,
n=1 k=1 n=1

where N is the number of chlorophyll sites, ¢, is the on-site
energy, and J,, is the coupling strength between sites n and
m. The environmental contribution is represented by Py, and
Qx,», the momentum and coordinate of the kth mode interacting
with site n, with w;, as the mode's frequency. The identity
matrix I ensures dimensional consistency. ¢, is the coupling
strength between the kth mode and site n, and 2, is the reor-
ganization energy for site n.

For our analysis, we utilize the same ohmic spectral density
function with a Drude-Lorentz cutoff as in eqn (4), assuming
a uniform spectral density across all sites.

A. NN-accelerated quantum dissipative dynamics

Within NN framework, learning the time evolution of n-
dimensional RDM can be defined as learning a mapping func-
tion ¥: R™*—R™" which takes a vector of descriptive vari-
ables, xe R and maps it to the corresponding target RDM,
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yeR™". NN approaches for this task can be categorized into two
main types: recursive and non-recursive, depending on how
they handle the descriptor and inference.

Recursive methods. In recursive NN methodologies,*>
a mapping function, denoted as ¥, is employed to predict
future RDMs based on their past history. This approach mimics
traditional quantum dynamics, where the evolution at any given
time explicitly depends on the current state and implicitly on
the past states. Mathematically, a recursive method can be
described as:

Yot {R”"}—=R" such that
q’rec[---a ﬁs(tm—l)7 ﬁs(zmﬂ = ﬁS(thrl)?

where {-} represents a sequence containing the history of
RDMs, denoted as ..., ps(tn_1), Ps(tn)], with n being the number
of time steps and r the dimensionality of the ps. Recursive
methods make predictions iteratively. The predicted RDM (ps)
at time ¢ is added to the history, and the oldest one is discarded
to maintain a fixed-size memory. This updated history becomes
the new input for the next prediction.

Non-recursive methods. Non-recursive methods, as seen in
ref. 28 and 29, learn the mapping function ¥ as a function of
simulation parameters and/or temporal information. The time-
dependent non-recursive method as used in ref. 28, establishes
a mapping function (¥qp) between RDM and simulation
parameters including time ¢. Mathematically:

(6)

Waigp: R” =R’
such that Waion (2, p) = ps(?).

?)

where p is a vector containing simulation parameters (e.g.,
temperature, frequency, coupling strength). This approach
allows for parallel computation of all time steps since the
prediction for each step does not depend on the output of the
previous step. In time-independent non-recursive method-
ology,* the mapping function ¥ gy, predicts the entire trajec-
tory of the RDM for a set of time steps ¢; to ¢ in one go:

WostL: R? >R such that
lIIOSTL(P) = [ﬁs(tl)v bs(l2)7 LS ﬁs(tk)]'

where the descriptor includes only the simulation parameters.

(8)

B. Limitations of existing NNs for open quantum systems:
purely data-driven approaches

In the NN framework, establishing the mapping function ¥
between the descriptor x and its target dynamics can be
approached in two ways: purely data-driven or based on known
physical laws and constraints. Unfortunately, current research,
including our own work,"**** on machine learning (ML)-based
simulations of open quantum systems, relies exclusively on
data-driven approximations of the mapping function ¥. As
a result, these models often fail to capture underlying physical
laws, leading to non-physical RDMs that violate trace
conservation.

Here, we classify purely data-driven NNs into two categories:
“physics-agnostic NNs” and “unconstrained NNs”. Physics-
agnostic NNs are models that are not exposed to the complete
data and thus remain unaware of the underlying physical laws
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and constraints. Unconstrained NNs, in contrast, are exposed to
the entire data but do not incorporate physical constraints in
their loss functions.

To emphasize on the issue of trace-violation by these data-
driven NNs, we show their performance in Fig. 1 with two
examples: the relaxation dynamics within the SB model and the
excitation energy transfer (EET) in the 7-site Fenna-Matthews-
Olson (FMO) complex. As shown, these data-driven models fail
to conserve the trace in both processes. In each case, we utilize
convolutional neural networks (CNNs) and OSTL-based recur-
sive dynamics propagation (Rec-OSTL)

WreeostL: {R77} >R such that
g’Rec-OSTL[“w ﬁs(tm—l)y ﬁs(lm)v P] = [i’s(tl)a bs(t2)7 teey i)s(tk)]~
9)

We use MLQD package®” and train the models on data from
the QD3SET-1 database*® (see Results and discussion section for
details). The training approach mirrors state-of-the-art methods
reported previously.***

In essence, for the physics-agnostic scenario (Fig. 1A and C),
we train individual CNNs for each diagonal RDM element,
employing a loss function that gauges the deviation of NN-
predicted values ;S,rm from their reference counterparts pg,;,:

—— Physics-agnostic NN

A (o
1.014
1.00 +
(O]
% 1.00
© 1.
= 0.99 1
0.99+ SB FMO
0.98
—— Unconstrained NN
B D
1014 _VWN“W
1.00 +
(O]
% 1.00
o UV
= 0.99 1
0.991 SB FMO
r r T 0.98 T T .
0 5 10 15 20 0.00 0.25 0.50 0.75 1.00
time(A) time(ps)

Fig. 1 Trace violations in quantum dissipative dynamics using
machine learning. Panels (A and C) in their respective order illustrate
trace violations in a physics-agnostic scenario for a symmetric SB
model and the 7-site FMO complex, where a CNN is trained for each
state (site). Panels (B and D) demonstrate the improvement achieved
with the unconstrained multi-output CNN for the same two systems.
In all cases, an initial dynamics of length 0.2 (in the respective time
units), with ideal trace conservation, serves as the seed for model
predictions, derived from reference calculations. For the symmetric SB
model, results are shown for an unseen dynamics with a characteristic
frequency y/4 = 9.0, system-bath coupling A//4 = 0.6, and inverse
temperature 64 = 1.0. For the FMO complex, the initial excitation is
considered on site-1, with parameters y =400 cm ™%, 2 =40 cm?, and
temperature T =90 K. Further details on training and prediction can be
found in the Results and discussion section.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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(10)

M 5
Ln = Z (f)s,nn,m - ﬁS.nn,m) ’
m=1
where M is the number of training points and m is the training
point index.

As these models are not exposed to the dynamics of all states,
they lack knowledge of trace conservation. We show that a much
better solution is the unconstrained NN—a single, multi-output
CNN designed to learn all RDM elements, incorporating a loss
function that aggregates errors across all states (sites) (Fig. 1B
and D):

N
gmulti = Z O(an (11)
n=1

However, despite being exposed to the dynamics of all states,
this solution still exhibits minor but noticeable trace violations.
It is important to note that trace violations can be reduced to
some extent with additional training, as demonstrated in Fig. S1
of the ESI.T However, further improvement becomes limited as
the model approaches the point of overfitting. Additionally, our
observations indicate that the improvement in trace conserva-
tion with increasing memory time ¢,, is somewhat unpredict-
able and does not follow a consistent trend. Despite this, there
was a noticeable improvement in the accuracy of the dynamics
predictions, as shown in Table S1.}

C. Our proposed solution: PINNs and beyond

In the preceding subsection, we explored the shortcomings of
the state-of-the-art purely data-driven NNs for simulating open
quantum systems where they often struggle to enforce funda-
mental physical laws like trace conservation. This leads to
inaccurate and non-physical results. To address this limitation,
we first explore PINNs which integrate physical constraints into
the loss function inspired by similar ideas in the literature.*>*
In our case, we include the additional loss term %1, penalizing
the NN for the deviations from the trace conservation:

N
Ppink =@ ) Ly + NP1, (12)
n=1
where
M N 2
‘gTr = Z 1- ﬁS.nn.m . (13)
m=1 n=1

In these equations, we can tune Z,, and the deviations from
trace conservation by weight factors « and 7, respectively. Here
we use « = 2.0 and n = 1.0. Note that the unconstrained NN with
the loss defined by eqn (11) is a special case of the PINN with
a=1.0and n =0.

While PINNs significantly improve trace conservation
compared to purely data-driven NNs, they can still exhibit
minor violations (as we'll demonstrate later). This is because the
physical constraints incorporated within the PINNs loss

© 2024 The Author(s). Published by the Royal Society of Chemistry
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function are typically considered “soft.” In simpler terms,
PINNs are nudged towards satisfying the constraints during
training, but they aren't strictly enforced.*>*

To overcome the limitations of PINNs, we propose a novel
approach that enforces trace conservation by design. This
approach utilizes an U-aware HC (uncertainty-aware hard-
coded) constraint, guaranteeing strict adherence to physical
laws during simulations. Unlike PINNs, the U-aware HC
constraint operates outside of the loss function. This allows for
a more direct and rigorous enforcement of the trace conserva-
tion law, rectifying potential violations during the simulation
process.

The key idea is as follows: after making predictions with
machine learning models, there will inevitably be a deviation
from perfect trace conservation. We can calculate this residual
deviation for each time step as:

ATY(Z) =1- Zﬁs‘nn(l)' (14)

We can redistribute the residual deviations between each
state as:

DS )=Ps ) + W (OATI(2). (15)

Here, we need to make such a choice for state-specific
weighting factors w,, that the trace is one. Also, it should be
statistically motivated. Different states might be predicted with
different uncertainty and for certain predictions we want
smaller corrections (smaller weighting factors). Hence, we also
need state-specific uncertainty quantification (UQ) of NN
predictions. Similar problems were also faced in the prediction
of partial atomic charges predicted by statistical models which
do not necessarily add up to integer values: the suggested
solution also was to redistribute the deviation from the correct
total charge over atoms based on the UQ calculated as the
disagreement between the models in ensemble.>*** This shows
how very different research field can inspire the solutions in the
unrelated field.

Here we introduce a new approach for UQ. We train an
additional, auxiliary multi-output CNN with the same loss
function as the main PINN but we shift the reference values by
a prior p, (we assume that the main PINN model is trained with
prior p; = 0). In other words, we train the CNN on ps + p,J (J is
a unit matrix with all elements 1) with the predictions given by:

PED) = PN (0) — pad. (16)

The UQ metric is given then as the absolute deviation of the

~aux

PSn(t) from the main model predictions:

Dy(t) =

pg?;n(t) - ﬁSann(t)|' (17)

The state-specific weighting factors w, we suggest to obtain
as the normalized distances:

Digital Discovery, 2024, 3, 2052-2060 | 2055
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D, (1)

v . (18)
; Dnn(z)

w,(t) =

The implementation of eqn (15) with the weighting factors
defined with the eqn (18) ensures that Trg(p§c({)) = 1. It's
crucial to distinguish our proposed U-aware HC constraint-
based approach from the conventional trace normalization
technique, ps/Trs(ps), commonly employed in non-trace
conserving traditional methods.

Here's why our proposed U-aware HC constraint approach
stands out:

e Generality: the U-aware HC constraint approach is purely
machine learning-based approach and not limited to trace
conservation. It can be tailored to enforce various physical
constraints across diverse domains within machine learning
studies. For example, it could be used to ensure the preservation
of total charge in simulations of molecular systems, especially
when learning individual charges for each atom.

e Uncertainty-aware correction: the U-aware HC constraint
approach goes beyond simple normalization by incorporating
an UQ metric (eqn (17)) along with a weighting factor (eqn (18)).
This allows for targeted corrections. States (or sites) with greater
uncertainty (deviations) receive larger corrections, while those
with smaller deviations receive smaller adjustments. This
ensures a refined correction process tailored to the level of
uncertainty observed.

[1l. Results and discussion

In this section, we evaluate the effectiveness of PINNs and our
proposed U-aware HC constraint in enforcing trace conserva-
tion during simulations. We compare their performance
against state-of-the-art purely data-driven neural networks
commonly used in open quantum system simulations. For
comprehensive assessment, we utilize two distinct processes as
benchmarks: relaxation dynamics within the spin-boson (SB)
model and the energy transfer process (EET) within the 7-site
FMO complex.

For the SB model, we acquire high-quality training data from
the publicly available QD3SET-1 database.*® This comprehen-
sive database provides pre-computed dynamics using the hier-
archical equations of motion (HEOM) approach.**** The
specific training dataset, denoted by Ds,, consists of 1000
trajectories simulated across a four-dimensional parameter
space encompassing system-bath coupling strength, bath reor-
ganization energy, bath relaxation rate, and inverse tempera-
ture (represented by &/4, A/4, y/4, and (4, respectively). In
similar manner, training data for 7-site FMO complex was also
extracted from QD3SET-1 database. This dataset encompasses
1000 training instances, capturing the dynamics for both
possible initial excitation sites (site-1 and site-6) within the
complex. In the considered data set, the dynamics is propagated
for a range of simulation parameters chosen from a three-
dimensional space Do = (4,v,T). The method used for
propagation is the trace conserving local thermalizing Lindblad

2056 | Digital Discovery, 2024, 3, 2052-2060
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master equation (LTLME)* with the system Hamiltonian
parameterized by Adolphs and Renger.*’

200 87.7 55 59 67 137 99
-87.7 320 308 8.2 0.7 11.8 43
5.5 30.8 0 535 22 96 60
Hy=| 59 82 535 110 -70.7 -17.0 —63.6 |,
6.7 07 =22 =707 270 81.1 13
-13.7 11.8 96 -17.0 81.1 420 39.7
99 43 60 633 -13 397 230
(19)

where the diagonal offset is 12210 cm ™.

For the training process, we adopted OSTL-based recursive
dynamics propagation (eqn (9)) where the RDM pg(t) at each
time step transforms into a 1D vector with dimension M =
number of sites + (2 x number of the upper off-diagonal terms).
As in RDM pg (t) = ﬁ;m(t)(nq&m), only the upper off-diagonal
terms are learned. In addition, the real and imaginary parts of
each off-diagonal term are separated. More details can be found
in ref. 47. The target is multi-time step dynamics which is in the
same shape as the input. Here we predict the dynamics of 20
time-steps in one shot and which is then fed to the model
recursively for the prediction of the next 20 time-steps
dynamics. In all cases, we trained a CNN model, implemented
in the MLQD package” and the uncertainty-aware HC
constraint is incorporated with priors set as (p4, p») = (0, 0.1).

To improve training efficiency, we utilized farthest point
sampling®*°® to select a subset of training trajectories. For both
the symmetric SB model (¢/4 = 0) and FMO complex with initial
excitation on site-1, 400 trajectories were chosen for training,
with the remaining used for testing.

In our study, we trained CNN models with identical archi-
tectures across all four scenarios. The models used for
dynamics propagation yielded nearly identical validation losses,
with approximately 1.2 x 10~ in the SB case and 1.1 x 10~ in
the FMO complex. Introducing trace constraints and adding
a prior do impact computational efficiency. Including a trace
constraint in the loss function increases its complexity, and the
addition of a prior makes the model more challenging to fit,
potentially leading to longer training times.

For example, in our experiments, the unconstrained NN
model for FMO complex reached a validation loss of 1.01 x 10~
at epoch 194. In contrast, the PINN model with the same
architecture achieved a similar loss of 1.62 x 10~ at epoch 785,
and the auxiliary model in the case of PINN with U-aware HC
attained loss of 2.22 x 1077 at epoch 1142. On our machine
(GeForce RTX Nvidia 4090 GPU), each epoch took approximately
1 second, resulting in total training times of 194 seconds, 785
seconds, and 1142 seconds, respectively. While the addition of
constraints and priors increases computational time, the over-
all increase is not significant given the advanced computational
resources available today.

Fig. 2 demonstrates the effectiveness of the PINNs and the
uncertainty-aware HC constraint in maintaining trace

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Trace conservation in NN-based simulations using PINNs and
the uncertainty-aware HC constraint approach. This figure replicates
Fig. 1 (data-driven NN) for SB model and FMO complex, demonstrating
improved conservation with PINNs (panels A and C) and perfect trace
conservation achieved by combining U-aware HC constraint with
PINNs (panels B and D). In the case of SB model, an initial period of t,,4
= 2.0 serves as a seed for the model's predictions and results are
presented for a test trajectory with characteristic frequency y/4 = 9.0,
system-bath coupling /4 = 0.6, and inverse temperature 34 = 1.0.
For the FMO complex, an initial dynamics of t,,= 0.2 ps is provided as
an input and the initial excitation is considered on site-1, with
parameters y = 400 cm™, 2 = 40 cm™, and temperature T = 90 K.

conservation during simulations of quantum dissipative
dynamics for the SB model and the FMO complex. We revisit the
same cases as presented in Fig. 1 for purely data-driven NNs. As
expected, the PINNSs (Fig. 2A and C) shows a significant improve-
ment in trace conservation compared to purely data-driven neural
networks (Fig. 1). However, as previously discussed, PINNs rely on
“soft constraints” within the loss function, which can lead to
minor deviations from perfect trace conservation.

Perfect trace conservation is achieved via the U-aware HC
constraint, as demonstrated in Fig. 2B and D. By explicitly
incorporating this constraint within the PINNs framework, we
maintain perfect trace conservation throughout the simulations
for both the SB model and the FMO complex. This finding
underscores the benefit of enforcing strict physical constraints
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by design, rather than solely relying on the model's ability to
learn physical principles indirectly.

Additionally, we present the corresponding population
dynamics for all four cases in Fig. S2 and S3 of the ESIL.{ To
evaluate the accuracy of each model in dynamics propagation,
we provide the MAE averaged over all time steps for each state
(site) in Table 1. From the MAE comparison, we observe that all
models have tiny errors for populations, so the trace conserva-
tion did not have much impact on the quality of the dynamics in
the studied cases. However, the trace conservation might have
a big impact in the cases where ML struggles to learn and
predict dynamics with such an accuracy. As described above,
the additional computational cost for enforcing the trace
conservation is not that high either, which does not justify the
use of the non-conserving approaches in case they break down
and have even worse behavior than in Fig. 1. In any case, using
trace-conserving approaches can be considered as a good
prophylactic against unphysical behavior.

IV. Concluding remarks

This work addresses the critical issue of trace conservation in
NN-based simulations of open quantum systems. While NN
models are adept at capturing complex dynamics, they often
struggle to maintain fundamental physical principles such as
trace conservation. Our investigation reveals three key findings.

First, purely data-driven NN models, including physics-
agnostic and unconstrained NNs, can effectively capture corre-
lations between state-specific populations. However, they lack
explicit enforcement of physical laws, leading to potential
violations of trace conservation.

Second, PINNSs offer a significant improvement by incorpo-
rating physical knowledge into the loss function. This method
penalizes deviations from physical constraints, enhancing the
accuracy of simulations. Despite this advancement, PINNs still
rely on “soft constraints,” which can result in minor violations
of physical constraints like trace conservation.

Finally, U-aware HC constraint approach addresses the
limitations of PINNs by enforcing trace conservation by design
rather than solely through the loss function. The U-aware HC
constraint utilizes uncertainty quantification techniques to
redistribute residual errors and correct potential trace viola-
tions, ensuring physically consistent simulations throughout.

It is important to note that while we did not explicitly enforce
a positivity constraint in our case-since all diagonal elements

Table1 MAE averaged over all time-steps (0.2-1 ps) for the diagonal elements ps,, in the SB model and FMO complex. In the table, n denotes
the state (site) number, and Avg(n) represents the average MAE across all states (sites)®

SB model FMO complex
n 1 2 Avg(n) 1 2 3 4 5 6 7 Avg(n)
Physics-agnostic NN 4.37 4.20 4.29 2.57 1.39 7.91 1.99 2.06 7.62%* 9.12% 2.51
Unconstrained NN 7.10 7.42 7.26 1.76 2.60 2.34 6.23% 5.91% 6.94% 4.40* 1.29
PINN 6.14 6.10 6.12 3.93 1.13 2.76 2.15 1.55 6.15% 2.17 2.04
PINN + U-ware HC 6.08 6.08 6.08 1.41 1.53 5.22 1.26 1.54 6.73% 2.10 1.96

“ All values are in units of 10™* except for those marked with * which are in units of 10™*.
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remained strictly positive-such a constraint could be incorpo-
rated if necessary.

To conclude, our findings underscore the importance of
integrating well-defined physical constraints into NN models.
The methods developed in this study are broadly applicable and
can be adapted to enforce other essential constraints in various
domains. For instance, in molecular simulations where indi-
vidual atomic charges are learned, our different-prior approach
for uncertainty quantification as well as an approach for redis-
tributing residual error in atomic charges could be used as an
alternative to existing, related approaches®>* for ensuring total
charge conservation. By extending these techniques, we can
improve the fidelity and reliability of NN-based simulations
across a wide range of scientific and engineering applications.

Data availability
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