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molecular structures for infrared spectra†
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Inferring complete molecular structure from infrared (IR) spectra is

a challenging task. In this work, we propose SMEN (Spectra and

Molecule Encoder Network), a framework for scoring molecules

against given IR spectra. The proposed framework uses contrastive

optimization to obtain similar embedding for a molecule and its

spectra. For this study, we consider the QM9 dataset with molecules

consisting of less than 9 heavy atoms and obtain simulated spectra.

Using the proposed method, we can rank the molecules using

embedding similarity and obtain a Top 1 accuracy of ∼81%, Top 3

accuracy of ∼96%, and Top 10 accuracy of ∼99% on the evaluation

set. We extend SMEN to build a generative transformer for a direct

molecule prediction from IR spectra. The proposed method can

significantly helpmolecule library ranking tasks and aid the problemof

inferring molecular structures from spectra.
1 Introduction

Spectroscopy is a branch of science that studies the absorption
and emission of electromagnetic radiation by molecules and
matter. Infrared (IR) spectroscopy produces an infrared spec-
trum – a graph of infrared radiation absorbance or trans-
mittance across a frequency range. The IR spectrum is rich with
molecular information, which spectroscopists can use to
interpret the presence of specic molecular substructures or
functional groups by assessing the peaks. Computer-assisted
structure elucidation (CASE) algorithms showcase promising
capabilities in generating possible molecular structures given
spectroscopy data.1 CASE algorithms are predominantly used
on NMR data due to the large availability of NMR data. CASE
algorithms are not complete on their own, and a synthetic
chemist’s intervention may be required. So far, no concrete
computational solutions exist for obtaining molecular
nd Bioinformatics, International Institute
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the Royal Society of Chemistry
structures from IR spectra. While several elucidating methods
exist for other spectra forms like NMR, the usage of such
techniques for IR spectra is still limited.

Although capable conditional molecule generation methods
have been developed, there is limited success in the spectral
domain. In literature, researchers have proposed a novel
framework that uses Monte Carlo tree search (MCTS) and graph
convolution network (GCN) to build a molecule iteratively given
an NMR spectrum.2 Themajority of the machine learning-based
structure elucidation methods that have been developed are
based on NMR spectra, such as cross-modal retrieval methods
for compound identication using NMR data,3 molecule
ranking using a convolution neural network for featurizing
spectra followed by molecular graph generation algorithms4

and molecular structure prediction from IR and NMR spectra
using Markov Decision Process (MDP) and Monte-Carlo Tree
Search (MCTS).5 Jonas and Kuhn6 provided a machine-learning
method for NMR shi predictions and uncertainty modelling
for efficient structure elucidation tasks. Subsequently, Kuhn
et al.7 propose a convolutional neural network (CNN) based
approach for substructure elucidation on mixtures with just
training on pure compounds.

Fessenden and Györgyi8 proposed one of the early methods
for IR-based structure elucidation that used a simple two-layer
neural network for functional group absence/presence classi-
cation. Subsequently, various traditional methods were
employed for such structure elucidation tasks. Hemmer and
Gasteiger9 proposed a network for generating structure codes
for spectra and use the similarity of the structure codes with
a library of codes for 3D structure elucidation. Wang et al.10

showcased that support vector machines (SVMs) are capable of
functional group classication on 16 different functional
groups. Nalla et al.11 leveraged the use of domain-specic
information and a rule-based method (obtained using expert
knowledge) for machine learning-aided structure elucidation
using K-Nearest Neighbors (KNNs), Random Forest Classiers
(RFCs), Multi-Layer Perceptrons (MLPs) and SVMs. One of the
recent methods involved the usage of the CNN network for
Digital Discovery, 2024, 3, 2417–2423 | 2417
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Fig. 2 Example of spectra obtained after broadening.
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functional group classication.12 All these results highlighted
the potential of the usage of machine learning methods for
automatic structure elucidation. Current literature suggests
that most of these methods are limited to substructure eluci-
dation. Alberts et al.13 proposed transformer encoder–decoder
architecture for molecular structure elucidation. Ellis et al.14

proposed a Q-Learning-based approach to build a molecule
step-by-step from the IR spectrum.

CLIP15 provided a contrastive learning approach for effec-
tively connecting two different modalities (images and text) and
justied the usage of the embeddings for zero-shot classica-
tion. Khandelwal et al.16 showcased the quality of CLIP's
representation learning capabilities for vision tasks. In this
work, we propose the Spectra and Molecule Encoder Network
(SMEN); we take an approach to optimize the contrastive loss
between the molecule embeddings and spectra embeddings
(Fig. 1). This leads to an accurate representation of molecules
and spectra in a high-dimensional latent space, where a mole-
cule and its spectra have high cosine similarity. SMEN achieved
the Top 1 accuracy of ∼81%, Top 3 accuracy of ∼96%, and the
Top 10 accuracy of ∼99% against test spectra. This showcases
the molecule-spectra scoring capabilities of the proposed
method. In addition to this, we build a decoder model, SMILES
Decoder (SD), that can generate Simplied Molecular Input
Line Entry System (SMILES) strings from this high dimensional
latent space. Using SD coupled with SMEN (SMEN–SD), we show
that we can make one-shot IR-to-molecule predictions with
promising accuracies.
2 Methods
2.1 Dataset

For this study, we have calculated the infrared spectrum for
molecules present in the QM9 (ref. 17) Dataset, Version 2.18 The
dataset consists of small molecules with less than 9 heavy atoms
Fig. 1 SMEN: Spectra and Molecule Encoder Network architecture. (1)
encoder and spectra encoder, respectively. (2) Contrastive optimization
similarity between the ith molecule and jth spectra. (3) Ranking of all the

2418 | Digital Discovery, 2024, 3, 2417–2423
per molecule. The molecules consist of 5 types of atoms:
hydrogen, carbon, oxygen, nitrogen, and uorine. We computed
the IR spectra for each molecule using the Gaussian 09 (ref. 19)
toolkit. First, we used B3LYP density functional methods with
a 6-31g(2df,p) basis set in the gas phase for geometry optimi-
zation and vibrational spectra calculation. This results in line
spectra, which were broadened to mimic the actual gas phase
spectra using the peak broadening function described in
Chemprop-IR20 to mimic the experimental IR. The intensities of
the resulting spectra are binned with a bin-width of 2 cm−1 in
the spectral range from 400–4000 cm−1 to obtain the nal 1801
length representation. An example of a line spectrum and the
broadened spectrum for a sample molecule is shown in Fig. 2.
Using the above settings, we obtained 121 944 chemically valid
molecules (out of 133 885) and their corresponding spectrum
aer discarding molecules, which resulted in errors in the
Gaussian toolkit.

The idea is to bring two different modalities, IR spectra and
3D molecules, to a unique embedding space such that a mole-
cule and its spectra essentially have extremely similar embed-
dings. This similarity measure can then be used as
a quantitative metric for scoring a library of molecules against
spectra or vice versa. A molecule encoder that can learn high-
Batch of molecules and spectra pairs are featurized using molecule
for maximizing the diagonal in the product matrix, Si,j indicating the
molecules against a target spectra by Si,j.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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level features relevant to spectral properties and a spectra
encoder for a high dimensional representation of the spectra
are needed to achieve this. The architectures and the dataset
used for meeting the above needs are described in the subse-
quent sections.
2.2 Spectra encoder

For this study, we split the original spectra into windows or
patches similar to splitting an image in vision transformers,21

which is fed to the transformer encoder model, followed by
a fully connected network. This is because transformers have
shown incredible representation learning capabilities on
sequence-based and signal-like data such as text, audio,22

ECG,23 speech, etc. We expect transformers to work incredibly
well for IR because of their “attention” mechanisms, which
allow these models to prioritize or attend to specic peaks and
valleys in the spectrum for efficient structure elucidation, since
all regions in the spectra are not equally important for deter-
mining the molecular structure. The complete spectra encoder
model architecture is showcased in ESI S2.1.† We used a trans-
former network with 7 attention heads and 5 transformer
encoder layers. Further information on implementation details
and the model are provided in ESI S2 and S3.†
Table 1 Top K scores for scoring Test set molecules and entire QM9
molecules (Full) against test set spectra

Top-1 Top-2 Top-3 Top-5 Top-10

Test set 94.1% 98.8% 99.3% 99.6% 99.8%
Full set 81.4% 93.0% 96.1% 98.1% 99.3%
Chemprop-IR Full set 74.2% 83.9% 87.1% 89.7% 91.9%
2.3 Molecule encoder

The molecular data in the QM9 dataset contains the 3D posi-
tions of each atom and one-hot node embeddings, which can be
used to construct a 3Dmolecular graph. Chemprop24 showcases
the capabilities of Message Passing Neural Networks (MPNNs)
for featurizing molecules. Chemprop-IR20 builds upon this for
featurizing molecules to predict the spectra, indicating the
strength of GNN-based models to capture molecular substruc-
tures necessary for correlating to spectral features. Equivariant
Graph Neural Networks (EGNNs) are superior to simple 2D
GNNs due to their capabilities for encoding 3D structures and
spatial composition of atoms, benetting both from the
message passing aspects and 3D constitutional information.25

Additionally, the authors validate EGNN capabilities on the
QM9 dataset, which makes it more convenient for our use case.
Thus, we believe that EGNNs would be an ideal choice for
encoding spectra features. For processing the QM9 molecules
and implementation of EGNN, we used the code base provided
in https://github.com/vgsatorras/egnn.25 Implementation
details are provided in ESI S2 and S3.†

The broad objective is that given a batch of molecules and
spectra, the paired molecule encoder and spectra encoder
(SMEN) are trained to maximize the cosine similarity of the
original pairs and minimize the cosine similarity between the
embeddings of non-pairs to obtain a multi-modal embedding
space. To achieve this, we optimize the cross entropy loss on the
matrix product of both the embeddings for a batch, similar to
the approach taken in CLIP26 for images and text. The entire
pipeline is shown in Fig. 1. ESI S2 and S3† provide additional
information on model architectures and training. Code and
data used for this study are available in ESI S1.†
© 2024 The Author(s). Published by the Royal Society of Chemistry
3 Results and discussion

Aer training the network, given a list of molecules and spectra,
we rst use SMEN to compute the embeddings for both mole-
cules and spectra. The embeddings obtained are unit normal-
ized (refer to ESI S4† for visualization of embedding space), and
cosine similarity of the target spectra embedding with all the
molecule embeddings is computed (referred to as score in
subsequent sections). The molecules are ranked according to
this computed score. If the target molecule exists in top-k ranks,
it will contribute to top-k accuracy. We used Chemprop-IR 20 on
the QM9 dataset as the baseline for comparison (refer S7†). For
evaluating the ranking capabilities, we rank the entire QM9
dataset including both train and test set molecules against test
spectra (referred to as Full set), and just the test set molecules
against test set spectra (referred to as Test set). We report the
top-k accuracies in Table 1. The results showcase the potential
of the proposed method in scoring molecules against spectra.
The top-k scores are very high on the test set (in contrast to the
Full set) because, as we keep on increasing the no. of molecules
that are screened, the probability that a molecule whose
embedding is closer to the target spectra in the embedding
space increases (either due to molecule similarity or spectral
similarity or an inaccurate embedding). Even if the correct
molecule is not ranked the highest, it will likely end up at the
top, as indicated by high top-10 accuracies. Sometimes, two not-
so-similar molecules may have similar spectra, which can drop
the top-k scores for some ranks, as illustrated in Fig. 3. Refer to
ESI S5† for more examples. The score alone can act as a good
enough metric for quantifying the relationship between
a molecule and spectra. The distribution of scores for different
ranks of molecules and spectra are provided in Fig. 4.

3.1 Effect of window size

One interesting parameter we use to featurize the IR spectra is
patch size. This determines the resolution of the spectral data
fed into the transformer model. We experiment with various
window sizes for window size w ˛ [3, 5, 7, 9, 11, 13, 15] with
a smaller network. Although we do not notice any specic trend
in performance, a window length of 7 worked the best for our
case. We expected the accuracy to be higher for smaller window
lengths due to their higher resolution, but that was not the case.
We believe that a window length of 7 here can capture relevant
spectral features with sufficient detail (Fig. 5).

3.2 Effect of batch size

Several studies have shown the signicance of batch size as
a parameter for contrastive learning tasks.27 Following the same
Digital Discovery, 2024, 3, 2417–2423 | 2419
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Fig. 3 Examples are taken from the Top 3 molecules for two different target spectra. The original molecule and Rank 1 molecule are not very
similar (they have similar functional groups C]O, R–O–R, OH, and NH) in both examples, but their spectra are similar. This illustrates that the
top-ranked molecules can have high spectral similarity with the target molecule spectra even if the ranking is incorrect.

Fig. 4 Similarity distribution for Top 1, 2, 3 ranked (first, second, and
third) pairs and a random sample of an equal number of non-pairs.

Fig. 5 Variation of model performance across various window sizes.

Fig. 6 SMEN's performance across various batch sizes.
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tradition, we explore the performance of our model across
various batch sizes B ˛ [16, 32, 64, 128, 256, 512] with a smaller
network as reported in Fig. 6. We clearly see the trend in
2420 | Digital Discovery, 2024, 3, 2417–2423
increasing top-k scores with the increase in batch size. Due to
computing resource limitations, we could not explore the effect
of an even bigger batch size. However, the gure does suggest
that the increase in performance appears to reach a saturation
point with the increase in batch size. Such results were expected
because the contrastive optimization algorithm heavily depends
on batch size; the bigger the batch size, the more accurately the
model can contrast them in higher dimensional space.
3.3 Evaluation on NIST quantitative infrared datsaset

Due to lack of enough experimental IR data, we test the SMEN's
ranking capabilities on ranking the molecules present in the
Quantitative Infrared Dataset https://webbook.nist.gov/
chemistry/quant-ir/. We remove all the molecules with atoms
other than C, N, O, H and F to have QM9-like molecules. We
test SMEN on the remaining 27 molecules. We expected a poor
performance due to the differences in experimental and simu-
lated spectra, and also because SMEN has not seen any experi-
mental spectra and has to rank the 27 molecules solely based on
the data it learned from simulated data. The results are shown
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 7 SMILES Decoder (SD) used. Given a spectral embedding from the latent space, the embedding is concatenated with SMILES string
(embedding hspeci behaves like the start token), and a Masked Transformer is trained to predict subsequent tokens.
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in Fig. S6 and S7.† The results indicate that 7 out of 27 were
ranked correctly, 17 out of 27 were ranked in the Top 5. This
indicates that although SMEN is not trained on experimental
data, to some extent, it is still capable of ranking them. We
believe that upon ne-tuning on experimental datasets, this will
improve signicantly, making SMEN readily usable for real-
world examples. Additionally, the current model can generate
molecules of all sizes within the range of the QM9 dataset.
However, to extend the use cases to large and complex mole-
cules, we could train a larger network on large molecule data-
sets with even higher-order latent space dimensions, essentially
scaling every aspect of the network for complex molecules. An
additional improvement or future work to handle large
Table 2 Percentage of correctly decoded samples using greedy
decoding, random sampling with K samples, top beam (target mole-
cule is in the top beam in K beams) and K-beams (target molecule is in
one of the K beams)

K = 1 K = 3 K = 5

Greedy decoding 51% — —
Random sampling 46% 59% 63%
Top beam 51% 56% 59%
K-beams 51% 71% 73%

Fig. 8 Example SMILES generated by the decoder. Correctly generated
sampling may generate a target molecule when greedy sampling fails.

© 2024 The Author(s). Published by the Royal Society of Chemistry
molecules, would be to group various atoms together into
a single token.28 For example, the carboxyl [COO] group could be
a single token instead of different tokens [C, O, O] (current
method). This signicantly reduces the complexity of molecules
with larger sizes and longer SMILES lengths. We could use an
algorithm to nd commonly occurring groups of atoms in
SMILES strings and create a new token for these groups,
increasing the vocabulary size but still keeping the number of
tokens required to complete the SMILES smaller. We believe
these methods could be used when the molecule space
increases exponentially while introducing larger molecules.
3.4 SMILES decoder

One of the main limitations of both of these methods is that the
model can only rank known molecules. One needs to generate
novel molecules using another algorithm and then use SMEN
for ranking. As an attempt to solve this problem, we built
a generative transformer, SMILES Decoder (SD), that can
generate a SMILES 29 string given an embedding from this
shared latent space of molecules and spectra. We take an
approach similar to MolGPT,30 where we condition a generative
transformer using a pre-trained SMEN framework. For condi-
tioning the transformer on the spectra, we use the spectral
embedding obtained by our spectra encoder as the start token
molecules by the decoder are shown in green. Sometimes, random

Digital Discovery, 2024, 3, 2417–2423 | 2421
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and train the transformer to generate subsequent tokens. A
simple illustration of SD is shown in Fig. 7. During generation,
the rst token is predicted using the spectral embedding and is
concatenated with the spectral embedding. The next token is
predicted from the tokens predicted so far and the spectral
embedding. The molecule is sampled till the end token is pre-
dicted. Additional architecture information can be found in ESI
S2.3.†

We have observed that the trained SMILES decoder module
can generate valid molecules 98% of the time. We try greedy
decoding (picking the most probable token during sampling)
and random sampling (randomly sampling the next token
based on the probability distributions) and beam search
(keeping track of n beams where each beam is a state of sample
SMILES generated so far) for generating SMILES strings. The
results suggest that greedy decoding can generate the original
molecule with 51% accuracy. As an alternative, we also generate
k SMILES samples using the random sampling approach and
report the results in Table 2. A few examples are shown in Fig. 8,
more in ESI S6.†
4 Conclusion

Overall, we see that a simple decoder can be used to extend the
applications of SMEN. We can use the SMEN again to rank the
molecules the decoder generates. A self-sustaining framework
for structure elucidation using IR spectra is proposed. In
conclusion, this work proposes a framework SMEN, that uses
Equivariant Graph Neural Networks for Molecule encoding and
a Transformer for spectra and encodes them to a multi-modal
latent space. The contrastive optimization for IR and mole-
cules proposed in this work can generate embeddings that can
be used for scoring QM9-like molecules and spectra with high
top-k accuracies. We augment this framework with another
generative transformer (SD) module that can decode the
embedding space to generate molecules with promising accu-
racy. We believe that our proposed framework will be of
signicant use for library ranking tasks and direct one-shot
molecule prediction using spectra. In the future, one may
even use such a pre-trained model for several downstream tasks
and to guide other generative models for generating molecules
for given spectra.
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