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Experimental design plays an important role in efficiently acquiring informative data for system

characterization and deriving robust conclusions under resource limitations. Recent advancements in

high-throughput experimentation coupled with machine learning have notably improved experimental

procedures. While Bayesian optimization (BO) has undeniably revolutionized the landscape of

optimization in experimental design, especially in the chemical domain, it is important to recognize the

role of other surrogate-based approaches in conventional chemistry optimization problems. This is

particularly relevant for chemical problems involving mixed-variable design space with mixed-variable

physical constraints, where conventional BO approaches struggle to obtain feasible samples during the

acquisition step while maintaining exploration capability. In this paper, we demonstrate that integrating

mixed-integer optimization strategies is one way to address these challenges effectively. Specifically, we

propose the utilization of mixed-integer surrogates and acquisition functions–methods that offer

inherent compatibility with problems with discrete and mixed-variable design space. This work focuses

on piecewise affine surrogate-based optimization (PWAS), a surrogate model capable of handling

medium-sized mixed-variable problems (up to around 100 variables after encoding) subject to known

linear constraints. We demonstrate the effectiveness of this approach in optimizing experimental

planning through three case studies. By benchmarking PWAS against state-of-the-art optimization

algorithms, including genetic algorithms and BO variants, we offer insights into the practical applicability

of mixed-integer surrogates, with emphasis on problems subject to known discrete/mixed-variable linear

constraints.
1. Introduction

Experimental design includes ve main steps1 as depicted in
Fig. 1: (i) dene the objective of the experiments, for instance,
for a chemical reaction, the objective can be maximizing the
yield of a desired product; (ii) select the relevant variables and
their corresponding ranges. The variables may include inde-
pendent, dependent, and control variables; (iii) plan the
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experiments, for which different strategies can be employed; (iv)
conduct the experiments; and (v) analyze the data obtained
from the experiments. Performing chemical and physical
experiments is oen expensive in terms of the required time,
resources, and human labor. Therefore, it is important to plan
experiments efficiently to gather pertinent data with a small
number of required experiments.

Traditional experimental planning methods, such as full
factorial designs, fractional factorial designs, and mixture
Fig. 1 General steps of experimental design.
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design,2,3 oen involve testing a set of selected conditions
exhaustively on a predened or a trial-and-error scheme, which
can be time-consuming, resource-intensive, and impractical for
complex systems.4 For example, the extended time frame asso-
ciated with translating material discoveries into market-ready
products, exceeding 20 years on average, presents a signicant
challenge for the timely implementation of novel technologies
in industrial applications.5,6 Moreover, traditional methods rely
heavily on expert knowledge, which introduces bias into an
already complex design space. To address these challenges,
different approaches have been studied and developed over the
years to optimize the experimental planning process.

For example, recent developments in high-throughput
experimentation (HTE)7,8 have signicantly broadened the
scope of experimental capabilities, allowing for the collection of
several thousand data points within a constrained set of
conditions in a reasonable time frame. The process of HTE
implies a substantial enhancement in the efficiency and scale of
data acquisition compared to traditional experimental
methods.9 Yet, deciding on the constrained set of conditions to
test remains challenging. One proposed solution is to integrate
machine learning methods with HTE to efficiently navigate the
search space.10

Generalized subset designs and model-driven approaches
such as model-based design of experiments (MBDoEs) have
emerged as an answer to the shortcomings of the traditional
factorial design of experiments. Generalized subset design
involves efficiently selecting representative subsets from a large
pool of experimental points by employing combinatorial
structures like orthogonal arrays and Latin squares. These
subsets are transformed into symmetrical/hypercube represen-
tations, where optimal design planes are generated and later
reverted to the original experimental space.11 Generalized
subset designs are robust but cannot be adaptively updated with
information gained and, therefore, can be inefficient when the
design space is large. On the other hand, MBDoE aims to t
a reasonably well-performing semi-empirical or empirical
model with a small number of information-rich samples.12–14

The parameters of the model can be estimated by different
optimality criteria. For example, the commonly used D-optimal
design15 can be used to select samples to estimate the param-
eters by maximizing the determinant of the information matrix.
One limitation of MBDoE is its restricted exploration capa-
bility,4 and the need for the system to be well understood for an
accurate model to be derived. Additionally, MBDoE primarily
relies on predened experimental designs, which may inad-
vertently overlook certain regions of the experimental space.
This limitation can impede the discovery of patterns or rela-
tionships within the data. For example, MBDoE may fail to
consider the impact of unconventional temperatures or unique
solvents if these factors are not incorporated into the initial
model assumptions, thereby potentially missing out on supe-
rior reaction conditions that could signicantly improve the
yield of a target product.

Recently, more exible and adaptive data-driven approaches,
such as Bayesian optimization (BO) methods,16–20 have been
proposed as a solution, making it possible to adjust the
2590 | Digital Discovery, 2024, 3, 2589–2606
experimental planning dynamically based on accumulated
information. For instance, different surrogate-based optimiza-
tion methods21–23 have been developed over the years. By
incorporating Bayesian principles, the experimental space can
be navigated more effectively, allowing for more comprehensive
exploration and a better chance of uncovering hidden insights
that might be overlooked by conventional DoE approaches. This
emphasizes the importance of considering alternative
approaches, particularly those with enhanced exploration
capabilities, to ensure a more thorough and insightful under-
standing of the underlying phenomena. Prior works have
extensively explored surrogate modeling techniques such as
Gaussian processes,24 radial basis functions,25,26 and neural
networks27,28 to approximate the underlying correlations
between the design variables and the desired outcomes.

While BO-based and other surrogate-based approaches have
been successfully employed in many applications, including
material discoveries,29–35 chemical synthesis,4,32,36 and engi-
neering design,32,37–42 their effectiveness is limited when
addressing optimization problems with mixed-variable
domains. These domains encompass data structures charac-
terized by a combination of continuous, integer, and categorical
variables, and are frequently encountered in real-world chem-
ical problems. As implemented in the current BoTorch43

package (v-0.11.3), a common method employed by BO
approaches to handle mixed-integer/mixed-variable cases
involves iterating through all potential integer/categorical
values in an outer loop while optimizing the continuous vari-
ables. This process becomes cumbersome and impractical with
an increasing number of integer/categorical variables.4,43 To
avoid exhaustive enumeration, Daulton et al.44 proposed
a probabilistic reparameterization (PR) approach. In this
method, discrete variables are sampled from a probability
distribution that is parameterized by continuous variables. This
allows for more efficient optimization of mixed-variable prob-
lems by optimizing over the continuous reparameterization
rather than the discrete space directly.

The presence of discrete or mixed-variable constraints
further complicates the optimization process. Constraints can
be known or unknown a priori; in this paper, we limit the scope
to problems with known constraints. Various BO methods have
been developed for constrained problems in continuous spaces.
For example, known constraints can be specied upfront to
dene the feasible region, which is then used to dene an
indicator function for feasibility. The indicator function can
then be coupled with the acquisition strategies, such as ex-
pected improvement, to guide the search toward feasible
samples.45 Also, polytope sampling46 strategies can be used to
generate initial feasible samples. However, these methods were
originally designed for continuous and smooth constraint
landscapes, making them less effective and oen inefficient
when applied to discrete or mixed-variable constrained prob-
lems, particularly when dealing with a large number of
constraints.

To address the challenges posed by constrained mixed-
integer spaces in experimental planning, in this work, we
propose a different framework – the use of mixed-integer
© 2024 The Author(s). Published by the Royal Society of Chemistry
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surrogates and acquisition functions, for which we adopt the
recently developed optimization package, piecewise affine
surrogate-based optimization47 (PWAS). PWAS is selected as it is
tailored to address linearly-constrained discrete and mixed-
variable domains enabling direct incorporation of discrete/
categorical decision variables in the optimization process,
which provides a more realistic representation of the problem.
Additionally, PWAS can handle mixed-variable linear equality/
inequality constraints, which are commonly encountered in
physical and chemical systems, ensuring the proposal of
feasible solutions throughout the design procedure.

The paper is organized as follows. In Section 2, we discuss
the general problem formulation of the experimental planning
optimization problem, focusing on problems with discrete and
mixed-variable design space. In Section 3, we review existing
optimization methods for the target problem. Following that, in
Section 4, we lay out the overall steps of PWAS, which we
proposed to employ to address experimental planning optimi-
zation with mixed-variable domains. We then discuss the
implementation and performance of PWAS through three case
studies: Suzuki–Miyaura cross-coupling, crossed barrel, and
reacting solvent design in Section 5. Conclusion and future
research directions are summarized in Section 6.

2. Problem description

In this paper, we focus on solving experimental planning opti-
mization problems with discrete and mixed-variable domains
which can be subject to linear equality and inequality
constraints.

The general mathematical formulation of the targeted
problem is:

X*˛ arg min f(X), (1)

where X = [x; y; Z] consists of the continuous variable x ˛ R
nc,

integer variable y ˛ Z
nint, and categorical variable Z = [Z1,.,Znd],

with ni classes in each categorical variable Zi, i = 1, ., nd. We
assume both x and y are bounded, i.e., ‘x # x # ux and ‘y # y #
uy, and ni is nite, for i = 1, ., nd. In (1), f is the objective
function that maps the optimization vector X to a scalar value in
R. Here, we assume an analytic expression of f is not available,
and the outcome of f(X1) can only be measured/recorded post-
experimentation/simulation at X = X1. X may subject to
known linear equality/inequality constraints. And the goal is to
nd the X* that minimizes f.

3. Examples of existing solution
strategies

Optimization of systems involving discrete and mixed variables
presents unique challenges due to the combinatorial nature of
discrete variables and possible discontinuities and sharp tran-
sitions of the objective function introduced by mixed variables.
Previous studies have proposed methodologies to address this
challenge, for example, one can integrate surrogate models into
these optimization frameworks, which has shown promise in
© 2024 The Author(s). Published by the Royal Society of Chemistry
improving convergence rates and solution quality.22,48–50

Specically, several optimization algorithms have been devel-
oped within the BO framework.43,51–55 Besides that, different
genetic algorithms56,57 have been studied due to its inherent
ability to handle problems in discrete and mixed-variable
domains. In the following, we provide an overview of
approaches implemented in several established optimization
libraries on discrete and mixed-variable problems: Genetic56,57

(evolutionary algorithm), hyperopt58 (BO with tree-structured
parzen estimator (TPE)), BoTorch43 (BO with Gaussian Process
(GP)), and EDBO4(BO with GP specialized for reaction). We
consider random search as a baseline.

� Random search: aamples are drawn uniformly at random
within the search domain without any encoding for categorical
variables or optimization steps.

� Genetic: different genetic algorithm implementations are
available.56,57,59–65 In this paper, we consider the evolutionary
algorithm implemented in the distributed evolutionary algo-
rithm in python (DEAP) package.56,57 DEAP handles categorical
variables by label encoding them. The solving process involves
two phases – an initial sampling and an iterative sampling
phase. It rst initiates samples randomly within the search
domain. Iterative samples are then generated through cross-
over, mutation, or a combination of both, depending on
whether the randomly generated probabilities for the execution
of crossover or mutation exceed the default threshold. Evolu-
tionary algorithms oen balance exploitation and exploration
through crossover and mutation, without explicitly utilizing the
input–output correlations. Therefore, when the design space is
large, it may require a large number of experiments or simula-
tions to attain desired outcomes, making it not suitable for
expensive-to-evaluate problems.66 To address this issue,
different surrogate-assisted evolutionary algorithms have been
proposed.67,68 Nevertheless, surrogate model selection and
relevant parameter tuning remain challenging.68 Moreover,
incorporating constraints within the framework can be non-
trivial.69

� Hyperopt:58 hyperopt, utilizing the TPE algorithm, offers
a framework specically designed to facilitate the application of
Bayesian optimization for hyperparameter selection.70 TPE
inherently handles categorical variables, eliminating the need
for explicit encoding. The solving process comprises two pha-
ses: initial sampling and active learning. During the initial
sampling phase, samples are randomly drawn from the design
space. In the active-learning phase, TPE operates by optimizing
a loss function over a tree-structured conguration space. In
handling categorical (discrete) variables, it employs the esti-
mation of distribution (EDA) approach, where candidate points
are sampled according to binomial distributions.71 As for the
continuous variables, the covariance matrix adaptation –

evolution strategy (CMA-ES, gradient-free)72 is utilized. TPE is
computationally cheap and simple compared to many other
algorithms within the BO framework.58 However, incorporating
a relatively large number of constraints is challenging, and is
not currently implemented.58,73 Watanabe and Hutter73

attempted to address this challenge by integrating the acquisi-
tion function of constrained BO by Gardner et al.74 However, the
Digital Discovery, 2024, 3, 2589–2606 | 2591
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proposed approach considers the probability of constraint
improvement and still allows infeasible samples,73,74 which may
be selected and tested in simulations but can not be queried for
real experiments. It is also worth mentioning that this approach
is proposed to address problems with unknown constraints.

� BoTorch:43 this package implements BO based on GPs. In
this framework, categorical variables are one-hot encoded, and
users can select different kernels. For instance, for fully-
categorical design space, the hamming distance kernel is
commonly used. For mixed-integer cases within the reaction
optimization domain, it is recommended to use Matérn 5/2
kernel for both continuous and integer (discrete) variables.4,22

Similar to other BO-based approaches, the solving process
includes two stages – the initial and active-learning stages.
During the initial sampling stage, samples are randomly chosen
from the search domain. During the active-learning stage, the
next sample to evaluate is determined by optimizing the
acquisition function (e.g., expected improvement). We also note
that, for mixed-integer cases, BoTorch nds the next point to
test by iterating through all possible integer values in an outer
loop and optimizing the remaining continuous variables while
keeping the integer value xed. Subsequently, it selects the
integer value that returns the best evaluation on the acquisition
function. This step can cause the computational time to
increase signicantly, especially when the number of integer
(discrete) variables increases and/or the number of possible
options for these variables increases. Alternative approach that
utilize PR was proposed and implemented in44 to address this
issue, but has not yet been merged into the main BoTorch
repository. Additionally, constraint handling for mixed-integer
cases has not been implemented43 as conventional
approaches, such as trust regions, cannot be trivially integrated
with the current framework.

� EDBO:4 this package also implements BO based on GPs,
where it considers three descriptors to encode the categorical
variables, which are density functional theory (DFT),75 mor-
dred,76 and one-hot encoding. Here, continuous descriptors
such as DFT and mordred are used to encode categorical vari-
ables so that GP with kernels that are designed for continuous
design spaces can also be used/tested.

Different from BoTorch, EDBO pre-trains the GP model with
data from the literature for the following two reactions: Suzuki–
Miyaura reaction,77 consisting of 3696 reactions in the dataset,
and the Buchwald–Hartwig reaction, whose training dataset
consists of 3960 unique reactions.75 While EDBO, similar to
other BO methods such as BoTorch, improves with additional
training samples and can suggest optimal solutions even with
poorly trained surrogate models,78 its key advantage lies in its
pre-training phase. This pre-training makes EDBO highly effi-
cient, particularly for optimizing reaction conditions when the
target reactions share similar features with the training
datasets.

Since the target problems oen only involve categorical
variables with nite options, the workow of EDBO involves pre-
generating all the possible combinations. The solving process
involves an initial-sampling and an active-learning stage.
Samples are randomly selected from the pre-generated
2592 | Digital Discovery, 2024, 3, 2589–2606
combinations during initial sampling. While in the active
learning stage, rather than searching within dened bounds, it
exhaustively enumerates the entire domain, selecting the point
with the lowest acquisition function evaluation. For mixed-
integer cases, continuous variables rst need to be dis-
cretized. The enumeration procedure in the acquisition step
can become computationally expensive as the number of dis-
cretization steps increases, highlighting the trade-off between
computational time and achieving a better representation of the
original domain. Regarding constraint handling, there is
currently no implementation integrated into EDBO.

In addition to the method discussed, we also evaluated
Gryffin,19 a technique known for its recent advances in optimi-
zation problems with continuous and categorical design space.
Gryffin proposed a new technique to select categorical variables
based on expert knowledge. While Gryffin was included in the
initial comparison, its performance in our specic case studies
did not yield signicant improvements over the other methods.
Therefore, the detailed results and performance metrics for
Gryffin are provided in the ESI (see Section 1† therein) for
completeness. In summary, different methods have been
proposed to handle discrete and mixed-variable problems, and
several approaches have been tailored for experimental plan-
ning problems in chemistry domain. Nevertheless, limited
approaches have been proposed to explicitly handle known
discrete and mixed-variable constraints to ensure feasible
query. And to the best of our knowledge, no such approach has
been implemented for discrete and mixed-variable constrained
experimental planning problems.

4. Proposed solution strategy

In this paper, we suggest using surrogates and acquisition
functions suited for mixed-integer spaces. Specically, we adopt
PWAS to address the target mixed-variable problem (1). In this
section, we provide a recapitulation of PWAS47 and its benets
in these problem instances. PWAS is chosen due to its ability to
handle both categorical andmixed variables, and to incorporate
explicit linear constraints directly, which allows for a more
realistic representation of the problem. The key steps of the
PWAS are illustrated in Fig. 2. For a comprehensive description
of the algorithm and its numerical properties, the reader is
referred to the paper.47

Before going into the explanation of the algorithm, let us
outline how samples are processed. The optimization variables
are rst pre-processed before feeding into PWAS. Specically,
continuous variables are scaled to [−1, 1]. As for integer vari-
ables, two strategies are implemented. If the number of
combinations of integer variables is smaller than a predened
minimum, PWAS treats these integer variables as if they are
categorical; otherwise, each integer variable is assigned with an
auxiliary continuous variable scaled to [−1, 1]. The auxiliary
continuous variables will later be used to t the surrogate, while
the original integer variables are kept to formulate the
constraints (if present) to ensure feasibility. The integer vari-
ables and the auxiliary continuous variables are correlated by
the scaling parameters. Regarding categorical variables, PWAS
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 The flowchart of PWAS.

Fig. 3 The flowchart of PARC.
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handles them by one-hot binary encoding, i.e., Zi is encoded
into the subvector [z1+d

i−1 . zd
i

]T ˛ {0,1}ni ci = 1, ., nd, where

d0 ¼ 0; di ¼ Pi
j¼1 nj: We combine all encoded categorical vari-

ables and denote them in one vector z ˛ {0,1}d
nd, with

z˛Uz ¼ fz˛f0; 1gdnd :
Pni

j¼1 zjþdi�1 ¼ 1; ci ¼ 1;.; ndg:
Like many surrogate-based approaches, the solution process

of PWAS unfolds in two phases: the initial sampling phase and
the active-learning phase (see Fig. 2). Due to the nature of our
target problems, where experiments and simulations are
expensive to run, we assume to operate under a xed compu-
tational budget, i.e., only Nmax experiments/simulations are
allowed. During the initial sampling phase, PWAS draws Ninit

samples from the feasible domain. Different strategies for
initial sampling are applied based on the specics of the
problem.47 Since there is limited or no information about the
current problem during the initial sampling stage, static DoE
approaches, i.e., space-lling approaches, can be a good starting
point, especially when no complex constraint is involved.
However, we also stress that using static DoE approaches
initially does not restrict the exploration capability of PWAS in
the active-learning stage, which will be the case for normal DoE
approaches. In general, when only box constraints are present,
the Latin hypercube sampling (LHS) method is employed.79 In
cases where linear equality and/or inequality constraints exist
alongside integer and/or categorical variables, the algorithm
initially employs LHS and then discards any infeasible samples.
Should the number of feasible samples generated be insuffi-
cient, two strategies are used: (1) if there exist only continuous
variable, polytope sampler, specically, the double description
method80 is implemented; (2) if there exist integer/categorical
variables, a method involving solving mixed-integer linear
programming (MILP) problems sequentially is implemented.
These MILP problems utilize the exploration functions dis-
cussed later in this section as their objective functions,
© 2024 The Author(s). Published by the Royal Society of Chemistry
ensuring adherence to given constraints, and thereby obtaining
feasible samples. This strategy is particularly useful when
constraints are hard to fulll by random sampling.

Aer obtaining the initial list of samples to test, experi-
mentation or simulation is conducted to obtain their respective
evaluations. These are then used to build a surrogate model. In
PWAS, we use PARC81 to t piecewise affine surrogates. The
general procedures of PARC are illustrated in Fig. 3. PARC is
a block descent algorithm, where it rst groups samples in Kinit

clusters. Clusters containing fewer samples than a predened
minimum threshold are discarded, resulting in Kupdated

remaining clusters. We then t piecewise affine (PWA) separa-
tion functions among these clusters to form Kupdated partitions
of the design space. Within each partition, a PWA surrogate
function is tted to make predictions. We conducted
a comparative study to evaluate the effectiveness of the PWA
surrogate function on a set of benchmark functions. The results
indicate that PWA can provide better tting to the underlying
function compared to GP with RBF, Matérn, and linear kernels,
particularly when the number of training samples is limited or
when the problem involves discontinuous or sharp transitions
caused by categorical variables. Full details and analysis can be
found in the ESI, Section 2.†

A cost function comprising separability and predictability
indexes is then calculated, which balances between the
enhancement of separability among different partitions and the
improvement of predictability within each partition. PARC
terminates when either the difference in the value of the cost
Digital Discovery, 2024, 3, 2589–2606 | 2593
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function between two consecutive evaluations falls below
a predened tolerance, or the number of iterations surpasses
a predetermined maximum limit. Otherwise, PARC reassigns
samples to Kupdated clusters based on the newly tted PWA
separation functions and then iterates the procedure until
termination criteria are met.

In the active-learning phase, at each iteration, we query
a new sample and rene the surrogate function by re-
partitioning and re-tting the surrogates using PARC, incorpo-
rating both existing and newly acquired samples. As merely
minimizing the surrogate may overlook the global optimum,
PWAS sums the surrogate function, f̂ (X), with a distance-based
exploration function, E(X), i.e., a(X) = f̂ (X) − qEE(X), where a(X)
represents an acquisition function that balances between the
exploitation of the PWA surrogates, and the exploration of the
design space. Here, E(X) is a pure exploration term that quan-
ties the distance between X and existing samples X1, ., XN,
which is independent of function evaluations. A user-dened
trade-off parameter, denoted as qE, is introduced with
a default setting of 0.5. This default value has been validated
across a variety of benchmarks to ensure optimal perfor-
mance.47 In PWAS, two types of exploration methods, which can
be directly reformulated as mixed-integer problems, are
considered: a max-box approach for continuous and integer
variables, and the hamming distance method for binary enco-
ded categorical variables. These exploration functions are
selected as they can be reformulated as MILPs. Therefore, the
acquisition function can be minimized with a standard MILP
solver to determine the next sample for testing, with the option
to directly incorporate linear constraints, if present. Subse-
quently, a new experiment or simulation is selected and evalu-
ated to assess the objective function value. This iterative process
continues until reaching the maximum number of iterations
(Nmax).
Table 1 Reaction design space (fully categorical) for the Suzuki–
Miyaura cross-coupling reaction.4,22,77

Optimization variables # Options

Aryl halide (X) 4
Boronic acid derivative (Y) 3
Base 7
Ligand 11
Solvent 4
Total # of possible combinations 3696
5. Case studies

In this section, we assess the applicability and effectiveness of
PWAS for practical experimental planning problems through
three case studies: (i) reaction optimization of Suzuki–Miyaura
cross-coupling (fully categorical), (ii) crossed-barrel design
(mixed-integer), and (iii) optimal solvent design for Menshutkin
reaction (mixed integer and categorical with linear constraints).
The case studies are chosen to exhibit a range of complexities,
varying in problem size, numerical difficulty, types of variables,
and the presence/absence of design constraints. To
Fig. 4 Suzuki–Miyaura cross-coupling reaction. The variables—boronic
in blue represent the experimental design space. All other reaction cond

2594 | Digital Discovery, 2024, 3, 2589–2606
demonstrate the relative performance of PWAS, optimization
results are compared with those from commonly usedmethods,
specically the ones discussed in Section 3.

All the case studies are solved on an Intel i7-8550U 1.8 GHz
CPU laptop with 24 GB of RAM, with all the results available in
the GitHub repository at https://github.com/MolChemML/
ExpDesign.

5.1 Suzuki–Miyaura cross-coupling

5.1.1 Problem description. The rst case study focused on
optimizing the reaction conditions for Suzuki–Miyaura cross-
coupling.82,83 This reaction is pivotal inmedicinal chemistry and
materials chemistry, serving as a fundamental process for
forming carbon–carbon bonds in the synthesis of various
pharmaceuticals and polymers.82–85 A reaction scheme for the
investigated Suzuki–Miyaura coupling is shown in Fig. 4, illus-
trating the coupling of a boronic acid derivative and an aryl
halide facilitated by a palladium complex catalyst, a ligand,
a base, and a solvent.4,22,77 Here, all optimization variables are
categorical and the number of possible options for each opti-
mization variable is summarized in Table 1. The full Cartesian
product space consists of 3696 unique reactions. The study
looks into the relationship among these categorical variables,
and aims to identify optimal combinatorial sets of precursors
that can maximize the yield of the desired product within
a small number of experiments, and therefore reduce the
resources and time required.

We employ PWAS to solve the optimization problem and
benchmark its performance against established optimization
libraries: genetic, hyperopt, BoTorch, and EDBO. Additionally,
we consider the results obtained from random search as the
baseline. The characteristics of the approaches used in these
libraries have been discussed in Section 3. We note that random
search, genetic (with DEAP v-1.4.1), hyperopt (v-0.2.7), and
acid derivative (Y), aryl halide (X), ligand, base, and solvent—highlighted
itions are fixed and noted in black.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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BoTorch(v-0.6.6) have been interfaced in the Olympus22

package; therefore, we use the algorithmic structure imple-
mented in the package for benchmark tests with their default
parameter values. A customized forked version tailored for our
testing is also available on GitHub at https://github.com/mjzhu-
p/olympus (Branch “pwas_comp”). Regarding EDBO,
categorical variables, namely, distinct chemical entities, are
one-hot-encoded and the default setting is used with minor
changes to the original package to allow customized input for
the number of initial samples (see the changes in the forked
version at https://github.com/mjzhu-p/edbo/tree/pwas_comp).
As for PWAS, the default setting47 is used, i.e., the number of
initial partitions (Kinit) is set to 10, with the trade-off param-
eter between exploitation and exploration (qE) set to be 0.5. And
the categorical variables are one-hot encoded. We note that this
study specically focused on using the one-hot-encoded reac-
tion representation, in line with the original benchmark
problem. While more advanced encoding methods, such as
differential reaction ngerprints,86 and the integration of expert
knowledge to narrow down the design space87 have been shown
to inuence optimization performance and offer promising
Fig. 5 A comparison of the performance of PWAS and the benchmark
methods on Suzuki–Miyaura cross-coupling reaction optimization.
For each method, the solid line represents the mean value, and the
filled area comprises the 95% confidence interval, i.e., mean± 1.96 std.
(a) Best yield achieved (%) so far at different iterations. (b) Best yield
rank achieved so far at different iterations.

© 2024 The Author(s). Published by the Royal Society of Chemistry
search strategy, our objective was to maintain consistency with
the benchmark to ensure comparability with previous methods.
For readers interested in advanced encoding techniques, we
refer to the work of Ranković et al.88

For each optimization method, we conduct 30 repetitions for
statistical analysis. Given that the goal of our study is to assess
the performance of the algorithms on case studies where only
a small number of experiments/simulations can be done due to
time and resource constraints, we cap the maximum number of
experiments at 50 within each repetition.

5.1.2 Results and discussion. The performance compari-
sons of different methods on Suzuki–Miyaura cross-coupling
reaction optimization are shown in Fig. 5. Fig. 5a illustrates
the highest yield achieved (%) so far at different iterations.
Since the numerical values of the yields are very close, especially
as the number of iterations increases, a zoomed-in panel of the
last ve iterations is shown for better visualization. In Fig. 5b,
the corresponding ranks of the yields at different iterations are
presented. These ranks are derived from the known yields of all
possible combinations (3696 in total).77

While EDBO achieves the highest yield aer 50 iterations,
PWAS demonstrates competitive performance, surpassing all
other tested methods in its ability to identify optimal reaction
conditions that maximize the reaction yield. It is important to
note that EDBO is expected to outperform other methods in this
case study, given that the GP model used in EDBO was pre-
trained using the entire Suzuki–Miyaura reaction dataset
(3696 reactions; see also in Section 3).4 In contrast, PWAS
showed the similar results without requiring the pre-training
step, highlighting its capacity to perform effectively with
minimal prior data. To provide a clear demonstration of the
efficiency of each method, we present a boxplot in Fig. 6. This
visualization represents the number of iterations required by
each method to achieve a top-20 ranked yield. Each data point
on the plot represents the outcome of one specic run, and the
statistics presented are derived from 30 repetitions to ensure
robustness. On average, both PWAS and EDBO require signi-
cantly fewer iterations to attain a top-20 ranked yield when
Fig. 6 Number of iterations each method takes in each run to obtain
the first top-20 ranked yield. The results for 30 repetitions are
summarized in the boxplot. Each dot represents one run of the
repetitions. The diamond-shaped points are the ones classified as
outliers by the boxplot.
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Table 2 Optimization variables for the crossed-barrel design.22,38

Optimization variables Type Domain

Number of hollow columns (n) Integer [6, 12]
Twist angle of the columns (q) [degree] Continuous [0.0, 200.0]
Outer radius of the columns (r) [mm] Continuous [1.5, 2.5]
Thickness of the hollow columns (t) [mm] Continuous [0.7, 1.4]
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compared to other methods. This suggests their superior effi-
ciency and potential time and resource savings in practical
applications. Overall, the comparable performance of PWAS
with EDBO demonstrated in the case study shows the ability of
mixed-integer surrogates to more efficiently optimize the
parameter space with no prior knowledge of the system, which
has major implications for situations where prior data (litera-
ture or otherwise) is not available or difficult/expensive to
obtain—a very common scenario in the chemical sciences.

5.2 Crossed barrel

5.2.1 Problem description. The second case study explores
the optimization of the design of a crossed barrel (see Fig. 7) for
improved mechanical properties.22,38 Specically, we aim to
maximize its toughness while not exceeding a specied force
threshold. Here, toughness corresponds to the amount of
energy a component can withstand before experiencing
failure.38 Components with a crossed-barrel structure are used
to protect more fragile parts within a design while not passing
on harmful reactionary forces.38 For instance, these structures
can shield sensitive instrumentation or electronics from
mechanical vibrations or impacts.

As depicted in Fig. 7, a crossed barrel has n hollow columns
with outer radius r and thickness t, twisted at an angle q. Here,
n, r, t and q are the design variables we want to optimize, whose
data types (discrete/continuous) and domains are outlined in
Table 2. Due to the involvement of continuous variables (n, r, t),
exhaustively enumerating all possible combinations is imprac-
tical. Hence, an emulator, as recommended by Hickman et al.,22

is utilized to simulate the process and therefore make it
possible to sample over the whole feasible domain. The
emulator was modeled as Bayesian neural nets (BNN)22 and
trained on over 2500 HTE data points collected by Gongora
et al.,38 where the weights and biases are modelled woith
a normal distribution. We note that the trained emulator serves
the purpose of method comparisons in this case study. Never-
theless, the accuracy of the trained model can be improved if
more data could be provided.

The challenges of this case study involve balancing trade-offs
between conicting mechanical properties, such as strength
(the ability to resist an applied force without being damaged)
Fig. 7 Schematic representation of a crossed-barrel design,38 illus-
trating the optimization variables, where q is twist angle of the columns
(degree), r is outer radius of the columns (mm), n is the number of
hollow columns, and t is thickness of the hollow columns (mm).

2596 | Digital Discovery, 2024, 3, 2589–2606
and ductility (the ability to stretch without breaking), and
incorporating mixed-integer design choices. This case study is
selected due to the mixed-integer nature of the problem and the
availability of an adequate number of HTE experimental data to
train an emulator.22,38 Similar procedures can be followed to
design chemical-related units, e.g., chemical reactors, if data
acquisition is possible via experiments or high-delity
simulations.

We solve this optimization problem with the same set of
methods employed in the Suzuki–Miyaura cross-coupling case
study, using the packages interfaced in the Olymnpus package
for random search, genetic, hyperopt, and BoTorch. As dis-
cussed in Section 3, the method implemented in EDBO package
requires a pre-dened discrete search space, meaning that the
continuous variables, q, r, and t, need to be discretized. Here, we
consider three discretization schemes for the search domain,
evenly divided and spaced by: 100, 10, and 10 points (EDBO_1);
10, 10, and 10 points (EDBO_2); and 10, 5, and 5 points
(EDBO_3), respectively. These congurations yield 70 000,
7,000, and 1750 possible combinations to form the search
domain. As for PWAS, two strategies are used to handle integer
variables as detailed in the pre-processing step in Section 4, and
the same values introduced in 5.1 are used for Kinit and qE.
Similarly to the Suzuki–Miyaura cross-coupling case study, we
run 30 repetitions for statistical analysis. Within each run, we
include 10 initial experiments and then allow a maximum of 50
iterations.

5.2.2 Results and discussion. The optimization outcomes
are summarized in Fig. 8, 9, and Table 3. In achieving the best
objective function values within a specied budget, EDBO_1
outperforms all other methods, while PWAS is comparable with
Fig. 8 Best toughness achieved so far at different iterations for the
designed structure at different iterations for crossed barrel design.
Results are summarized over 30 repetitions. For each method, the
solid line represents the mean value, and the filled area comprises the
95% confidence interval, i.e., mean ± 1.96 std.

© 2024 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dd00113c


Fig. 9 Best toughness achieved so far at different iterations for the
designed structure at different iterations with EDBO method with
different discretization steps for crossed barrel design. The trajectory
of PWAS is also shown for comparison.

Fig. 10 The Menschutkin reaction of phenacyl bromide and pyridine.
In the illustration, solvent 2 is preferred which lowers the free energy
compared to Solvent 1.13,91
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that of hyperopt (see Fig. 8) and EDBO_2 (see Fig. 9). However,
the effectiveness of EDBO varies depending on the number of
discretization steps considered. As evidenced in Fig. 9, the
performance of EDBO improves with an increase in discretiza-
tion steps, showing that only EDBO_1 outperforms PWAS.
Although the differences in objective function values obtained
by EDBOs and PWAS are marginal, the number of discretization
steps required to achieve a particular quality of solution is
unknown and there is no systematic method of determining
appropriate value. Furthermore, the increase in the number of
discretization steps can result in higher computational cost,
particularly with a higher number of continuous variables. This
is reected in Table 3, where the CPU time for EDBO and
BoTorch are signicantly higher than that of other methods.
Despite that, we acknowledge that the time required for actual
experiments or simulations outweighs the computational
overhead in many cases. Therefore, the difference in CPU time
may not always be signicant. Nevertheless, there are some
scenarios where computational efficiency becomes critical,
such as in applications requiring rapid feedback loops,
including ow chemistry.89,90 Additionally, selecting an appro-
priate discretization scheme that guarantees improved perfor-
mance a priori may not be straightforward, particularly when
the number of continuous variables and their ranges grow.
Evolutionary-assisted surrogate-based methods such as the one
proposed in Low et al.78 may be used to alleviate the computa-
tional burden.

5.3 Solvent design

5.3.1 Problem description. In the third case study, we
consider the design of solvents for enhanced kinetics of
a Menschutkin reaction (see Fig. 10), following the computer-
Table 3 CPU time (seconds) required by different methods for one run of
from 30 random runs

Random Genetic Hyperopt BoT

Average 1.85 1.77 2.80 398.
Std 0.44 0.35 0.71 260.

© 2024 The Author(s). Published by the Royal Society of Chemistry
aided molecular design (CAMD) formulation of Gui et al.13

Choosing an appropriate solvent is crucial for liquid-phase
reactions, as it can reduce the Gibbs free energy barrier (see
Fig. 10) and therefore promote fast reaction kinetics. The aim of
optimization is to determine the optimal molecular structure of
the solvent that maximizes the reaction rate constant k [L mol−1

s−1], for which we dene the objective function as f(X) = −ln k.
We note that (1) is formulated as a minimization problem,
thereby maximizing ln k is equivalent to minimizing −ln k.
Here, ln k is used, which is a common practice when developing
data-driven models and comparing with experimental data,13

because k can signicantly differ across different solvents,
sometimes by orders of magnitude.

A set of 46 functional groups were selected as molecular
building blocks. The solvent was represented by integer vari-
ables to indicate the number of each functional group present
in the solvent molecule. To ensure that only chemically feasible
combinations of functional groups are generated during the
optimization process and to limit the size of the solvent, a set of
chemical feasibility and complexity constraints was imposed.
For instance, constraints were used to ensure the octet rule.12

Since the solvent designed must be in the liquid phase at
reaction conditions, the normal melting point (Tm) and the
boiling point (Tb) of the solvent were added as design
constraints. Two physical properties, namely, ash point (Tfp)
and octanol/water partition coefficient (Kow), as well as the oral
rat median lethal dose (LD50) of the solvent were constrained to
reduce health, safety, and environmental impact. In total, the
problem consists of 115 linear inequality and 5 linear equality
the optimization for the crossed barrel design. Statistics were obtained

orch PWAS EDBO_1 EDBO_2 EDBO_3

68 35.36 272.54 227.54 212.92
71 2.00 67.61 2.52 20.38

Digital Discovery, 2024, 3, 2589–2606 | 2597
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Table 4 Optimization variables and problem size for the solvent
design13

Description Notes

Number of functional group types 46 (integer)
Number of auxiliary variables
introduced for chemical feasibility

1 (categorical) and 7 (binary)

Number of inequality/equality
design constraints

115 (linear)/5 (linear)
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constraints, where one auxiliary categorical and 7 binary vari-
ables were introduced to formulate the constraints. The types of
design variables and the property prediction model used are
summarized in Tables 4 and 5. For a comprehensive description
of the mathematical formulation used, the reader is referred to
Gui et al.13 and Section 2.3 therein.

5.3.2 Surrogate model for the rate constant. As discussed
in Section 3, the methods examined in the previous two case
studies cannot explicitly handle mixed integer/categorical
constraints. While post hoc screening of infeasible solutions
obtained from an unconstrained optimization may appear as
a potential approach, the large number of constraints oen
renders such post-optimization exclusion computationally
expensive and potentially inefficient in achieving convergence.
Thus, direct comparisons with such methods are not practical.
Instead, we benchmark our optimization results against those
obtained using DoE-QM-CAMD13—a CAMD framework tailored
to incorporate quantum-mechanical (QM) calculations of rate
constant and computational experimental design into the
molecular design process.

In the following, we provide an overview of the DoE-QM-
CAMD13 method. DoE-QM-CAMD employed a multiparameter
solvatochromic equation94,95 to correlate solvent properties and
the logarithm of the rate constant:

ln k = c0 + cAA + cBB + cSS + cdd + cHdH
2, (2)

where A, B, S, d, and dH
2 are the Abraham's overall hydrogen-bond

acidity, Abraham's overall hydrogen-bond basicity, dipolarity/
polarisability, and Hildebrand solubility parameter, respec-
tively, of the solvent, and c0, cA, cB, cS, cd, and cH are the coeffi-
cients that need to be estimated via multiple linear regression
(MLR). Estimating the parameters in the MLR model with high
accuracy can be challenging because only a small number of
experiments can oen be conducted, restricting its predictive
Table 5 Property constraints for the solvent designa

Physical property Bounds

Tm (K) [10−5, 298.15]
Tb (K) [323.15, 105]
Tfp (K) [252, 105]
log Kow [10−5, 3]
−log LD50 (mol kg−1) [10−5, 3]

a The property prediction method of Hukkerikar et al.92 is used for Tb,
Tm, Tfp, and Kow, and Hukkerikar et al.93 is used to predict LD50

2598 | Digital Discovery, 2024, 3, 2589–2606
capacity. To address this challenge, DoE-QM-CAMD rst selects
an information-rich set of (computer) experiments using the D-
optimality criterion. These initial experiments, which are
observed to cover a wider range of solvent properties, are then
used to train an initial MLR model. Subsequently, to rene the
MLR model and enhance its predictability around the optimal
solvent region, iterative optimization is undertaken to identify
the best solvent (i.e., the one that gives the highest reaction rate)
based on the current MLR model. Should a new solvent be
identied, the MLR model undergoes re-tting with the updated
experimental set that consists of the newly identied optimal
solvent and the solvents in the original set. The iterative process
terminates when the best solvent, determined by optimizing the
MLR model, has been sampled previously. Upon convergence of
the MLR model, the top 10 solvents are determined by re-
initializing and optimizing the problem, wherein integer cuts
are added to exclude previously identied solutions. We note that
the active-learning-like iterative process of DoE-QM-CAMD aer
the initial experiments relies solely on the newly tted MLR
model with limited capabilities for exploration. Also, as a grey box
algorithm, it can propagate the biases.

In contrast, PWAS, similar to most surrogate-based optimi-
zation strategies,29,96,97 solves the problem by employing an
active-learning technique with exploration capability. It
systematically identies optimal solvents for examination,
effectively balancing the trade-off between exploring new
possibilities for model improvement and exploiting known
knowledge of reaction kinetics. As opposed to DoE-QM-CAMD,
which assumes linear relationship between the expert-derived
solvent properties and ln k, PWAS adopts PWA surrogates to
represent the correlations between the functional groups within
the designed solvent and ln k, where the relationship between
solvent properties and ln k are learned implicitly. As discussed
in Section 4, PWAS leverages PARC81 to t the surrogates, where
PARC rst clusters samples in Kinit initial partitions. The initial
partitions are then optimized by balancing between enhancing
separability, which relies on similarities among different
solvents (in this context, functional groups), and improving the
predictability of the surrogate function within each partition, in
this case, the input–output correlations. Here, the output (ln k)
correlates with the properties of the designed solvent and
therefore can be implicitly learned during surrogate tting,
offering insights not available when solely considering indi-
vidual functional groups.

Consistent with previous case studies, default parameters
are utilized when solving the problem with PWAS, including
a maximum of 50 experiments, with an initial set of 10 samples.
It is important to highlight that the complete QM reaction
constant data were generated by exhaustively enumerating all
326 feasible solvents within the dened design space,98

enabling the sampling of new solvents without the need for
additional calculations and providing the true rank of the
solvents.

5.3.3 Results and discussion
5.3.3.1 Comparison between PWAS and DoE-QM-CAMD. In

the following, we compare the performance of PWAS and DoE-
QM-CAMD based on the top 10 solvents identied by PWAS and
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 6 The top 10 ranked solvents identified by PWAS for the solvent
design case studya

Rank Chemical formula

ln k

QM Pred

1 CH3NHCHO −5.92 −5.92
2 OHCH2NO2 −6.46 −6.49
3 CH2OHCH2NO2 −6.72 −6.69
4 (CH3)2SO −6.82 −6.82
5 (CH2)2OHCH2NO2 −6.93 −6.93
6 CH3CHOHCH2NO2 −6.96 −6.97
7 CH2]COHCH2NO2 −6.98 −6.97
8 CH]CHOHCH2NO2 −7.00 −6.98
9 (CH2)3OHCH2NO2 −7.10 −7.10
10 CHCH2]CHOHCH2NO2 −7.11 −7.11

a k [L mol−1 s−1]: rate constant for the Menschutkin reaction, QM: ln k
obtained from quantum-mechanical calculation, pred: ln k predicted
by the PWAS surrogate.
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DoE-QM-CAMD, for which we compare their rank alignment
with QM calculated values. As shown in Tables 6 and 7,
respectively, the top 10 solvents identied by PWAS are
consistent with the true rank, in contrast to ranks of the optimal
solvents obtained from DoE-QM-CAMD, which show a large
deviation. Also, we observe that the predicted values based on
PWAS are more accurate to the QM calculated values compared
to those of DoE-QM-CAMD (themean squared errors for the top-
10 ranked solvents with QM are 2.4 × 10−4 log units for PWAS
and 0.46 log units for DoE-QM-CAMD). These observations can
be attributed to the inherent nature of PWAS and DoE-QM-
CAMD. The MLR model utilized within the DoE-QM-CAMD
method primarily serves as a predictive tool across the design
space. As previously noted, it generates predictions for the top-
ranked samples post-generation of the MLR model, which may
not align well with the experimental results. In contrast, PWAS
operates as an optimization mechanism, focusing on rening
Table 7 The top 10 ranked solvents identified by DoE-QM-CAMD for
the solvent design case studya

Rank Chemical formula

ln k

QM Pred

1 CH2OHCH2NO2 −6.72 −5.50
2 (CH3)2SO −6.82 −5.59
3 CH2OHCH2NO2 −6.72 −6.28
4 CH2]COHCH2NO2 −6.98 −6.66
5 (CH2)2OHCH2NO2 −6.93 −6.74
6 CH3CHOHCH2NO2 −6.96 −6.87
7 (CH3)2COHCH2NO2 −7.23 −6.91
8 CH]CHOHCH2NO2 −7.00 −6.92
9 CH2CH2]COHCH2NO2 −7.15 −6.97
10 CH3NHCHO −5.92 −7.00

a k [L mol−1 s−1]: rate constant for the Menschutkin reaction, QM: ln k
obtained from quantum-mechanical calculation, pred: ln k predicted
by the DoE-QM-CAMD surrogate, i.e., the multiparameter
solvatochromic eqn (2)

© 2024 The Author(s). Published by the Royal Society of Chemistry
the predictive model within the design space where promising
solvent candidates exist—those that yield high reaction rates,
while also exploring uncovered design space to prevent from
being stuck in the local optimum. It achieves this by iteratively
proposing new samples for evaluation through active learning,
where an acquisition function that trades off between exploi-
tation (nding the solvents with a high reaction rate) and
exploration (covering unexplored design space) is minimized.
As a result, it is not surprising that PWAS performs better in
terms of the rank alignment and predictability around the
optimal region.

5.3.3.2 Analysis of algorithmic exploitation and exploration
capabilities. To further analyze the exploitation and exploration
capabilities of PWAS, we examine the solvents determined by
PWAS. Specically, we aim to show that PWAS can exploit the
surrogate to implicitly learn the preferred solvent properties
that lead to a high reaction rate, and can explore the design
space to obtain a set of solvents with diverse structures and
chemical properties.

Before examining specic solvents, we rst perform a sensi-
tivity analysis using partial dependence plot (PDP) and indi-
vidual conditional expectation (ICE) plots to investigate the
relative inuence of solvent properties on the reaction rate
constant, which we will then use to assess PWAS's exploitation
and exploration capability. Seven representative descriptors
considered are refractive index at 298 K (n2), Abraham's overall
hydrogen-bond acidity (A), Abraham's overall hydrogen-bond
basicity (B), dielectric constant at 298 K (3), microscopic
surface tension at 298 K (g), aromaticity, and halogenticity,
which are used in a successful quantummechanical continuum
solvation model.99 The descriptors of all feasible solvents are
calculated using the group contribution method of Sheldon
et al.100 As can be seen in Fig. 11, the uctuation in PDPs is most
pronounced for 3, while the uctuation in ICEs is most signif-
icant for three properties, namely, n2, B, and 3, indicating their
strong marginal effect on predicting ln k. This nding aligns
with the established results for SN2 reactions. As reported in the
literature,101–103 solvent effects on reaction kinetics stem from
the fact that the solvent–solute interactions stabilize the reac-
tant(s) and the transition state to different extents. In general,
when the transition state is (partially) ionic by nature and the
reactants are neutral, a solvent with larger dielectric constant,
indicating greater polarity, or those with stronger hydrogen
bond basicity, meaning they are more potent hydrogen bond
acceptors, can lower the free energy of the transition state more
than that lowered for the reactants, thereby reducing the overall
free energy barrier. It is also known that non-basic, polar aprotic
solvents are preferred as they do not solvate the nucleophile
strongly, making it more reactive and available for the reaction.
Regarding the refractive index, although it does not directly
reect the polarity of solvents, it can greatly affect the solvation
of reactants and the overall environment. Besides the dominant
solvent descriptors, from Fig. 11, we can see that the relation-
ship between the reaction rate and the solvent properties is not
strictly linear. Additionally, there are dependencies among
different properties, explaining why the MLR model (2) inte-
grated into the DoE-QM-CAMD approach demonstrates
Digital Discovery, 2024, 3, 2589–2606 | 2599
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Fig. 11 Partial dependence plots (PDP) and individual conditional expectation (ICE) plots utilized to assess the influence of diverse solvent
properties on the reaction rate across all feasible solvents. n2: refractive index at 298 K, B: Abraham's overall hydrogen-bond basicity, 3: dielectric
constant at 298 K, A: Abraham's overall hydrogen-bond acidity, g: the macroscopic surface tension at 298 K. Solvent properties are calculated
based on the property prediction method of Sheldon et al.98,100 Note: each gray line represents the relevant changes of the descriptor for one
feasible solvent.
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inconsistent performance across the entire design space. While
the MLR model could be improved by incorporating second-
order terms and interaction terms, as discussed by Gui et
al.,98 deciding which terms to include oen resorts to a trial-
and-error approach, which can be time-consuming and poten-
tially hard to justify. In contrast, PWAS provides a systematic
approach to decompose the solvent design space based on their
similarity related to rate constants, making it possible to
capture the nonlinear relationship between the solvent prop-
erties and the reaction rate without making prior assumptions
on the functional form, which we demonstrate in the following.

Focusing on the most signicant solvent descriptors, n2, B,
and 3, three radar charts are plotted in Fig. 12 and 13, showing
the relevant properties of the initial, rst-10 active-learning, and
2600 | Digital Discovery, 2024, 3, 2589–2606
last-10 active learning samples. To facilitate comparison, all
features are normalized to a range between 0 and 1 using min–
max normalization, except for the dielectric constant. Since the
dielectric constants of two solvents are signicantly higher than
the others, the dielectric constant is normalized relative to the
remaining solvents, resulting in values of these two solvents
exceeding 1. Besides the radar charts, we also depict the struc-
tures of the solvents and their categorization based on the
constituent functional groups in Fig. 14. Fig. 14a arranges the
solvents in the sequence of optimization steps, distinguishing
the initial and subsequent active-learning samples with a black
line in, while Fig. 14b arranges the solvents into partitions, with
orange lines denoting partition boundaries.
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 12 Radar chart of the three selected features of the first 10 initial
samples. n2: refractive index at 298 K, B: Abraham's overall hydrogen-
bond basicity, 3: dielectric constant at 298 K. All features were
normalized to a range between 0 and 1 using min–max normalization,
except for the dielectric constant. Since the dielectric constants of S-5
and S-7 were significantly higher than those of the others, the
dielectric constant was normalized relative to the remaining solvents.
With the relative normalized dielectric constants of S-5 and S-7
denoted in the figure.

Fig. 13 Radar chart of the three selected features for the first-10 (a)
and last-10 (b) active learning samples. n2: refractive index at 298 K, B:
Abraham's overall hydrogen-bond basicity, 3: dielectric constant at
298 K. All features are normalized to a range between 0 and 1. (a) The
first-10 active-learning samples. (b) The last-10 active-learning
samples.
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By examining Fig. 12–14, it can be observed that PWAS
explores diverse solvent structures, covering large ranges of
solvent properties, during the initial sample step, and then
gradually converges toward clear patterns while maintaining an
exploratory nature. These results demonstrate the effectiveness
of PWAS at nding a diverse and promising set of solvents over
the constrained mixed-integer and categorical domain. One
major advantage of PWAS is that it allows one not only to group
solvents with similar functional groups into the same partition,
but also to place solvents with similar chemical properties into
the same partition through the PARCmechanism. These similar
ndings across the functional group- and property-based design
spaces highlight the adeptness of PWAS in identifying key
implicit relationships, demonstrating its capability to effectively
discern and utilize the links between functional groups and the
ensuing solvent properties.

5.3.3.3 Preferred solvent properties. We further investigate
the implicitly learned solvent properties to gain some chemical
insights to derive general conclusions on the preferred solvent
properties that can result in a high reaction rate for the Men-
schutkin reaction. In Fig. 15, we plot each solvent in relative-
rank order, with x and y axis indicating n2 and log 3, respec-
tively. B is represented by the size of each bubble whose scales
are shown in the legend. The relative ranks are indicated using
a colorbar, with the top-10 and last-10 ranked solvents also
denoted with texts for clarity. Upon examination of Fig. 15, it
© 2024 The Author(s). Published by the Royal Society of Chemistry
seems that the dielectric constant emerges as the predominant
factor inuencing reaction kinetics. This nding aligns with the
established results for the Menschutkin reaction, where polar
aprotic solvents are typically favored.101,102 Also, in scenarios
where differences in dielectric constants are small, a higher
refractive index tends to correlate with higher reaction rates.
Among the top-ranked solvents, there exists a notable unifor-
mity in basicity levels, while no clear trend can be observed for
basicity across all identied solvents, which is also consistent
with the PDP plot for B (see Fig. 11).
Digital Discovery, 2024, 3, 2589–2606 | 2601
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Fig. 14 Solvents identified by PWAS in 50 iterations, whose structures are depicted in functional group representations. (a) In sequential iteration
order, with a black line separating the initial and active-learning samples; (b) grouped in partitions, with orange lines representing the boundary of
the partitions (in total 10 partitions).

2602 | Digital Discovery, 2024, 3, 2589–2606 © 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 15 Bubble chart of solvent properties of the solvents identified by PWAS. n2: refractive index at 298 K, 3: dielectric constant at 298 K.
Abraham's overall hydrogen-bond basicity is represented by the size of each bubble, with the relevant bubble size scale shown in the legend. The
relative ranks of each solvent are indicated using a color bar, with the top-10 and last-10 ranked solvents also denoted with texts for clarity.

Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

8 
O

ct
ob

er
 2

02
4.

 D
ow

nl
oa

de
d 

on
 7

/2
7/

20
25

 1
:5

8:
41

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
In summary, we compared the effectiveness of two
approaches for the solvent design case: PWAS and DoE-QM-
CAMD. Our ndings reveal the strengths in each method: the
DoE-QM-CAMD approach, utilizing a MLR model, demon-
strates more robust predictive capabilities across the entire
design space; while, PWAS, employing PWA surrogates, can
better predict reaction rates in proximity to optimal regions,
which is important for our optimization objective. Furthermore,
PWAS can learn correlations between solvent properties and
reaction rates and offer valuable insights.
6. Conclusion

In this work, we have shown the effectiveness of mixed-integer
surrogates, specically piecewise affine surrogate-based opti-
mization, with emphasis on problem subject to known discrete
and mixed-variable constraints.

For the rst two case studies, we compared the performances
of PWAS with Random Search and four state-of-the-art methods
representing varying optimization strategies, including an
evolutionary method, and three methods within the BO
framework. Compared to the established methods, PWAS ach-
ieved comparable or superior performance in terms of the
number of experiments required to achieve satisfactory
performance.
© 2024 The Author(s). Published by the Royal Society of Chemistry
In the nal case study, the complexity of the solvent design
problem, with 10 linear equalities and 115 inequalities, limited
the applicability of the benchmark methods. These methods
struggle to incorporate a large number of constraints while
guaranteeing feasible experimental suggestions. In contrast,
PWAS offers a distinct advantage by directly incorporating these
constraints within its formulation during the acquisition step.
This capability is particularly relevant in chemical optimization
problems, where a large number of constraints are oen
essential to dene a feasible and well-dened design space.
These constraints ensure that proposed solutions are both
synthetically achievable and safe for experimentation. There-
fore, the results obtained from PWAS were compared with
a recently proposed DoE-QM-CAMD approach.13 The compar-
ison highlighted the effectiveness of PWAS in systematically
exploring the mixed-integer solvent design space. This is mainly
attributed to its ability to implicitly learn underlying correla-
tions within the data and effectively consider uncertain design
space, ultimately identifying high-performing solvents. This
level of analysis is particularly benecial in the eld of chem-
istry, as it provides a deeper understanding of the fundamental
principles governing the underlying process.

In conclusion, while BO has undeniably revolutionized the
landscape of optimization in experimental planning, especially
in the chemical domain, it is important to recognize the
Digital Discovery, 2024, 3, 2589–2606 | 2603
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potential of other surrogate-based approaches within conven-
tional chemistry optimization problems. This is particularly
relevant given the inherent complexity of many chemical
problems, which are oen characterized by mixed variables and
a relatively large number of constraints, making it challenging
for many widely adopted BO methods to obtain feasible
samples during the acquisition step while still maintaining
exploration capability. Nevertheless, BO as a general framework
is highly adaptable and can incorporate various strategies to
overcome these challenges. Here, we demonstrated that inte-
grating mixed-integer optimization strategies can be an effec-
tive way.

Future work could be directed to extend the capabilities of
PWAS to handle nonlinear constraints, thereby enhancing its
applicability across a wider range of problem domains, partic-
ularly those present in the physical world. Additionally, it is
useful to investigate the adoption of acquisition strategies in
PWAS to existing BO methods, especially the ones with tree-
based kernels, to address the target problems.
Data availability

The code and data used to produce all results in this work can
be accessed at https://github.com/MolChemML/ExpDesign.
Conflicts of interest

There are no conicts to declare.
Acknowledgements

The authors thank the anonymous reviewers and the editors for
the valuable feedback to improve the quality of the work. The
authors thank Tom Savage and Friedrich Hastedt for helping
proofread the manuscript. AMM is supported by the Eric and
Wendy Schmidt AI in Science Postdoctoral Fellowship,
a Schmidt Sciences program.
Notes and references

1 R. Leardi, Anal. Chim. Acta, 2009, 652, 161–172.
2 D. C. Montgomery, Design and Analysis of Experiments, John
Wiley & Sons, 2017.

3 G. E. Box, W. H. Hunter, S. Hunter, et al., Statistics for
Experimenters, John Wiley and Sons New York, 1978, vol.
664.

4 B. J. Shields, J. Stevens, J. Li, M. Parasram, F. Damani,
J. I. M. Alvarado, J. M. Janey, R. P. Adams and A. G. Doyle,
Nature, 2021, 590, 89–96.

5 National Science and Technology Council (US), Materials
Genome Initiative for Global Competitiveness, Executive
Office of the President, National Science and Technology
Council (US), 2011.

6 A. M. Mroz, V. Posligua, A. Tarzia, E. H. Wolpert and
K. E. Jelfs, J. Am. Chem. Soc., 2022, 144, 18730–18743.
2604 | Digital Discovery, 2024, 3, 2589–2606
7 J. A. Selekman, J. Qiu, K. Tran, J. Stevens, V. Rosso,
E. Simmons, Y. Xiao and J. Janey, Annu. Rev. Chem.
Biomol. Eng., 2017, 8, 525–547.

8 L. Buglioni, F. Raymenants, A. Slattery, S. D. Zondag and
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49 C. Audet, E. Hallé-Hannan and S. Le Digabel, Operat. Res.

Forum, 2023, 4, DOI: 10.1007/s43069-022-00180-6.
50 K. Dreczkowski, A. Grosnit and H. B. Ammar, arXiv, 2023,

preprint, arXiv:2306.09803, DOI: 10.48550/
arXiv.2306.09803.

51 R.-R. Griffiths, L. Klarner, H. B. Moss, A. Ravuri, S. Truong,
B. Rankovic, Y. Du, A. Jamasb, J. Schwartz, A. Tripp, G. Kell,
A. Bourached, A. Chan, J. Moss, C. Guo, A. A. Lee,
P. Schwaller and J. Tang, Adv. Neural Inform. Process. Syst.,
2024, 36.

52 J. P. Folch, R. M. Lee, B. Shafei, D. Walz, C. Tsay, M. van der
Wilk and R. Misener, Comput. Chem. Eng., 2023, 172,
108194.
© 2024 The Author(s). Published by the Royal Society of Chemistry
53 C. Fare, P. Fenner, M. Benatan, A. Varsi and E. O. Pyzer-
Knapp, NPJ Comput. Mater., 2022, 8, 257.

54 A. Thebelt, J. Kronqvist, M. Mistry, R. M. Lee,
N. Sudermann-Merx and R. Misener, Comput. Chem. Eng.,
2021, 151, 107343.

55 A. Thebelt, C. Tsay, R. Lee, N. Sudermann-Merx, D. Walz,
B. Shafei and R. Misener, Adv. Neural Inform. Process.
Syst., 2022, 35, 37401–37415.

56 F.-A. Fortin, F.-M. De Rainville, M.-A. G. Gardner,
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