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-design of organometallic
catalysts with guided equivariant denoising
diffusion†

François Cornet, a Bardi Benediktsson, b Bjarke Hastrup,b Mikkel N. Schmidt a

and Arghya Bhowmik *b

Organometallic complexes are ubiquitous in numerous technological applications, and in particular in

homogeneous catalysis. Optimization of such complexes for specific applications is challenging due to

the large variety of possible metal–ligand combinations and ligand–ligand interactions. Here we present

OM-Diff, an inverse-design framework based on a diffusion generative model for in silico design of such

complexes. Due to the importance of the spatial structure of a catalyst, the model operates on all-atom

(including H) representations in 3D space. To handle the symmetries inherent to that data representation,

OM-Diff combines an equivariant diffusion model with an equivariant property predictor. The diffusion

model generates ligands conditioned on a specified metal-center, while the property predictor guides

the generation towards novel complexes with desired properties. We demonstrate the potential of OM-

Diff by designing optimized catalysts for a family of cross-coupling reactions, and validating a selection

of novel proposed compounds with DFT calculations.
1 Introduction

Organometallic complexes are ubiquitous in numerous appli-
cation areas such as energy, medicine, functional materials,
sensors, or optical devices. They are designed for therapeutics
as metallodrugs,1 can be used to form specialty polymers,2 to
make organic light emitting materials,3 as photovoltaic mate-
rials,4 are used in batteries5 or as sensors.6 Importantly,
organometallics are also widely used in catalytic processes, in
particular in homogeneous catalysis, and are crucial for many
industrial chemical reactions, such as hydrogenation,7 hydro-
formylation,8 olen metathesis,9 or cross-coupling reactions
(e.g., Suzuki,10 Heck,11 and Stille12 reactions). In silico catalyst
design is a grand chemical challenge,13,14 and the combination
of machine learning (ML) and quantum chemistry (QC)
methods is an appealing strategy for such endeavor.15

Augmenting conventional high-throughput screening work-
ows with machine learned predictive models16 is a common
approach. Comprehensive overviews of the role of ML predictive
models in the computational discovery of organometallic
complexes can be found in the review of Kulik et al.,17 and in the
perspective of Aspuru-Guzik et al.18 for the specic case of
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homogeneous catalysis. In general, the usual workow consists
of an initial training phase on a moderately-sized database of
representative examples,19–25 followed by a screening campaign
on a large virtual library containing similar compounds.26,27 The
screening library is usually constructed based on the chemical
intuition of the practitioner, e.g. by combinatorial enumeration
of pre-dened building blocks,26,27 or via systematical func-
tionalization of a starting scaffold.28 ML models offer fast
property evaluation while preserving an accuracy nearly iden-
tical to that of the reference method.

Amore recent paradigm29 attempts tomove beyond chemical
intuition and systematical enumeration by using generative
models to learn the distribution of the chemical space of
interest in a data-driven way.30 Novel complexes that share
aggregate properties with the training data can in turn be
generated by sampling from the model. When combined with
predictive modelling, generative models open the door to the
inverse-design of materials and molecules with optimised
properties, i.e. goal-directed generation.31 Homogeneous cata-
lysts are molecular in nature, and numerous generative models
for molecules have been proposed in the literature.32 Existing
models mainly differ by the data representation and the
generative paradigm they employ. Strings33,34 and molecular
graphs are the most extensively used representations. On these
geometry-free representations, common approaches include
Generative Adversarial Networks (GAN),35,36 auto-regressive
models,37,38 Variational Auto-Encoders (VAE),39–42 or Reinforce-
ment Learning.43–45 Genetic Algorithms (GA)46,47 are a notable
exception that does not involve learning but instead evolves
Digital Discovery, 2024, 3, 1793–1811 | 1793
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a population of candidates via a set of predened operations.
Due to the importance of spatial information in molecular
properties, another line of work has focused on the generation
of 3D structures, as point clouds48,49 or voxels.50 Instead of
relying on external soware51–53 to map the generated geometry-
free descriptors to possible conformations, these
models28,48–50,54,55 directly output structures in 3D space. Among
the different generative paradigms, diffusion models56,57 on
point clouds48 have emerged as particularly promising. Their
expressivity, resulting from a series of (simple) transformations
with shared parameters that map the prior distribution to the
data distribution, combined with the possibility of leveraging
architectural advances in neural network force elds58 are
supposedly two reasons behind this success. Since the intro-
duction of the equivariant diffusion model for molecules,48

multiple further developments have been done to tackle various
related problems such as conformer generation,59,60 transition-
state generation,61,62 linker design,63 structure-based design,64

target-aware design,65 or molecular docking.66 For the specic
task of molecular inverse-design, conditional diffusion48 and
guidance67 constitute the two principal approaches, and in
particular guidance was recently demonstrated to be practically
effective.68 The success of diffusion models at inverse-design
has not been limited to point cloud representations, but also
to image representations encoding microstructures69 and
zeolites.70
1.1 Contributions

In this work, we introduce OM-Diff, a generic inverse-design
framework for generating organometallic complexes with opti-
mized properties. Given the importance of geometry in catalytic
activity, our framework operates on 3D atomistic structures. At
its core, OM-Diff implements an equivariant diffusion model
generating ligands conditioned on a xed geometric description
of the center. To perform inverse-design, an auxiliary equivar-
iant property predictor steers the generative process of the
diffusion model towards properties of interest via a guidance
mechanism. Compared to a property-conditional generative
model, guidance limits the amount of expensive task-specic
labeled data required (e.g. energy barriers for a particular
reaction) to what is needed for obtaining a surrogate model of
satisfactory accuracy, and enables unconditional training over
large relevant databases.21–23 To demonstrate the potential of
OM-Diff, we inverse-design organometallic catalysts for a family
of cross-coupling reactions.26 The corresponding workow is
depicted in Fig. 1.

We summarize our contributions as follows:
� We propose OM-Diff, a framework that implements a 3D

equivariant diffusion generative model, specically designed
for organometallic complexes, combined with an equivariant
property predictor to perform regressor-guidance, and sample
novel complexes with targeted properties;

� We analyze several key design choices needed to attain
a practical performance level, such as treating the center as
contextual information, and varying the expressivity of the
denoising neural network architecture;
1794 | Digital Discovery, 2024, 3, 1793–1811
� For the specic problem of optimizing a critical step in
a family of cross-coupling reactions, we close the loop by vali-
dating a selection of generated complexes using DFT calcula-
tions, and identify several novel compounds of potential
interest.
1.2 Related work

Existing generative models that have been successfully applied
to catalyst optimization are based on geometry-free represen-
tations. Most notably, GA71–74 have proven very effective when
coupled with a reliable and reasonably cheap tness function. A
VAE operating on SMILES42 has also shown promises. While
concurrent work75 similarly leverages an equivariant diffusion
model to perform scaffold-conditioned ligand design for
organometallic complexes, OM-Diff constitutes, to the best of
our knowledge, the rst76 complete inverse-design framework
based on equivariant diffusion for organometallic catalysts.
Methodologically, OM-Diff bears similarities with previous
work in different application areas. The 3D-conditioning
mechanism employed in OM-Diff resembles that introduced
in DiffSBDD64 and in DiffLinker,63 where an equivariant diffu-
sion model also generates ligands conditioned on a xed
geometric context. In terms of inverse-design, the closest
framework in the literature is GauDi,68 where property-
conditioned generation is performed similarly using the guid-
ance mechanism proposed by Bao et al.67 Compared to GauDi,
OM-Diff is conditioned on the 3D geometry of the center,
operates on all-atom representations instead of coarse-grained
graphs of fragments, and targets a different chemical space
(organic molecules vs. organometallic complexes). In summary,
the combination of the 3D conditioning on the center, the
guidance mechanism and target application is what delineates
OM-Diff from previous work.
2 Methods
2.1 Problem statement

The goal of OM-Diff is to inverse-design novel organometallic
complexes, that we refer to as C, with desired properties, that we
denote y. We frame this task as a conditional sampling
problem, where we aim to sample from the conditional distri-
bution qðCjyÞ. We approximate the conditional distribution,
qðCjyÞz pq;fðCjyÞ, by combining an unconditional diffusion
model, pqðCÞ, with a property predictor pfðyjCÞ.
2.2 Outline

In Section 2.3, we introduce how organometallic complexes C
are represented in practice, i.e. the data representation that the
different models operate on. In Section 2.4, we present the
unconditional generative model. Using the unconditional
generative model and an auxiliary property predictor, we
present in Section 2.5 the guidance procedure for performing
conditional sampling. Finally in Section 2.6, we present details
about the surrogate model used to screen the complexes
sampled from the generative model.
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Inverse-design workflow. (Top) Overview of the conditional generation process of an organometallic complex C: (1) a metal center, CðCÞT , is
sampled; (2) based on the centre, the number of atoms contained in the coordinated ligands is sampled, (3) random atomic types and positions are
assigned to all ligand atoms, and (4) the conditional denoising runs for T steps. Each denoising step involves an unconditional denoising update
(steering towards valid molecules, via 3q) followed by a property target correction (steering towards molecules with the desired properties, via yf).
The inset shows an example of a denoising trajectory for a complex with a Pd center. The position and atomic type of the center are kept fixed
during the whole trajectory, and only the surrounding atoms are denoised. Their positions and types are allowed to change over the course of the
generation. (Bottom) After a validity check, the generated complexes are screened using a surrogate model yf0. The promising complexes are
further validated with DFT calculations. In the experiments of this paper, the property of interest is an energy difference, vide infra in Section 3.3.
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2.3 Data representation

Organometallic complexes. In a computer, molecular
complexes can be represented as unordered point clouds of
atoms embedded in Euclidean space. Each atom is assigned
a position vector, an atom type, and potentially other features
such as charges. Organometallic complexes are typically
composed of a center, made of one or more transition metals,
surrounded with ligands coordinated in specic ways. Based on
that observation, we represent an organometallic complex, C, by
two distinct subsets: one with the atoms belonging to the
center, denoted CðCÞ, and the other with the atoms belonging to
the ligands, denoted CðLÞ. Formally, we write

C ¼ �
CðCÞ; CðLÞ� ¼

nh
xðCÞ; hðCÞ

i
;
h
xðLÞ; hðLÞ

io
; (1)

where xfðCÞ;ðLÞg˛ℝfNC ;NLg�3 represents the atomic coordinates,
and hfðCÞ;ðLÞg˛ℝfNC;NLg�M the atom types.

Modelling metal center and ligands separately is motivated
by two factors. On one hand, the geometry of the region around
the center oen has to follow strict (known) rules, and is thereby
oen xed. For instance, the square planar geometry is preva-
lent for transition metal complexes with d8 conguration. This
is known and should therefore not be learnt by the model. On
© 2024 The Author(s). Published by the Royal Society of Chemistry
the other hand, when generating novel catalysts one wants to
have full control over the center in order, for example, to enforce
the central atom to be an earth-abundant transition metal.
Depending on the problem under study, the positions (x(C)),
and/or the compositions (h(C)), or possibly parts thereof, can
therefore be xed and viewed as a form of context around which
the ligands should be built.

In our experiments in Section 3, we consider a simple case
where only the metal center is xed and only one coordination
pattern is present in the training data. However, the formula-
tion in eqn (1) entails more complicated cases such as centers
featuring different coordination patterns, or scaffold-based
design where some of the ligands can be also be considered
part of the center subset.

Target properties. The goal of inverse-design to generate
novel complexes with desired properties. Such properties can be
of different natures such as polarizability, dipole moment
magnitude, or binding energies as in our experiments in
Section 3.6. To learn a structure–property relationship model,
we oen have at our disposal a database of complex – property
pairs: ðC; yÞ. In our experiments, we specically consider a case
where the target property corresponds to the binding energy of
a specic reaction.
Digital Discovery, 2024, 3, 1793–1811 | 1795
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2.4 Diffusion model for organometallic catalysts

In our framework, the objective of the generative model is to learn
an unconditional distribution over organometallic complexes,
pðCÞ, from which we can readily sample novel complexes. In
practice, we implement a tailored extension of the equivariant
diffusion model for atomistic point clouds (EDM).48

Diffusion models56,57 are generative models that include two
distinct processes: (1) a xed diffusion process that iteratively
corrupts data points (atomistic structures) towards a known
prior distribution (i.e. white noise) through additive noise, and
(2) a generative denoising process optimised to reverse the
diffusion process. Starting from complete noise, the trained
denoising process produces realistic atomistic point clouds
through iterative denoising.

Diffusion process. The forward diffusion gradually corrupts
data points over T steps, ending up in complete noise. This
procedure formally denes a distribution over T latent variables
ðCtÞTt¼1 that are increasingly noisy versions of an initial atomistic
structure C,

qðC; C1; .; CT Þ ¼ qðCÞqðC1jCÞ.qðCT jCT�1Þ: (2)

As CðCÞ is xed, and transitions are Gaussian, each step is
dened as

qðCtjCt�1Þ ¼ d
�n

CðCÞ
t�1; C

ðCÞ
t

o�
N
�
CðLÞ
t

�� ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� bt

p
CðLÞ
t�1; btI

�
; (3)

where 0 < bt < 1 is some user-specied noise schedule that
determines how much information is destroyed, and d($) is the
Dirac delta measure. Intuitively, eqn (3) expresses that, at each
transition, the center is le unchanged, while the ligand
features are corrupted by (1) being scaled down by

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� bt

p
, and

(2) being summed with Gaussian noise of variance bt.
For large enough T, the terminal distribution of the ligand

features (i.e. positions and atom types) becomes data-
independent, qðCðLÞ

T ÞzN ð0; IÞ. Due to the formulation of the
diffusion process in eqn (2) and (3), i.e. Markovianity and
Gaussian transitions, any time marginal, or said otherwise
distribution of any Ct given C, can be derived analytically as

qðCtjCÞ ¼ d
��

CðCÞ; CðLÞ
t

�	
N
�
CðLÞ
t

��atC
ðLÞ; st

2
I
	
; (4)

where at ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� st2

p
, and st is a function of the noise schedule

fbt0 gtt0¼1 up to time t. This implies that any noisy version of C, Ct,
can then be obtained without the need of going through the
whole chain dened in eqn (2),

Ct ¼
�
CðCÞ; atC

ðLÞ þ st3
�
; (5)

where 3 � N ð0; IÞ. This formulation reveals particularly useful
for learning the generative denoising process.

Denoising process.We seek to learn a denoising process that
reverses eqn (3), i.e. that can denoise Ct into Ct�1. In what
follows, we simplify notations by omitting the Dirac distribu-
tion for the center. With access to C, the true denoising process
is another normal distribution that writes

q
�
CðLÞ
t�1

���C; Ct

�
¼ N



CðLÞ
t�1

���mCðLÞ
t�1jt

�
CðLÞ
t ; CðLÞ	; s

CðLÞ
t�1jt

2
I

�
; (6)
1796 | Digital Discovery, 2024, 3, 1793–1811
where the mean and variance are given by

m
CðLÞ
t�1jt

�
CðLÞ
t ; CðLÞ	 ¼ at�1

at

st�1
2

st
2
CðLÞ
t þ



at�1 � st�1

2

st
2

at
2

at�1

�
CðLÞ;

(7)

s
CðLÞ
t�1jt

2 ¼ st�1
2 � st�1

4

st
2

at
2

at�1
2
: (8)

While the variance of the true denoising process in eqn (8)
only depends on the (known) time schedule, themean in eqn (7)
involves CðLÞ that is unknown at sampling time, as it is what we
seek to generate. We therefore learn an approximation to CðLÞ.

Using eqn (5), we can rewrite CðLÞ ¼ 1
at

ðCðLÞ
t � st3Þ, such that CðLÞ

can now be determined given its current noisy version CðLÞt , and
the noise 3. The latter is not known but can be approximated
using a denoising neural network 3q trained to map Ct to 3. We
can then parameterise our generative model using 3q, as

pq

�
CðLÞ
t�1

���Ct

�
¼ N



CðLÞ
t�1

���mqðCt; tÞ; sCðLÞ
t�1jt

2
I

�
; (9)

where the variance comes from eqn (8), and the mean is
expressed as

mqðCt; tÞ ¼ at�1

at



CðLÞ
t �



st � st�1

2

st

at
2

at�1
2

�
3qðCt; tÞ

�
; (10)

obtained by replacing CðLÞ by its approximation
1
at

ðCðLÞ
t � st3qðCt; tÞÞ in eqn (7). We note that, in addition to Ct,

the denoising neural network 3q is also provided with the time
step t to facilitate the learning of a time-dependent function.

Task and training procedure. As the denoising neural
network 3q is presented with noisy atomistic structures, Ct, ob-
tained using eqn (5), and is tasked with predicting the
(unscaled) noise 3 that was sampled to obtain the corrupted
structures, its training objective follows naturally. The param-
eters of 3q are optimized by the so-called simplied loss
objective,77

LðqÞ ¼ E

C�qðCÞ
t�Uð½1;.;T �Þ
Ct�qðCt jCÞ

h
k3xðLÞ � b3xðLÞ k2 þ k3hðLÞ � b3hðLÞ k2i; (11)

where ½b3xðLÞ ; b3hðLÞ � ¼ 3qðCt; tÞ denotes the output of the denois-
ing neural network, and ½3xðLÞ ; 3hðLÞ � � N ð0; IÞ is the noise
sampled to form Ct according to eqn (5).

Symmetries of the learning problem. Due to the geometric
nature of atomistic structures, the learning problem dened in
eqn (11) features different symmetries that should be
accounted for. First, as atomistic structures have a set struc-
ture, i.e. their atoms feature no intrinsic order, they require 3q

to be permutation-equivariant. This requirement intuitively
means that permuting the order of the input atoms should
result in a similar permutation of the output of 3q. Second, 3q
has to be invariant to translations of the input. In other words,
the output of 3q should not depend on the geometric center of
© 2024 The Author(s). Published by the Royal Society of Chemistry
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the input atomistic structure. Finally, 3q should be equivariant
to rotations and reections of the input atomistic structure. In
other words, rotating/reecting the input structure should lead
to an identical rotation/reection of the output. Formally, the
two last desirata (translation invariance and rotation equivar-
iance) write

3q([Rxx + tx,h],t) = [Rx3̂x(L),̂3h(L)] (12)

where tx˛ℝ1�3 denotes any vector, and Rx˛ℝ3�3 denotes any
orthogonal (rotation/reection) matrix.

Denoising neural network parameterisation. To handle the
symmetries of the learning problem, 3q should be implemented
using an appropriate architecture. In the original EDM,48 3q is
based on EGNN,78 an equivariant graph neural network. We
instead parameterize our 3q using an architecture inspired from
PaiNN.79 Along with the usual scalar hidden states, a set of
(equivariant) vectorial hidden states is also maintained and
updated for each atom through message-passing.80 The
messages exchanged in our 3q are constructed using local
descriptors based on pairwise distances and angles, whereas
EGNN78 only leverages pairwise distances to construct
messages. This leads to a more expressive architecture, as local
angular information can now be resolved,81 while remaining
cheap to evaluate compared to architectures leveraging higher-
order tensors. Aer the message-passing phase, the nal scalar
states are pooled to predict 3̂h(L), while the nal vectorial states
are aggregated in a single vector 3̂x(L). More details about the
neural network architecture are given in Section S1.2.†

Invariance of the learned distribution. The likelihood of
a given complex under the learned distribution pqðCÞ should be
invariant under rigid transformations. In other words, all
possible orientations of a given complex should have the same
probability of being sampled. Rotation invariance is ensured
by the combination of the rotation-equivariant architecture of
3q, and the isotropic Gaussian prior and transition distribu-
tions.59 Translation invariance can be ensured by the
translation-invariant architecture of 3q, and by having a prior
and transition distributions over atomistic positions with xed

center of mass,
PNCþNL

i¼1
xi ¼ 0. Alternatively, translation invari-

ance can be ensured by keeping the position of the metal
center xed, which is what we do.

Unconditional sampling procedure. Once trained, 3q can be
used to generate novel samples. The unconditional sampling
procedure is outlined as follows: (1) we sample the center
CðCÞ � pðCðCÞÞ – possibly composed of multiple atoms, by
drawing it from an empirical distribution over centers;‡ (2) we
then sample the number of remaining atoms that will compose
the ligands given the center, NL � pðNLjCðCÞÞ; (3) we sample the
initial positions and atom types of the ligand atoms,
‡ In the simplest case, this is simply a distribution over a single metal center – as
further in this paper. The proposed framework is however not limited to such
simple case. Depending on the problem under study, one could for instance
sample the metal rst, and then sample the coordination pattern conditioned
on the metal, leading to a set CðCÞ made of multiple atoms.

© 2024 The Author(s). Published by the Royal Society of Chemistry
CðLÞ
T � N ð0; INLÞ; (4) we nally employ the trained denoising

neural network 3q, and execute the standard ancestral sampling
procedure by iteratively applying eqn (9).
2.5 Regressor guidance

So far, we have introduced the necessary tools for learning
a generative model from which novel atomistic structures can
be sampled unconditionally. When performing inverse-design,
we are interested in being able to sample novel atomistic
structures with optimised properties, i.e. sample from qðCjyÞ. In
this section, we present a procedure, named regressor-
guidance, for performing conditional sampling using a pre-
trained unconditional generative model presented in Section
2.4 combined with an auxiliary property predictor.

Conditional model. Inspired by classier-guidance,82

regressor-guidance67 builds on the observation that condi-
tioning on a property of interest y can be done by sampling from
a conditional denoising process

pq;fðCt�1jCt; yÞfpqðCt�1jCtÞpfðyjCt�1Þ; (13)

where pqðCt�1jCtÞ is the unconditional denoising process from
eqn (9), and pfðyjCt�1Þ is a conditional distribution over prop-
erties induced by a property predictor yf. Here, we dene
pfðyjCt�1Þ in terms of an energy function,

ffðy; CtÞ ¼ ky� yfðCt; tÞk2; (14)

such that pfðyjCt�1Þfexpð�ffðy; CtÞÞ. This formula is also
similar to that of loss-guided diffusion (LGD),83 with a loss
function that includes a learnt component, i.e. yf. The condi-
tional denoising process from eqn (13) writes as a corrected
version of the unconditional denoising process dened in
eqn (9),

pq;f

�
CðLÞ
t�1

���Ct; y
�
¼ N



CðLÞ
t�1

���mq;fðCt; y; tÞ; sCðLÞ
t�1jt

2
I

�
(15)

where the corrected mean is obtained as

mq;fðCt; y; tÞ ¼ mqðCt; tÞ � s
CðLÞ
t�1jt

2VmqðCt ;tÞffðy; mqðCt; tÞÞ: (16)

The correction is obtained by evaluating the gradient of ff
with respect to the mean predicted by the unconditional model.
In practice, sampling from the conditional distribution
amounts to rst evaluating the mean of the unconditional
distribution, then evaluating the energy function in eqn (14)
using the estimated mean, and nally computing the correction
expressed as the gradient of eqn (14) with respect to Ct.

Task and training procedure. As per eqn (14), the property
predictor yf is tasked with estimating the property of interest y
of structure C, given Ct a noisy version thereof. This implies that
yf should be trained on noisy structures obtained with the same
diffusion process as that of the generative model. In practice,
the prediction task becomes very difficult when t / T, as the
input structures are close to pure noise. To limit the negative
inuence of the noisiest structures on the learning process,
a solution is to resort to a robust objective function such as the
Huber loss
Digital Discovery, 2024, 3, 1793–1811 | 1797
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Lðy; ŷÞ ¼

8>>><
>>>:

1

2
ðy� ŷÞ2 if jy� ŷj\d

d



jy� ŷj � 1

2
d

�
otherwise

(17)

where ŷ ¼ yfðCt; tÞ denotes the model prediction.
Property predictor parameterisation. In Experimental section

of this paper, we consider a case where the target property y is
a scalar value that is invariant to rigid transformations of the
input atomistic structure. The property predicted by yf should
therefore not depend on the orientation nor the absolute position
of Ct. We consequently parameterise the property predictor yf in
eqn (14) with a neural network, that features an encoder similar
to that of the denoising neural network 3q, i.e. that maintains and
updates a set of scalar and vectorial states for each atom. The
encoder is followed by a readout layer that aggregates the nal
scalar states into a sole complex-level state using an attention
mechanism. That aggregated state is in turn passed to a fully-
connected neural network outputting the predicted value of y.

Advanced conditioning.While the exposition of the guidance
mechanism was particularised to a single target scalar value, it
can readily be extended tomore advanced conditioning schemes.
To condition on multiple properties for instance, an energy
function that rely on several property predictors, {yfi

}Ii=1, can be
designed. An example of such function could write,

ff
�½yi�Ii¼1; ½ai�Ii¼1; Ct

	 ¼ XI

i¼1

aikyi � yfiðCt; tÞk2; (18)

where [yi]
I
i=1 refer to the individual targets, and [ai]

I
i=1 with ai >

0 denote how the individual targets should be weighted in order
to e.g. emphasize certain targets more than others or account
for differences in scale.

Open-ended target conditioning can also be achieved by
altering eqn (14). An instance of suitable energy function can be
ffðy; CtÞ ¼ s� yfðCt; tÞ, where s = 1 in the case of a minimiza-
tion and s = −1 in the case of a maximization.
2.6 Screening surrogate

Once samples have been generated, it is not feasible to evaluate
all of them using DFT calculations. We therefore employ
a surrogate model for screening the generated samples, before
running further calculations with DFT on the most promising
candidates. The screening surrogate shares the same architec-
ture as the time-conditioned regressor presented in Section 2.5,
but without time input. We are interested in having a surrogate
that behaves well over the whole property space, and avoids very
large errors, as those could lead to missed candidates, or
unfruitful expensive DFT calculations. We consequently train
the screening surrogate with a loss function that penalizes large
errors more. In particular, we resort to the reverse Huber loss84

which, compared to eqn (17), apply the L2-norm to outliers.
3 Experiments and results

As a test bench for OM-Diff, we choose the inverse-design of
organometallic catalysts for cross-coupling reactions. This
1798 | Digital Discovery, 2024, 3, 1793–1811
family of reactions constitutes an interesting case study for OM-
Diff for two reasons: (1) its practical relevance, and (2) the
compelling literature showing that relevant catalysts can be
searched through optimization of a binding energy that acts as
a proxy for the actual catalytic activity.85

3.1 Practical relevance

As mentioned in the Introduction, cross-coupling reactions are
important in several elds. They are crucial in the synthesis of
various organic molecules, as they enable facile formation of
carbon–carbon (C–C) and carbon–heteroatom (C–N, C–O, C–S,
etc.) bonds. Examples of applications of the compounds
synthesized by cross-coupling include active pharmaceutical
ingredients,86 organic semiconductors,87 and conductive poly-
mers.88 Cross-coupling reactions can be made to be environ-
mentally friendly, as it is possible to utilize catalytic systems
that minimize waste and avoid the use of toxic reagents.
Furthermore, the Suzuki cross-coupling reaction enables the
formation of carbon–carbon bonds by coupling olens with
organoboron compounds under mild conditions. This method
is popular due environmental friendliness, using less toxic and
more stable reagents, thereby aligning with principles of green
chemistry. The importance of the Suzuki cross-coupling reac-
tion is perhaps best demonstrated by the fact that it led to the
inventors to receive the 2010 Nobel prize in chemistry.89,90

3.2 Volcano plots

The Suzuki reaction is part of a larger family of cross-coupling
reactions (Suzuki, Kumada, Negishi, Stille and Hiyama)91,92 –

whose cycle is generically represented in Fig. 2a, where the
leaving group is usually a halide (represented by an X in Fig. 2a).
The ve reactions differ by the nature of the cross-coupling
partner (represented by Y in Fig. 2a). As Corminboeuf et al.26,85

proposed, the rate limiting step of these reactions can be
described with volcano plots. Although not common in homo-
geneous catalysis, volcano plots have proved to be very useful in
heterogeneous catalysis. Volcano plots for the cross-coupling
reactions under study have been shown to be similar,92

differing only by the width of the plateau region. The Hiyama
reaction has widest plateau region spanning [−82.2,
2.0] kcal mol−1, while the region of interest for the Suzuki
reaction is only between −32.1 and −23.0 kcal mol−1. The other
reactions have a plateau region lying in between that of the two
aforementioned reactions. As a consequence, catalysts that
bind too strongly or too weakly for the Suzuki reaction might
still be efficient for other cross-coupling reaction variants.
Using volcano plots, the reaction energy of the oxidative addi-
tion process, highlighted in blue in Fig. 2a, can be used as
a descriptor to estimate catalytic activity.26,92 This approxima-
tion allows for faster screening of candidates, since the whole
catalytic cycle does not need to be explored. All possible catalyst
candidates should sit on the volcano plateau, or near the top.

3.3 Dataset

We perform our experiments using the DFT-level subset of the
C–C cross-coupling database.26 In the database, each catalyst is
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 (a) Reaction under study in this work—the model generates L1–M–L2 and optimises the reaction energy of the oxidative addition. (b)
Distribution of binding energy in the considered dataset.26 (c) Distribution of number of atoms in the considered dataset.26 On average complexes
are composed of 53 atoms.
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an inorganic complex made of a metal center that binds to two
ligands, as L1–M–L2 with M ˛ {Ni, Pd, Pt, Cu, Ag, Au}. The
ligands L1 and L2 can either be identical or different. In addition
to the aforementioned DFT-level subset, the database also
contains geometries of all the possible combinations of metals
and ligands at the MMFF-level of theory,93 that is, 6 metal
centers with 91 distinct ligands. This makes for a total of 25 116
possible combinations. However, in the database, optimized
geometries and the corresponding oxidative addition binding
energies were computed with DFT for around 7000 complexes.
Those complexes cover the 6 different metal centers, and 72
unique ligands (all depicted in Fig. S16 and S17†). Pd is the only
metal present with all possible ligands, while the other metals
are only combined with a limited number thereof. An overview
of the metal–ligand combinations present in the data is
provided in Fig. S15.† Although DFT relaxed geometries and
binding energies are available for around 7000 complexes, the
diversity of the data is limited because only 72 ligands, or
building blocks, were used. The binding energies are for the
oxidative addition reaction of the substrate with the transition
metal, depicted in blue in Fig. 2a. The corresponding distribu-
tion across the dataset is illustrated in Fig. 2b.

DFT computational details. We conrmed with DFT calcu-
lations (vide infra in Section 3.6) a few promising catalyst
candidates generated by OM-Diff. We performed the calcula-
tions with the quantum chemistry soware ORCA version 5.0.4
(ref. 94 and 95) using a protocol similar to that of the initial
study26 that generated the training data. Specically, we used
the B3LYP functional96–98 with the Pople 3-21G basis set99–102 for
the geometry relaxation of Cu and Pd complexes and the Ahl-
richs def2-SVP double-z basis set103 (ORCA keyword ) for
Pt complexes. The parameters for the 3-21G basis set were
downloaded from the basis set exchange.104 We used the orig-
inal D3 dispersion correction105 (ORCA keyword ), as per
the original protocol.26 The RIJCOSX approximation106,107 was
used to speed up Coulomb and Exchange integrals, with the
automatic generation of an auxiliary basis set108 (ORCA
keyword ) for calculations that used the 3-21G basis set,
and the def2/J auxiliary basis set109 (ORCA keyword ) for
the def2 family of basis sets. For energy evaluations, we
© 2024 The Author(s). Published by the Royal Society of Chemistry
performed single point calculations using the Ahlrichs def2
triple-z basis set103 (ORCA keyword ).

Previous work. In the initial study,26 the remaining MMFF-
level93 congurations were screened using a surrogate model
trained to map MMFF-level geometries to DFT-level binding
energies. While promising candidates were identied, none of
them was investigated further with DFT. In a generative context,
a VAE operating on string representations42 has also been
applied to the dataset. The model displayed controllability, and
could generate novel and promising candidates. Very recently,
a GA74 was successfully used to generate promising catalysts for
the Suzuki reaction.

3.4 Unconditional generation

We rst test the ability of OM-Diff to perform effective uncon-
ditional generation of organometallic complexes. This consti-
tutes a prerequisite for effective conditional generation, and is
also a valid inverse-design procedure when combined with
screening. We evaluate and compare the ability of different
ablated versions of OM-Diff to learn the unconditional data
distribution. We specically study two aspects of the generative
diffusion model: (1) the modelling of the central region as
context around which the model is tasked to build the ligands,
and (2) the expressiveness of the neural network architecture.

Setting. Aer training each model variant, we generate 10
000 samples, where the number of atoms is drawn from the
empirical distribution displayed in Fig. 2c. Firstly, we evaluate
the properties of the generated samples in terms of structural
metrics: validity, uniqueness and novelty. Secondly, we compare
the samples with the empirical data distribution in terms of the
geometry around the metal center M, the binding energy as
estimated by a surrogate model, and the composition. For the
geometric metrics, we also include metrics computed on the
force-eld-level subset26 to get an idea of the advantage yielded
by a generation in 3D. In Fig. 6b, we additionally compare the
distribution of the strain energy at xTB-level110 of the generated
compounds, i.e. energy difference between generated structure
and xTB-optimised structure. Additional details about the
evaluation procedure and the different baselines are provided
in Section S2,† where we additionally report the error of the
Digital Discovery, 2024, 3, 1793–1811 | 1799
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diffusion variants on a held-out set as a function of the noise
level Fig. S1.†

Effect of center. Modelling the center as context (i.e. the
model only acts on the ligands) is benecial for two things: (1)
the geometry around the metal center, and (2) the composition.
Regarding geometry, the model reproduces the training distri-
bution of the geometry around M better, as seen from WL1,2–M

and WL1–M–L2 in Table 1. Graphical depictions of the corre-
sponding distributions can be found in Fig. S4 and S5.†
Regarding composition, the generated distributions over atom
types are closer to the training distributions when the center is
modelled as context, as hinted by TVM, TVnon-M, and TVprox (all
dened in eqn (S10)†) in Table 1. TVM is virtually zero, since the
metal-center is directly sampled from the empirical distribution
obtained from the training data. The detailed metal center
distribution for each variant of the model can be found in Table
S5.† The distribution of center and non-center atomic elements
are shown in Fig. 3a and b, whereas the distribution of center-
proximal atomic elements can be found in Fig. S8† as well as
the associated total variations in Table S6.† Fig. 3c and S9† also
indicate that models where the center is part of the context tend
to generate complexes whose molecular weight (proxy for joint
distribution of atom types) tend to be closer to the training data
distribution.

We hypothesize that the observed improvement is due to
a simplied classication task. When inspecting Fig. S1,† we
see lower losses on 3h and h, especially for larger noise levels. In
Table S2,†we can also see that chemical validity is improved, i.e.
xing the center can make up for a less expressive backbone in
terms of validity.

Effect of representation. We nd that more expressive
geometric neural networks generally bring an increased validity,
noticeably so as generated complexes get larger as highlighted
in Fig. 4a. We also provide Table S2,† where we can clearly see
that the added expressivity yields more congurations that pass
the pairwise distances check, i.e. more expressive architecture
leads to less atom clashes and disconnected fragments. In
Fig. S1,† we can also observe that the more geometrically
expressive variants yield lower losses on the 3x and ultimately on
x, i.e. the atomic coordinates. The difference is especially
stronger for lower noise levels, when getting closer to the data
manifold. Our ndings are in line with previous work, e.g. ref.
111, that also showed improved generative capabilities result-
ing from geometrically more expressive architectures.

Validity. As described in details in Section S2.1,† we deem
a complex valid, if it features exactly one metal center, has no
isolated nor clashing atoms, and passes a validity check based
on the RDKit soware.51 OM-Diff(7, 7), the ablated version of
OM-Diff similar to the original EDMmodel,48 yields only around
900 valid complexes among the 10 000 generated. The two
proposed modications yield a substantial improvement,
allowing a better modelling of the chemical space under study.
With nearly 3000 valid structures out of 10 000, this corresponds
to over threefold improved efficiency of valid sample genera-
tion. In Fig. 4a, we display validity as a function of the size of the
generated complexes. As expected, larger complexes tend to be
more difficult to generate than smaller ones. As a molecule is
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Distribution of (a) metal-centers, (b) non-metal elements, and (c) molecular weight in unconditional sampling.
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deemed invalid if e.g. the valence of any of its atoms is not
respected, validity at complex-level decreases quickly with
complex size, even if the atomwise validity is kept constant. In
Fig. 4a, we can clearly see that the full OM-Diff is the only
variant of the model able to generate larger valid complexes.

In Table S2,† we provide more details regarding the validity
results. We observe that already 50% of the generated structures
are deemed invalid due to abnormal pairwise distances, i.e.
isolated or clashing atoms. Among the structures passing the
distance check, only around 60% can be properly parsed by

,51 i.e. the bonding structure can be inferred without charge
and the resulting object contains exactly two fragments corre-
sponding to L1 and L2. This highlights the most recurring
failure modes that were observed: disconnected/clashing
atoms, and missing protons leading to charged complexes.
While an appropriate post-processing procedure, e.g. removing
the disconnected fragments or xing valences, could further
increase the effective validity, modelling the bonding informa-
tion112,113 could help solve connectivity and valence issues at the
source.

Uniqueness and novelty. While generating complexes that
are chemically valid is an important rst step, these complexes
also need to be different from each other and novel. A genera-
tive model that only regenerates data it has been trained on is
not extremely useful for inverse design. As seen in Table 1, all
variants are able to produce varied and novel complexes. In
Fig. 4 (a) Validity as a function of the complex size. (b) Sources of nove
Combination’, ‘1L’ refers to samples where 1 ligand is new, and ‘2L’ refe
complexes were sampled.

© 2024 The Author(s). Published by the Royal Society of Chemistry
Fig. S2,† we show how validity, uniqueness and novelty evolve
with the number of sampled complexes. While validity remains
rather constant as the number of generated compounds is
increased, uniqueness tends to decrease, indicating that the
model tends to generate given compounds multiple times. It
needs to be emphasized that these metrics are obtained by
converting the actual geometry into strings and limiting
the comparison based on description. Two identical

strings can actually have been obtained from (slightly)
different geometries. Novelty is also observed to remain
constant as the number of generated complexes is increased.
Interestingly, while OM-Diff clearly yields more valid (and
unique) complexes, it is on par in terms of novelty with the
variant where the metal-center is not modelled as context.
Finally, when looking closer at non-unique complexes, we
observe that it is mostly non-novel complexes (i.e. present in the
training data) that are generated multiple times. However, the
model is also able to generate novel compounds multiple times.
In Fig. S3,† we show the number of novel ligands generated as
a function of the number of generated complexes. We can see
that it steadily increases with the number of complexes
generated.

Sources of novelty. Due to the way the dataset was con-
structed, i.e. as combination of 72 ligands as detailed in Section
3.3, novelty can take different forms. Novel compounds fall into
3 different categories: (1) novel combinations of 2 existing
lty for the different variants of the model, where ‘NC’ stands for ‘Novel
rs to samples where both ligands are novel. For each variant, 10 000

Digital Discovery, 2024, 3, 1793–1811 | 1801
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ligands, (2) combinations of an existing ligand with a novel
ligand, and (3) combination of 2 novel ligands. In Fig. 4b, we
display the distribution of novelty for the different variants of
the model, in percentage of the novel samples generated. We
observe that variants where the center is part of the context tend
to get a larger percentage of novelty coming from novel
combinations, highlighting that they have learnt the data
distribution (slightly) better than their counterparts that do not
x the center.

Generated complexes. Given the rather limited structural
diversity of the training data: 6 metal centers and 72 ligands, the
model only gets to see a very restricted part of the chemical
space. We have shown in the previous section that while the
model can be prone to regenerate the building blocks seen
during training, all model variants were able to generate novel
ligands, as highlighted in Fig. 4b. We provide an excerpt of 18
novel ligands in Fig. 5 generated with the full OM-Diff.
Compared to the ones used to build the dataset, displayed in
Fig. S16 and S17,†we observe that the generative model tends to
produce ligands in the neighbourhood of the training data,
hinting that the model has learnt the underlying distribution.
As a concrete example, ligand is similar to ligand with an
extra F atom.

Quality of generated complexes. In Table 1, we reported WDE

that quantied the discrepancy between the binding energy
distribution of the generated complexes and the ground-truth
one. We can additionally leverage an ensemble of screening
surrogates to estimate uncertainty of the generated complexes.
This is what we display in Fig. 6a and S7.† The predictive
uncertainty is taken as the standard deviation across 10 surro-
gates. While uncertainty has not been calibrated to match the
actual errors, relative comparisons can still be performed under
Fig. 5 Novel ligands generated by OM-Diff through unconditional sam
similarity.

1802 | Digital Discovery, 2024, 3, 1793–1811
the reasonable assumption that the uncertainty estimate is
capable of ranking. As the different surrogate models have been
trained on clean data only, we can expect them to disagree as
data starts looking less and less realistic. Similar to the validity
results, the full OM-Diffmodel variant generates samples about
which the screening surrogates disagree the least. We addi-
tionally computed the strain energy for the samples generated
by the different variants of OM-Diff. Their cumulative distri-
butions are displayed in Fig. 6b. The strain energy per atom is
dened as the energy difference between the structure gener-
ated by the generative model, and its energy aer relaxation
using xTB normalised by the number of atoms. For a fair
comparison, we only included complexes with up to 75 atoms,
as the simplest version of OM-Diff could not generate any larger
sample that was valid. Interestingly, we nd variants of OM-Diff
where the center is modelled as context to generally lead lower
strain energy. This can probably be explained by a better
modelling of the region around the metal center, as also dis-
played in Table 1, via lower WL1,2–M and WL1–M–L2 values.
3.5 Performance of the surrogate models

As illustrated in Fig. 1, our framework heavily relies on surro-
gates trained to approximate DFT-level binding energies. Such
models are involved at two different steps: (1) to steer the
conditional generation, and (2) to screen and lter nal samples
prior to DFT computations. It is therefore crucial to evaluate the
accuracy of the different surrogates across the chemical space of
interest. The range of the binding energy across the dataset, is
around 120 kcal mol−1. Following previous work, we consider
a model useful if its error is within 5% of that range, i.e. around
5 kcal mol−1. A dummy model that outputs the conditional
mean of the dataset gets an average root-mean-squared error of
pling. The ligands have been randomly picked, and ordered by visual

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Cumulative distribution of (a) predictive uncertainty, as estimated by an ensemble of 10 surrogates, evaluated on the samples generated
by the different variants of the generative diffusion model; (b) strain energy per atom as estimated by xTB.110
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around 8.3 kcal mol−1. To evaluate errors, we perform a strati-
ed 10-fold cross-validation, where folds were designed to keep
the proportion of metal centers approximately equal across
folds, and to cover the property range uniformly. We compare
against two baselines: one based on SLATM,26 and another that
trains a neural network surrogate in the latent space of a VAE.42

Loss function. To reduce large errors on outlying data points,
we experimented with the reverse Huber loss (coined
‘revHuber’) for the screening surrogate. We observed a slight
improvement in performance for model trained with the
‘revHuber’ loss, as illustrated in Fig. 7a and S10.† We also
summarize the error diagnostic of our screening surrogate in
Tables 2 and S7–S10.† While our model is accurate on average,
slightly more than the compared baselines, and within the
5 kcal mol−1, we still observe large errors on some specic
outliers. In Fig. S11,† we additionally show the surrogate error
across the property space for both loss functions. The different
curves display a U-shape, highlighting that the surrogate
predictive accuracy decreases as we get closer to the tails of the
training distribution. For instance, in the case of Cu the MAE of
the surrogate is above 5 kcal mol−1 in the plateau region of the
Suzuki reaction. This has implications when looking for
compounds at the boundaries of the training distribution –

predictions in that area should be used cautiously.
Fig. 7 (a) Residuals of the two variants of loss functions employed to t
‘revHuber’ stands for reverse Huber. (b) Performance of the two variants
step. C+L refers to the noise model that jointly corrupt center and ligand
ligands. The horizontal dotted lines represent the errors of the mean an

© 2024 The Author(s). Published by the Royal Society of Chemistry
Time-conditioned surrogate. In Fig. 7b and S12,† we display
the error of the time-conditioned regressor for the two different
variants of corruption, i.e. whether the center is part of the
context (variant ) or not (variant ). In terms of error, models
tend to behave similarly to dummy regressors – respectively
mean predictor and conditional mean predictors (represented
by the dotted horizontal lines), as structures are getting noisier.
The intuition is that making meaningful predictions from (or
close to) pure noise is difficult. Both types of models reach
a similar accuracy for lower levels of noise. Initially, the error of
model is signicantly larger than that of as the model
cannot guess what metal center the complex is going to feature.
From Fig. 2b, we know that the metal center has a determinant
inuence on the binding energy.
3.6 Conditional generation and inverse-design

In this section, we study the ability of OM-Diff to generate novel
optimized organometallic complexes, that can effectively cata-
lyze cross-coupling reactions.

Conditional generation. We rst investigate whether the
conditioning mechanism works overall. To do so, we condi-
tionally sample complexes whose target binding energies are
spread across the property space. We study the generated
compounds in terms of novelty, and examine their spread
rain the screening regressor. ‘MSE’ refers to mean-square error, while
of the time-conditioned regressor as a function of the diffusion time
s, whereas L stands for the noise where the corruption is limited to the
d conditional mean predictors.

Digital Discovery, 2024, 3, 1793–1811 | 1803
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Table 2 Validation of the surrogate used for final screening. We report mean and standard deviation across 10-fold cross-validation of the mean
absolute error (MAE), root mean squared error (RMSE), 95th quantile absolute error (Q95 AR), maximum absolute error (Max AE), and coefficient
of determination (R2). Results for SLATM26 and string + MLP42 are obtained from the respective papers

MAE [kcal mol−1] (Y) RMSE [kcal mol−1] (Y) Q95 AE [kcal mol−1] (Y) Max AE [kcal mol−1] (Y) R2 [—] ([)

mM 6.49 8.50 — 41.71 � 12.38 —
SLATM26 2.61 — — — —
String + MLP42 2.42 3.85 — 26.02 0.974
Ours (MSE) 2.14 � 0.08 3.50 � 0.33 6.98 � 0.31 32.09 � 16.95 0.978 � 0.004
Ours (revHuber) 2.04 � 0.08 3.42 � 0.29 6.92 � 0.45 32.36 � 16.37 0.979 � 0.004
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around the target value. We show that the conditioning mech-
anism is effective in parts of the space with sufficient data
coverage, but that the effectiveness gradually decreases as we
approach the tails of the distribution.

For each metal center, we choose the target values to be the
following percentiles of the training data distribution: [0.05,
0.25, 0.50, 0.75, 0.95]. This is to make sure that the surrogate
predictions remain somewhat reliable, as we cannot afford
DFT calculations for all generated compounds. For each pair
metal center – target value, we sample 10 000 compounds,
evaluate their binding energy using the surrogate model, and
nally display the corresponding distribution. As an example
in Fig. 8a, we show the conditional distributions obtained for
Pd, while the same plots for the other metal centers are
provided in Fig. S13.† We can observe that for target values
above the median, the conditional distributions tend to
become more spread out. We hypothesize that this is due to
the fact that the unconditional distribution, shown in grey in
the back of Fig. 8a, is not symmetric around its median, and
usually that target values above the median are more sparsely
distributed. Nonetheless, we can effectively steer the condi-
tional distribution. We also expect that the conditional
distributions can be made sharper by upscaling the contribu-
tion of the guidance term in eqn (16), at the cost of a lower
validity and uniqueness.
Fig. 8 (a) Binding energy distributions obtained through the conditional s
the background represents the training data distribution, i.e. DFT labels. B
0.25, 0.50, 0.75, 0.95] percentiles of the training data distribution. Only v
#(valid & unique & novel) complexes for conditionally sampled Pd comp
‘Novel Combination’, ‘1L’ referring to samples where 1 ligand is novel, an

1804 | Digital Discovery, 2024, 3, 1793–1811
As for property controllability, metrics such as validity,
uniqueness and novelty are impacted by the target value as seen
in Fig. 8b for Pd complexes, and in Fig. S14† for the other metal
centers. For parts of the property space that are less well covered
by training data, the different metrics tend to drop. Specically,
when targeting the 0.95 percentile, the conditional distribution
tends to spread out, and (abnormally) high binding energies are
predicted by the model. While the binding energy of these
samples is probably mistakenly estimated by the surrogate, we
observe that the conditional generative model is still able to
produce novel complexes, namely around 250.

Inverse-designing optimized catalysts for the Suzuki reac-
tion. In the previous section, we showed that OM-Diff could be
effectively steered towards target binding energies of interest.
Here, we attempt to design optimized catalysts that are relevant
for the Suzuki cross-coupling reaction. Among the family of
reactions under study, the Suzuki reaction has the narrowest
plateau region of the volcano plot, spanning [−32.1;
−23.0] kcal mol−1.26 We therefore set the middle point of that
interval, i.e. −27.55 kcal mol−1, as a target value when per-
forming conditional generation.

As previously, we generate 10 000 complexes for Pd and Pt.
Aer checking for validity and uniqueness, we only keep novel
complexes. We additionally discard the ones with an estimated
binding energy that does not fall within the range of interest. Of
ampling of Pd, as evaluated by the surrogate. The distribution in grey in
lack vertical lines represent target values, and correspond to the [0.05,
alid samples were taken into account. (b) #Valid, #(valid & unique) and
lexes. The novelty is further divided in 3 categories: ‘NC’ standing for
d ‘2L’ referring to samples where both ligands are novel.

© 2024 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dd00099d


Fig. 9 Overview of the novel complexes validated with DFT. (Top row) Pd complexes, (middle row) Pt complexes, and (bottom row) Cu
complexes. All binding energies are expressed in kcal mol−1.

Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

3 
Ju

ly
 2

02
4.

 D
ow

nl
oa

de
d 

on
 7

/1
7/

20
25

 8
:3

8:
50

 A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
the remaining samples, we randomly keep 5 compounds for
each metal center. For these compounds, we recompute the
binding energies using DFT, employing the protocol described
in Section 3.3. The novel catalysts are displayed in the two upper
rows of Fig. 9, along with their binding energy estimated by the
surrogate and calculated using DFT. For the Pd complexes,
displayed in the top row, 4 out of 5 fall in the range of interest,
and within 2 kcal mol−1 of the energy calculated with DFT. For
the Pt complexes, all 5 complexes fall in the range of interest
and within 2.5 kcal mol−1 of DFT. These slight discrepancies
between DFT and surrogate predictions are in accordance with
the errors reported Fig. S11,† where the estimated MAE in that
region of the property space is shown to be around
2−3 kcal mol−1.

Interestingly, we note that although the training dataset
contains various ligand types, eight out of ten Pd/Pt complexes
contain phosphine-type ligands, that are s-donors and p-
acceptors. Furthermore, four out of ve Pd-complexes contain
a CO ligand, a s-donor and p-acceptor. These ligand properties
are known to be important for cross-coupling reactions.
Although the model does not explicitly learn the electronic
structure properties, its choice of ligands can nonetheless be
rationalized.

Inverse-designing optimized Cu catalysts. We also tried to
inverse-design Cu complexes relevant for the Suzuki reaction.
This constitutes an interesting use-case as catalysts made of
earth-abundant transition metals are highly desirable. As the
screening surrogate could not identify valid samples in the said
© 2024 The Author(s). Published by the Royal Society of Chemistry
range of interest, we repeated the experiment with the 5%
percentile, i.e. −20 kcal mol−1, as a target value instead. Among
the novel complexes generated, we kept 5 that were deemed
close to the target value by the surrogate model. The considered
complexes are illustrated in the bottom row of Fig. 9. With
respect to the previous experiment, the spread between esti-
mated and calculated binding energies appears to be larger.
This can be explained by a less accurate surrogate model in that
part of the property space, as illustrated in Fig. S11† where
a sharp increase in MAE can be observed around
−20 kcal mol−1.

The inaccuracy of the screening surrogate is not the only
explanation to the unsuccessful conditional generation for the
initial target of −27.55 kcal mol−1. The time-conditioned
surrogate is also inaccurate in that region of the property
space due to lack of training data, and thereby likely to drive the
generation process towards complexes with erroneous binding
energies. Finally, as the generative model has only seen
a handful of complexes in that part of the property space, we can
imagine that it is not extremely good at modelling the distri-
bution in that particular area.

4 Discussion and conclusion

We have introduced OM-Diff, a framework for inverse-designing
organometallic complexes for target applications. The frame-
work is based on a guided equivariant denoising diffusion
model specically tailored for the generation of organometallic
complexes with targeted properties. Instead of directly learning
Digital Discovery, 2024, 3, 1793–1811 | 1805
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a property-conditional generative model, which would require
large volume of computationally expensive data, OM-Diff
decouples the structure generative section from the condi-
tional guidance towards coveted property, allowing the use of
larger molecular databases for training, and requiring only
a limited set of task-specic labeled data for accurate model
performance. To inverse-design organometallic catalysts for
reactions of interest with OM-Diff, one needs to establish (1) the
chemical space of the complexes that catalyze the reaction and
(2) the mechanism of the catalyzed reaction along with the rate-
determining step.

While OM-Diff is in principle a generic framework for
inverse-designing homogeneous catalysts, the demonstration of
its potential was limited to the inverse-design of catalyst
candidates for a family of cross-coupling reactions, where the
considered chemical space had restricted variety and only
featured one coordination pattern. In that context, we rst
showed that the increased expressivity of the denoising neural
network combined with a proper modelling of the metal center
enables effective unconditional generation of novel complexes.
Second, we showed that the model offered controllability, and
that sampling could effectively be steered across the property
space, while maintaining novelty in the sampled complexes. For
the specic case of the Suzuki reaction, we further validated
a handful of optimized complexes with DFT calculations. We
could successfully generate promising Pd- and Pt-based
complexes, and the compounds were shown to have a binding
energy (for the activity determining step) within the range of
interest. For Cu complexes, we could not generate complexes in
the range of interest, highlighting the limitations of the
proposed approach in parts of the property space sparsely rep-
resented in the training data. However, when the target value
was around a less extreme percentile of the property distribu-
tion, novel complexes featuring the prompted binding energy
(or close to) could successfully be generated. This is promising
and indicates that our framework could effectively be integrated
in an active learning setup towards real discovery, where the
training data is progressively extended towards properties of
interest.

As illustrated in the Experimental section, goal-directed
generation is attainable but remains a difficult endeavor for
models trained offline, with a static dataset. Other methods,
based on GA or RL, are known to perform well in settings where
they can query the function to be optimized. A hybrid method
that uses an offline pretrained diffusion model, and that then
further gets optimised online through RL or in an active
learning setup is an interesting avenue for future work. As
samples with attractive properties oen lie at the boundaries of
the training data, such candidates can be evaluated with the QM
method of choices, added to the training data, and the surro-
gate retrained on the augmented dataset. An iterative frame-
work,114 where data is gathered continuously, is also
a promising avenue that would allow the generative model to
progressively move towards regions of interest that were not
well covered in the initial dataset.

We envision a signicant scope for future work in both
application areas and methodological development. While the
1806 | Digital Discovery, 2024, 3, 1793–1811
framework was shown to work in a rather small data regime
and with limited variety in the training data, pre-training on
a relevant database,113 e.g. the TMQM database,23 before ne-
tuning it in the chemical space of interest might allow for
more valid, and novel molecules that lie beyond the neigh-
borhood of the property-labeled training data. For practical
relevance, validity and novelty are necessary but not sufficient,
and an in silico inverse-design framework should also suggest
compounds that are amenable to synthesis.31 In OM-Diff, the
generation is steered towards promising parts of the chemical
space based on a chemical target function, regardless of the
potential validity and synthesizability. To address the limited
effective validity of the generated complexes, a possible avenue
would be to only consider heavy atoms in the generative
process, and adding an hydrogenation post-processing step.
This would also make the training and sampling faster by
reducing the size of generated point clouds. Another related
approach would consist in grouping atoms together, i.e. rep-
resenting fragments as coarse-grained nodes.68 Such procedure
would require to dene (1) a mapping transforming all-atom
structures to coarse-grained representations, and (2) a post-
processing step replacing the group nodes in the generated
structures by their actual composition. The latter would addi-
tionally require to decide on the orientation and/or attachment
point if multiple possibilities exist.115 A third approach could
leverage the guidance setup described from Section 2.5, where
a target function could be designed to include the feedback of
a classier trained to distinguish between valid and invalid
compounds. Similarly the feedback of a surrogate trained to
estimate synthesizability could be leveraged to favour the
generation of easily synthesizable complexes. Another relevant
direction for future work is multi-property conditioning. The
scheme introduced in eqn (18) could for instance be leverage to
inverse-design catalysts for more complex reactions, where
high catalytic activity requires optimal binding energy in
multiple reaction steps. Other methodological improvements
in OM-Diff could include modelling of atom and bond types as
categorical variables112,113 (instead of the continuous relaxation
used in this work) and predicting the denoised structures
directly, as it has been shown to work better for atomistic
data.113 Regarding the conditional sampling procedure,
nding a better way to combine the feedback from the gener-
ative model and the guide would be useful as well. As seen in
Fig. S12,† the time-conditioned property predictor is equiva-
lent to a random guess on the early phases of the denoising
process. If the surrogate provides uncertainty, this could also
be leveraged to bias the generation, either to avoid uncertain
regions or, in an active learning setting, to explore uncertain
areas. Finally, while we have demonstrated the applicability of
OM-Diff on the basis of generation of all ligands from scratch
(i.e. where the center is composed of one atom), the formula-
tion introduced in Section 2.4 is more general, and naturally
extends to problems where the context is composed of multiple
atoms, for instance in cases where the catalyst is designed
based on a handful of scaffolds,116 or in a functionalization
setting.28
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Data availability

Along with this paper, we release a code repository, that can be
accessed at https://github.com/frcnt/om-diff, allowing other
researchers to build upon our work.
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