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network potentials as descriptors:
towards scalable chemical property prediction
using quantum and classical computers

Tomoya Shiota, *ab Kenji Ishihara b and Wataru Mizukami *ab

Accurate prediction of diverse chemical properties is crucial for advancing molecular design and materials

discovery. Here we present a versatile approach that uses the intermediate information of a universal neural

network potential as a general-purpose descriptor for chemical property prediction. Our method is based

on the insight that by training a sophisticated neural network architecture for universal force fields, it learns

transferable representations of atomic environments. We show that transfer learning with graph neural

network potentials such as M3GNet and MACE achieves accuracy comparable to state-of-the-art

methods for predicting the NMR chemical shifts by using quantum machine learning as well as

a standard classical regression model, despite the compactness of its descriptors. In particular, the MACE

descriptor demonstrates the highest accuracy to date on the 13C NMR chemical shift benchmarks for

drug molecules. This work provides an efficient way to accurately predict properties, potentially

accelerating the discovery of new molecules and materials.
1 Introduction

As evidenced by the enumeration of 166.4B possible organic
molecules containing up to 17 heavy elements, such as C, N, O,
S, and halogens (excluding hydrogen), the expansion of the
chemical space is astronomical with the increase in types and
numbers of elements.1,2 This vast landscape has given rise to
multidisciplinary approaches to combining experimental and
computational chemistry for the discovery of new chemical
substances and materials in a wide range of elds, including
material, catalysis, and drug design.1–6 Although quantum
chemistry and rst-principles calculations offer accurate
descriptions of chemical substances, their high computational
demands make an exhaustive exploration of the chemical space
impractical.6–12 However, machine- and deep-learning tech-
niques are overcoming these limitations to enable a more
extensive exploration.4,6,10,13–27

With machine learning, physics-inspired descriptors that
characterize the chemical space have been developed and serve
as the cornerstone for building efficient and highly accurate
models.21,23,28–40 Smooth overlap of atomic positions
(SOAP),14,18,21,28,31,32,41 Faber–Christensen–Huang–Lilienfeld
(FCHL),29,30,33,34,38 and similar descriptors offer atom-level
descriptions within molecular or material environments based
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on physical insights and are effective in regressing chemical
quantities, such as interatomic potentials (IAP) and nuclear
magnetic resonance (NMR) chemical shis.11,14,15,21,23,24,28–38,41–43

Notably, IAPs built using descriptors and Gaussian process
regression (GPR)14 have been termed Gaussian approximation
potentials (GAP) and have found success in the exploration of
the chemical space of molecules and materials.14,21,37 Both
kernel ridge regression (KRR) and GPR have been employed to
improve the accuracy of NMR chemical shi prediction.29,30,41–44

However, the dimensionality of the descriptors becomes
a barrier to generalization and high accuracy as the molecular
or material composition becomes more diverse owing to the
addition of different types of elements.19,35,39,45

Recently, deep-learning models based on graph neural
networks (GNNs) have been proposed to describe chemical
spaces using graph representations.9,10,17–20,24,25,45–64 In most
GNN-based IAPs, atoms within a molecular or material envi-
ronment are represented as nodes, and their local connectivity
as edges in a graph. The graph is then convolved to embed
atom-specic information within each node, and further pro-
cessed using multilayer perceptrons (MLP) to predict target
observables. In molecular and materials simulation and
modeling, the consideration of symmetry is extremely impor-
tant. It is desirable for GNNs to be invariant or equivariant to
symmetry operations such as translation, rotation, and reec-
tion for the models to make physically meaningful predictions.
GNNs that possess these properties are referred to as invariant
GNNs or equivariant GNNs. The universal GNN-based IAPs
proposed thus far have been designed to satisfy these symme-
tries. Recently, E(3) or SE(3) equivariant GNN-based IAPs (e.g.,
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Allegro,61 GNoME,65 MACE62–64) have demonstrated superior
performance compared to E(3) invariant GNN-based IAPs (e.g.,
MEGNet,52 M3GNet10).66,67

Similarly, GNN-basedmodels have been developed to predict
NMR chemical shis.46,47,49,50,59,68 DFT-level calculations of NMR
chemical shis for 1H and 13C have demonstrated the ability to
predict within a target accuracy range of 1–2% relative to the
possible ranges of approximately 10 ppm and 200 ppm,
respectively.69,70 Therefore, the uncertainty in machine learning
models using DFT-level datasets is this level of precision, with
the target accuracy of 0.2 ppm for 1H and 2 ppm for 13C.30 For
example, Yanfei Guan et al. achieved the target accuracy of
0.16 ppm for 1H and 1.26 ppm for 13C by training the SchNet
architecture51 on molecular NMR chemical shis (CASCADE).46

However, the scalability remains an issue due to the
increasing optimization costs of GNN and MLP parameters
when the size of datasets increase. Han et al. addressed this
issue by constraining the nodes in a GNN to heavy elements
only, thereby rendering the construction of scalable GNN-based
NMR chemical shi models feasible while achieving a state-of-
the-art prediction accuracy comparable to that of CASCADE.68

Furthermore, NMR chemical shis of various nuclei beyond
hydrogen and carbon have become crucial for understanding
systems involving a wide range of elements, such as proteins
and solids.71–77 Consequently, efforts are being made to develop
machine learning models for NMR chemical shis of nuclei
such as 15N, 17O, and 19F.73–76 These elements exhibit wide
chemical shi ranges, with about 600, 2500, 500 ppm for 15N,
17O, and 19F, respectively. The target accuracy for these nuclei is
set at 25 ppm for 15N and 5 ppm for 19F as well as 1H and 13C.71–77

Notably, both descriptor-based and GNN-based methods
face challenges. The former faces increased learning costs as
the composition becomes more complex, and the latter faces
increasing parameter optimization costs with larger training
datasets. To address these issues simultaneously, we focused on
the potential utility of the outputs from pre-trained GNN-based
IAPs as descriptors. We considered these outputs GNN transfer
learning (GNN-TL) descriptors and built machine-learning
models for predicting chemical properties. Note that there are
Fig. 1 Schematic diagram of our proposed graph neural network transfe
the flow of our transfer learning process. The gray area is a pre-trained IAP
of a GNN and an MLP. The initial step in our learning procedure involves o
the atomic coordinates of a molecule with N atoms, {Zi, Ri} as input. Su
properties e.g. NMR shielding constants, using this GNN output {Gi} as a

© 2024 The Author(s). Published by the Royal Society of Chemistry
existing studies attempting to apply pre-trained GNN potentials
to other tasks, particularly to generative modeling.78–81

The remainder of this paper is organized as follows. Section
2 details the GNN-TL descriptor and the kernel method,
implemented on both classical and quantum computers, for
predicting NMR chemical shis of 1H, 13C, 15N, 17O, and 19F.
Section 3 presents the performance of our developed machine
learning models. Section 4 discusses the benets and applica-
tions of the GNN-TL descriptor. Finally, Section 5 concludes the
paper.
2 Method: transfer learning using
pre-trained graph neural network

In this section, we discuss the transfer learning of a pre-trained
GNN-based IAP. This approach integrates the outputs from the
GNN layer of the IAP as shown in Fig. 1. The architecture of
a GNN-based IAP can be broadly segmented into a GNN layer
and an MLP layer (gray area of Fig. 1). For the E(3) invariant
GNN-based IAP, we opted for two backbones: a MEGNet pre-
trained on the QM9 dataset82 and a M3GNet trained on the
MPF.2021.2.8 dataset, which encompasses compounds
covering all 89 elements from the Materials Project.10 The
parameters of the GNN layer in the M3GNet IAP were optimized
to predict system energy, forces, and stress tensors. Addition-
ally, we incorporated the E(3) equivariant GNN-based IAPs,
namely MACE,62–64 into our study. We employed two types of
pre-trained MACE IAPs: one trained on a larger dataset named
MPtrj83 from Materials Project, referred to as the MACE-MP0
model,64 and another trained on an organic molecule dataset
covering 10 types of elements including SPICE84 and QMug,85

termed the MACE-OFF23 model.63 Each model has variations in
parameter size, and for this study, we utilized the “small” and
“large” versions.63,64

When fed with the atomic coordinates of a molecule with N
atoms, denoted by {Zi, Ri}, where Zi represents the atomic
number indicating the type of each atom, and Ri is the three-
dimensional position vector of the ith atom, the GNN layer
generates a set of vectors, {Gi}, which mirrors the environment
r learning for predicting chemical properties. The black arrows depict
(NNP) designed for predicting the energy of the system and composed
btaining the pre-trained GNN block output a set of vectors, {Gi}, using
bsequently, we construct a regression model to predict the chemical
descriptor.

Digital Discovery, 2024, 3, 1714–1728 | 1715
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of the ith atom in the molecule. This is referred to as the GNN-
TL descriptor. The GNN layer for both MEGNet and M3GNet
outputs GNN-TL descriptors with dimensions of 32 and 64 per
atom, respectively. On the other hand, MACE is a GNN archi-
tecture that predicts energy in the form of atomic cluster
expansion. As in ref. 86, only the output of the 1st layer of the
GNN layer, corresponding to the one-body term of the many-
body expansion, is used as the GNN-TL descriptor. The
dimensions of this GNN-TL descriptor are 128, 256, 96, and 224
per atom for MACE-MP0-small, MACE-MP0-large, MACE-
OFF23-small, and MACE-OFF23-large, respectively.

Using GNN-TL descriptors as input, a regression model was
constructed to predict NMR chemical shielding constants. For
the regressor, one can choose methodologies, such as GPR,
KRR, or feed-forward neural network (NNs), which are contin-
gent on the specic task. In this study, to ensure a maximally
fair comparison with other descriptor-based techniques, we
adopted KRR.

KRR combines the merits of ridge regression, which offers
regularization to mitigate overtting, with the kernel method,
facilitating nonlinear regression. In kernel methods, the data –

in the context of our study, the GNN-TL descriptors – are
mapped into a high-dimensional feature space through a non-
linear kernel function. The Laplacian and Gaussian kernels
were applied:

k(Gi, Gj) = exp(−g‖Gi − Gj‖
p
p), (1)

where g is the hyperparameter of the kernel and p is the norm
parameter that differentiates the type of kernel: p = 1 for the
Laplacian kernel and p = 2 for the Gaussian kernel. In KRR, the
predicted value ŝt for the target chemical property of the target
atom is derived from the GNN-TL descriptor Gt as follows:

bstðGtÞ ¼
XN
i

aikðGi; GtÞ (2)

here, ai represents the ith element of the regression coefficient
vector, a, of size N. The regression coefficients are determined
by solving a ridge-regularized least-squares problem, which can
be reduced to:

a = (K + lI)−1s (3)

where I denotes the identity matrix, s denotes the chemical
properties of each N training data samples, and l denotes the
regularization parameter. The matrix K, is a kernel matrix, with
elements given by k(Gi, Gj).

All computations related to the KRR were executed using
Scikit-learn v.1.2.2,87 and the hyperparameters of each model
were tuned using Optuna v.2.10.88 For dataset sizes of up to 50K
items, we conducted hyperparameter optimization for 100
iterations with ten-fold cross-validation, while for those at 100K,
we limited the optimization to 10 iterations.

The quantum-kernel method leverages quantum computers
to compute kernels,16,89,90 which is achieved by embedding
feature vectors generated by classical computers into quantum
states. This method calculates the inner product of these
1716 | Digital Discovery, 2024, 3, 1714–1728
quantum states to derive the desired kernels. Embedding
feature vectors into quantum states corresponds to mapping
them onto a Hilbert space with dimensions raised to the power
of two quantum bits (qubits). Using the kernel matrix con-
structed on a quantum computer, we performed a KRR, denoted
as quantum KRR (QKRR).

In this study, we adopted the natural parameterized
quantum circuits (NPQC) kernel, which has been demonstrated
to possess performance characteristics similar to the Gaussian
kernel, both theoretically and in actual hardware
experiments.91–93 All computations were conducted using Scikit-
qulacs.87,94,95 The quantum kernel was constructed in a 10-qubit
space. Hyperparameters for the quantum kernel were deter-
mined through grid search. The determined parameters of
NPQC kernel were c = 1.5 and the repetition times of embed-
ding 40. The regularization hyperparameter in QKRR was
determined using 10 iterations of randomized search.
3 Results

In Section 3.1, because we deal with many elements, we
compared the dimensional efficiency of our proposed GNN-TL
descriptor to well-established physics-inspired descriptors.
Note that the GNN-TL descriptor can better handle complex
chemical systems by exploiting the GNN-based IAP architecture.

In Section 3.2, we focused on the accuracy of the GNN-TL
descriptor in predicting NMR chemical shis, which are key
to understanding molecular details (e.g., interatomic distances
and bond angles). This scenario provides an ideal test for
determining how well the GNN-TL descriptor works in our
study.

Our analysis began by comparing quantum kernel learning,
in which the kernels are tested using a quantum computer
emulator with traditional kernel learning methods. We then
checked the accuracy of the GNN-TL descriptors across the
different pretrained GNN models.

Finally, we juxtaposed our GNN-TL descriptor using well-
established physics-inspired descriptors. This comparison
demonstrates the superiority of the proposed descriptor in
terms of efficiency and accuracy. Furthermore, it highlights its
potential for accurately predicting chemical properties, which is
crucial for advancing research in the molecular and material
sciences.
3.1 Dimensional efficiency

At the atomic level, descriptors are tools designed to encode
information about atoms within molecules or crystalline
materials into vectors. Popular descriptors, such as SOAP and
FCHL18, excel at intricately capturing the environment within
an atom's cutoff radius. Although these descriptors have ach-
ieved signicant success in various accuracy benchmarks, they
also present challenges due to their large dimensions. Various
strategies have been developed to address these
challenges,34,96–98 including rening the descriptor itself, using
principal component analysis for dimensionality reduction,
and exploring NNs to encode them. In particular, Christensen
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 1 Scaling of descriptor dimensions with respect to number of elemental species Nelem

Nelem

SOAPa FCHL19a
SchNet
GNN-TL

MEGNet
GNN-TL

M3GNet
GNN-TL

MACE-MP0-small
GNN-TL

MACE-MP0-large
GNN-TL

MACE-OFF23-small
GNN-TL

MACE-OFF23-large
GNN-TL

O(Nelem
2) O(Nelem

2) O(1) O(1) O(1) O(1) O(1) O(1) O(1)

5 5740 740 128 32 64 128 256 96 224
10 22 680 2440 — — 64 128 256 96 224
89 1 737 120 162 336 — — 64 128 256 — —

a SOAP and FCHL were generated by Dscribe 0.4.0 (ref. 28) and QML 0.4.0.12,100 respectively. The default hyperparameters were selected as in
QM9NMR paper.
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et al. applied Behler's method of the atom-centered symmetry
function99 for NN potential to discretize FCHL18 (ref. 33) to
derive a compact and accurate FCHL19.34

In Table 1, we present the scaling of the SOAP, FCHL19 and
various GNN-TL descriptors in response to an increase in the
number of elemental species considered. Additionally, for the
QM9, QMugs,85 and MPF.2021.8 or MPtrj datasets,10 the
descriptor dimensions corresponding to 5, 10, and 89 elemental
species comprising each dataset are summarized, respectively.
Remarkably, with an increase in the number of element types,
both SOAP and FCHL19 exhibited quadratic scaling. As a snap-
shot, when representing ve elements in the QM9 dataset, the
SOAP and FCHL19 methods have dimensions of 5740 and 740,
respectively. This dimensional disparity increases with the
number of elemental types. Hence, to represent the 89
elements, the dimensions increased to 1 737 120 and 162 336,
respectively. These dimensions are hundreds to tens of thou-
sands of times larger than the compact GNN-TL descriptors,
which ranges from 64 to 256 dimensions. Owing to its consis-
tent dimensionality, irrespective of the increase in elements,
the GNN-TL descriptors are overwhelmingly compact.
Fig. 2 Log–log plot of the training size (N) and MAE for the 13C NMR
chemical shielding constant predictionmodel. The red and blue colors
represent the results of the KRR with the Laplacian kernel and QKRR
with the NPQC kernel using GNN-TL descriptors from the pre-trained
M3GNet model, respectively.
3.2 Prediction accuracy: NMR chemical shis

The NMR chemical shis, d, were predicted using the chemical
shielding constant of the reference substance, sref, as the
baseline. The NMR chemical shi was calculated using the
following equation:

d = sref − s. (4)

The reference substances selected for the various nuclei in
this study are widely recognized and commonly adopted in the
literature.29,101–104 Specically, tetramethylsilane was selected for
both 1H and 13C, nitromethane (MeNO2) for 15N, water-17O
(H2

17O) for 17O, and trichlorouoromethane (CFCl3) for
19F. We

determined the chemical shielding constants for these well-
established reference substances as follows: 31.7608 ppm for
1H, 187.0521 ppm for 13C, −147.8164 ppm for 15N,
325.8642 ppm for 17O, and 171.2621 ppm for 19F. These
constants were evaluated by calculations at the mPW1PW91
(ref. 105)/6-311+G(2d,p) level using density functional theory
(DFT) and gauge-including atomic orbital (GIAO)106 methods.
Structure optimization was conducted at the B3LYP107/6-
31G(2df,p) level in alignment with the methodologies employed
© 2024 The Author(s). Published by the Royal Society of Chemistry
for the QM9 NMR dataset. All calculations were performed
using the Gaussian 16 soware suite.108

In our study, we utilized the QM9NMR dataset, which
contains approximately 134K small organic molecules con-
taining C, N, O, and F (excluding H), with each molecule having
no more than nine atoms.29,82 This dataset provides the detailed
NMR chemical shielding constants for these molecules. To
analyze how themodel accuracy changes with training data size,
we adopted an approach similar to that used in the original
publication of the QM9NMR dataset.29 Specically, for 13C, of
a total of 831K data points, we randomly withheld 50K data
points to build our test set. Subsequently, from the remaining
13C NMR chemical shis, we randomly selected subsets con-
taining 100, 200, 500, 1K, 2K, 5K, 10K, 50K, 100K, and 200K data
points to create various training sets. For the other isotopes (i.e.,
1H, 15N, 17O, and 19F), the test sets were similarly established by
withholding 50K, 30K, 50K, and 1K data points, respectively.
The training size for 19F was set to 2K, whereas the other
Digital Discovery, 2024, 3, 1714–1728 | 1717
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isotopes were trained on datasets of 100K data points. In
addition to the QM9 NMR dataset, we sought to validate the
performance of our model on external datasets. Hence, we
employed the two sets of molecules provided in another study;29

one consisting of 40 drug molecules from the GDB17 universe
and another containing 12 drugs with 17 or more heavy atoms.

Fig. 2 shows the relationship between the mean absolute
error (MAE) for the 13C NMR shielding constant predictions and
the training data size. Both QKRR and KRR demonstrated
consistent improvements in predictive accuracy with an
increase in training size. Notably, the quantum kernel exhibited
a performance comparable to that of the Laplacian kernel. For
a training size of 100K, the MAE for the 13C predictions was
2.28 ppm. In a comparative study by Gupta et al., the KRR
models using the Coulomb matrix (CM),109 SOAP, and FCHL
descriptors reported MAEs of approximately 4, 2.1, and
1.88 ppm, respectively, for the same training size.29 Compared
with the CM descriptor, our GNN-TL descriptor showed signif-
icantly better predictive capabilities, achieving an MAE that was
nearly half that of the CM descriptor. Although our method did
not exceed the accuracy levels of SOAP and FCHL, the perfor-
mance of the GNN-TL descriptor was competitive, highlighting
its potential as a robust descriptor.

Next, we compared the performance of the GNN-TL
descriptors derived from different IAP architectures. Recently,
independent of our work, a predictive model for 13C NMR
chemical shielding was proposed using a pretrained IAP known
as SchNet, which is a pioneering GNN used as a descriptor.110

This model was trained on 400 data points of 13C NMR chemical
shielding constants of the molecules in QM9 dataset,82 with the
SchNet GNN-TL descriptor as an input to a feed-forward NN for
regression. The predictive accuracy of the SchNet/NN was a root
mean-squared error (RMSE) of 12.8 ppm. In pursuit of a fair
comparison with their model, we applied KRR using pre-trained
MEGNet, M3GNet and MACE GNN-TL descriptors, setting our
training data size to 400 data points of 13C NMR chemical
shielding constants. To account for the inuence of random
sampling, we created 10 different training sets, each comprising
400 data points. The effect of potential data bias was then
quantied by calculating the mean RMSE and standard devia-
tion (STD) for each model. Detailed verication including
kernel function dependencies can be found in the Appendix.
The results of this comparative study are summarized in Table
2. In Table 2, the results for KRR using the Gaussian kernel,
Table 2 The architecture dependence of the predictive performance.
For KRR, the Gaussian kernel was applied

GNN-TL descriptor/regressor RMSE (ppm)

SchNet/NNa 12.8
MEGNet/KRR 20.08 � 0.55
M3GNet/KRR 10.02 � 0.37
MACE-MP-0-small/KRR 9.77 � 0.34
MACE-MP-0-large/KRR 9.74 � 0.27
MACE-OFF23-small/KRR 8.05 � 0.19
MACE-OFF23-large/KRR 8.15 � 0.42

a The value is taken from ref. 110.

1718 | Digital Discovery, 2024, 3, 1714–1728
which showed superior accuracy compared to the Laplacian
kernel, are presented.

In contrast to the SchNet/NN model's RMSE of 12.8 ppm, the
MEGNet/KRR model shows signicantly lower predictive accu-
racy with an RMSE of 20.08 ± 0.55 ppm, suggesting that the
MEGNet descriptor is less effective for 13C NMR chemical
shielding data. The M3GNet/KRR model demonstrates
a substantial improvement with an RMSE of 10.02 ± 0.37 ppm.
Models usingMACE descriptors show even greater accuracy: the
MACE-MP-0-small/KRR and MACE-MP-0-large/KRR models
achieve RMSEs of 9.77 ± 0.34 ppm and 9.74 ± 0.27 ppm,
respectively. The best performance is observed with the MACE-
OFF23-small/KRR model, which has an RMSE of 8.05 ±

0.19 ppm, with the MACE-OFF23-large/KRR model close behind
at 8.15 ± 0.42 ppm. These results highlight the superior
performance of the MACE descriptors, particularly MACE-
OFF23-small, in enhancing the accuracy of KRR models for
predicting 13C NMR chemical shielding. A more detailed
discussion of the nuances of these architectural differences is
presented in Section 4.1.

The accuracy of KRR models incorporating the M3GNet
GNN-TL descriptor with a Laplacian kernel for NMR chemical
shis was evaluated for each test set of the ve different nuclei.
Table 3 lists the statistical performance metrics for predicting
NMR chemical shis. Across all elements, the MAE for the test
set remained below 5 ppm. The MAE for 1H and 19F were
notably low at 0.18 ppm and 2.65 ppm, respectively, indicating
a high degree of prediction accuracy for these nuclei in the
unseen molecular environments. The MAE for 17O, although
higher at 4.95 ppm, still reects a reasonable predictive capa-
bility, given the complexity of the oxygen chemical shis. The
STD and interquartile range (IQR) values in the Table 3 repre-
sent the distribution of chemical shis within the training data,
rather than the accuracy of the model itself. Thus, the higher
STD and IQR values for 17O do not indicate a lack of model
precision but rather the natural variability inherent in the 17O
chemical shis within the training data. TheMAE/STD ratio can
still offer insights into model performance relative to data
variability. For example, the relatively low ratio of 17O (2.21%)
suggests that the model predictions are consistent with the
diversity of the training data. On the other hand, the higher
ratios for 1H (9.09%) and 19F (7.78%) indicate that the accuracy
of the models are not as high as desired, particularly when
considering the range of chemical shis represented in the
training dataset. The maximum absolute error (MaxAE) for all
nuclei is comparable to the STD of the training data. This is
attributed to random sampling and is expected to improve with
Table 3 Predictive performance and data variability of NMR shielding
constants for 5 elements

1H 13C 15N 17O 19F

MAE (ppm) 0.18 2.28 3.42 4.95 2.65
MaxAE (ppm) 7.50 68.58 71.62 279.84 39.31
STD (ppm) 1.98 51.96 119.58 224.40 34.07
IQR (ppm) 2.34 59.93 211.19 354.25 36.77
MAE/STD (%) 9.09 4.38 2.86 2.21 7.78

© 2024 The Author(s). Published by the Royal Society of Chemistry
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the application of more sophisticated data point sampling
techniques, such as active learning.

Subsequently, these models were employed to predict the
NMR chemical shis of a single molecule C5H5N2OF containing
ve elements that was not included in the training data. The
results are shown in Fig. 3. TheMAE for each nucleus were found
to be 0.08 ppm for 1H, 1.03 ppm for 13C, 6.45 ppm for 15N,
2.86 ppm for 17O, and 6.73 ppm for 19F. The remarkably lowMAE
Fig. 3 Predicted NMR chemical shifts for (a) a single molecule,
randomly selected from the QM9NMR dataset and not included in the
training data, for (b) 1H, (c) 13C, (d) 15N, (e) 17O, and (f) 19F. These
predictions (represented by red lines) are compared with the calcu-
lated values at the DFT/GIAO level, which are considered as the
correct values (depicted by blue lines).

© 2024 The Author(s). Published by the Royal Society of Chemistry
for 1H and 13C underscores the high accuracy of our model for
these nuclei, with predictions that closely mirror the calculated
values. The model performed well for the more challenging 15N
and 17O nuclei, where the chemical shis can be signicantly
affected by subtle changes in the molecular structure and envi-
ronment, as indicated by the MAE values. The 19F nucleus, while
having a higher MAE, showed excellent agreement with the DFT/
GIAO calculations, suggesting that the model predictions were
robust, even for nuclei with typically higher chemical shi
ranges. These results demonstrate the strong predictive power
and potential of the model as a reliable tool for accurately pre-
dicting NMR chemical shis across a variety of nuclei, even in
molecules beyond the scope of the training data.

We then expanded our assessment to evaluate the predictive
ability of our model for molecules larger than those in the QM9
NMR dataset. As such, we incorporate the test sets provided in
ref. 29, which comprised 40 drug molecules from the GDB17
universe and another set containing 12 drugs with 17 or more
heavy atoms. See ref. 29 for the structures of these molecules.

Table 4 presents the benchmark results for each test set using
our M3GNet GNN-TL descriptor andMACE-OFF23-small GNN-TL
descriptor. For comparison, we used the FCHL descriptor from
Gupta's study.29 To ensure a fair comparison, we employed our
GNN-TL descriptormodels trained on a size of 100K 13C chemical
shielding constants. For both models, an increased molecular
size in the dataset correlated with deterioration of the MAE value.
Notably, although our M3GNet GNN-TL descriptor did not match
the 1.88 ppm value achieved by the FCHL descriptor for the QM9
50K test set, our model exhibited an MAE value that was
approximately 0.3 ppm lower for the 40 GDB17 dataset test. The
MACE-OFF23-small GNN-TL descriptor showed even better
performance, with an MAE of 1.87 ppm for the QM9 50K test set,
closely matching the FCHL descriptor, and signicantly out-
performing it for the 40 GDB17 dataset with anMAE of 2.83 ppm.
For the set of 12 drugs with 17 or more heavy atoms, the M3GNet
descriptor showed an MAE of 4.21 ppm, while the MACE-OFF23-
small descriptor showed an MAE of 3.85 ppm. Notably, the
M3GNet descriptor's accuracy is comparable to the FCHL
descriptor. The results were nearly identical for the set of 12
drugs with 17 or more heavy atoms, highlighting that the
M3GNet GNN-TL descriptor was less affected by increasing
molecular size. On the other hand, the MACE-OFF23-small
descriptor signicantly outperforms FCHL with an MAE of
3.85 ppm, highlighting its superior predictive performance.

For a detailed comparison, Fig. 6 illustrates the molecule-
specic MAE values for both drug test sets. The molecular
Table 4 The MAE values for the prediction of the 50K QM9NMR hold
out set, 40 drug molecules from GDB17 universe and the other con-
taining 12 drugs with 17 or more heavy atoms. The values in paren-
theses indicate MaxAE. All units are in ppm

FCHLa M3GNet GNN-TL MACE-OFF23-small GNN-TL

50K QM9 1.88 2.28 (68.58) 1.87 (59.76)
40 drugs 3.7 3.46 (29.86) 2.83 (16.08)
12 drugs 4.2 4.21 (20.48) 3.85 (24.70)

a FCHL results are taken from ref. 29.
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structures are provided in ref. 29. Our M3GNet and MACE-OFF-
small GNN-TL descriptor-based prediction models ensured that
the highest MAE values for individual molecules across both
test sets remained below 10 ppm. Intriguingly, the desurane
molecule, which posed the greatest challenge, showed MAE
values of 53.3 ppm, 9.35 ppm and 8.31 ppm for the FCHL,
M3GNet and MACE-OFF23-small GNN-TL descriptor models,
respectively. This suggests an approximately 80% reduction in
the MAE with our descriptor, which is likely attributable to
differences in the encompassed descriptor domain.

The cutoff radius for the FCHL descriptor was determined
through a grid search,29 which settled at 4.0 Å. In this scenario,
the two uorine atoms in the terminal triuoromethyl group
(CF3) of the desurane molecule, which lie beyond 4 Å from the
CF2H carbon, were neglected. In contrast, ourM3GNet descriptor
had a 6 Å cutoff radius during the initial graph conguration and
a 5 Å cutoff for three-body interactions during graph convolution,
capturing the entire CF3 group. This suggests that the descriptor
adequately accounts for the inuence of the terminal tri-
uoromethyl group. Additionally, the intrinsic ability of GNN-TL
descriptors to account for environments beyond their cutoff
radius, owing to graph convolution, may have contributed to the
substantial improvement in MAE. Notably, the MACE-OFF23-
small model, with a cutoff value of 4.5 Å, achieves the highest
accuracy, even though it does not capture the uorine element at
a distance of 4.65 Å in the CF3 group. In summary, the proposed
M3GNet and MACE GNN-TL descriptors demonstrate the capa-
bility of predicting 13C NMR chemical shis for molecules
outside the training dataset with an accuracy comparable to that
of the state-of-the-art FCHL descriptor.

Lastly, to explore further practical applications of the con-
structed models, we validated the NMR chemical shielding
constants obtained using semi-empirical PM7-level geometries
as inputs against the NMR chemical shi values obtained using
DFT/GIAO-level structures from the training data. This valida-
tion was performed on the QM9 50K holdout set and two drug
molecule test sets, as provided by ref. 29. The 13C prediction
model employed was the M3GNet/KRR model. The MAE values
for each molecule in the drug datasets can be found in Fig. 6b
and d. For the QM9 50K holdout set, the result was 3.61 ppm,
showing a signicant deterioration of 1.33 ppm compared to
when DFT-level geometries were used as inputs. Conversely,
predictions for the 40 drugs and 12 drugs test sets showed only
minor deteriorations of 0.23 ppm and 0.04 ppm, respectively.
These results suggest that even when using more readily avail-
able PM7-level geometries as inputs, the transferability of the
model remains robust for extrapolative predictions on larger
molecules compared to the training data.

4 Discussion
4.1 Inuence of architectural choices on GNN-TL descriptor
performance

In our exploration of different architectures for generating
GNN-TL descriptors, we observed several patterns. First, as
shown in Tables 1 and 2, it is important to note that the accu-
racy of GNN-TL descriptors does not necessarily improve with
1720 | Digital Discovery, 2024, 3, 1714–1728
an increase in the dimensionality of the descriptors. With this
in mind, we discuss the architecture of each GNN-based IAP.
SchNet, which operates on GNN-based local descriptors to
evaluate systems as summations of atomic energies, accounts
only for pairwise interactions. This limited inclusion could
potentially constrain expressions, leading to inadequate repre-
sentational power. The subpar performance of MEGNet during
transfer learning may be attributed to its architectural design as
it integrates atomic (local) descriptors into molecular (global)
descriptors through concatenation. This means that the nal
piece of information passed to the MLP is not extracted directly
from the end of the GNN layer, which might not be the optimal
representation for targeted atomic-wise property prediction;
however, it is expected to be suitable for molecule-wise property
predictions. Moreover, the M3GNet architecture, which
considers three-body interactions, has the potential to capture
the three-dimensional structure of molecules with high reso-
lution. Additionally, the MACEmodel, an E(3)-equivariant GNN,
has demonstrated high performance as an IAP, suggesting that
the outputs of its GNN layers are highly accurate in representing
molecular structures. The GNN-TL descriptors from the pre-
trained E(3) equivariant GNN-based IAP, MACE, show the best
predictions. Although the equivariant operations in the GNN
layer are not essential for predictions of scalar target properties
such as energy or isotropic NMR chemical shis, the invariant
vectors obtained from the equivariant operations may
contribute to the sophistication of the GNN-TL descriptors.

4.2 Signicance of dataset size and diversity

The M3GNet training regimen incorporates data from 187 687
ionic steps spanning 62 783 compounds, including 187 687
energies, 16 875 138 force components, and 1 689 183 stress
components. This diverse dataset covers 89 elements from the
periodic table. The model is not limited to learning only the
energies associated with these elements but extends to atomic-
level forces. Moreover, M3GNet training includes not only
stable structures but also the processes of structure optimization.
The ingestion of vast amounts of data from crystalline systems
may have endowed the M3GNet with enhanced expression,
potentially making it adept at interpolating molecular systems.
The pre-trained MACE-MP0 model was trained using ten times
more energy data of crystalline systems, potentially contributing
to the improved accuracy of the 13C NMR chemical shi predic-
tions shown in Table 2. On the other hand, the MACE-OFF23
model, which is specialized for molecules containing 10
elemental species, was trained on a dataset comprising about 1M
energy data points, with structures containing up to 150 atoms.
This extensive training dataset might make it more suitable for
predicting molecular NMR chemical shis. Thus, the training
data for IAPs, much like their architectures, could be a crucial
factor in determining the performance of the descriptors.

4.3 Potential for transfer learning on quantum computer

There is a potential for leveraging quantum computation
approaches.111 Specically, our 10 qubit QKRR, facilitated by
a simulator, demonstrated a performance comparable to that of
© 2024 The Author(s). Published by the Royal Society of Chemistry
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state-of-the-art KRR. This is underpinned by the theoretical
equivalence of the NPQC with the Gaussian kernel. The quantum
kernel method stands out because of its capability to compute
with fewer measurement iterations than other quantum
computation methodologies, such as quantum neural
networks.112 In particular, our proposed M3GNet GNN-TL
descriptor can be feasibly realized with a minimum of six
qubits, enabling evaluations with a quantum bit count that is
more efficient than traditional descriptors, such as SOAP.
Fig. 4 Distributions of the NMR shielding constants of the training subs
elemental species: (a) 13C (for dataset size dependency), (b) 13C (for pote

© 2024 The Author(s). Published by the Royal Society of Chemistry
However, embedding for higher-dimensional SOAP appears to be
a challenge, possibly due to noise. From a futuristic perspective,
there is excitement about the possibility of developing kernels
that traditional computers cannot express, as well as accelerating
the inversion calculations of kernel matrices using quantum
algorithms. The constant scaling property of our proposed
method concerning element number dimensions may signi-
cantly contribute to real-time material exploration powered by
quantum-classical hybrid algorithms in the near future.
ets and test set sampled from the of the QM9NMR dataset for the five
ntial data bias), (c) 1H, (d) 15N, (e) 17O, and (f) 19F, respectively.
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Table 5 Accuracy (measured by RMSE) of GNN-TL/KRR models
trained on 400 13C NMR chemical shift values for different kernel
functions. All units are in ppm

GNN-TL descriptor Gaussian kernel Laplacian kernel

MEGNet 20.08 � 0.55 21.12 � 0.56
M3GNet 10.02 � 0.37 10.31 � 0.38
MACE-MP-0-small 9.77 � 0.34 10.78 � 0.31
MACE-MP-0-large 9.74 � 0.27 10.17 � 0.30
MACE-OFF23-small 8.05 � 0.19 8.64 � 0.13
MACE-OFF23-large 8.15 � 0.42 8.77 � 0.21

Table 6 The kernel function dependency of accuracy (MAE) for the
prediction of the 50K QM9NMR hold out set, 40 drug molecules from
GDB17 universe and the other containing 12 drugs with 17 or more
heavy atoms. All units are in ppm

M3GNet MACE-OFF23-small

Gaussian Laplacian Gaussian Laplacian

50K QM9 2.35 2.28 1.87 2.10
40 drugs 3.98 3.46 2.83 3.21
12 drugs 5.14 4.21 3.85 3.93
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5 Conclusion

The dynamics of machine learning and its extensive applica-
tions across various domains are driving cutting-edge research.
Our endeavor to integrate transfer learning with pretrained IAP
GNNs for NMR chemical shi prediction offers a paradigm shi
in efficiency and scalability. The GNN-TL descriptor presents an
unparalleled advantage in terms of scalability due to its
consistent dimensionality, irrespective of the number of
elements.

Comparative evaluations with other renowned descriptors,
such as SOAP, suggest that the GNN-TL descriptor can match, if
not surpass, the performance of its contemporaries while
maintaining a more compact representation. This is especially
important when factoring large datasets, where dimensionality
can exponentially burgeon.

Architectural choice plays a pivotal role in the performance
of GNN-TL descriptors. Moreover, the diversity and vastness of
the training dataset, which encompasses myriad elemental
types and structural congurations, augment the robustness
and versatility of the GNN.

Our proposed model has immense potential for creating
a unied framework capable of predicting various atomic and
molecular properties simultaneously, presenting profound
implications for accelerated material and molecular research.
This potential union of multiple predictions can usher in an era
of comprehensive understanding and quicker innovations,
possibly revolutionizing elds, such as catalysis, drug discovery,
and material design.

The union of transfer learning with pretrained GNNs not
only augments prediction accuracy but also drastically reduces
learning costs, presenting a cost-effective and efficient alter-
native to more computationally intensive methods. As we
move toward an era in which data-driven insights and models
govern the pace of innovation, our research offers a promising
pathway for future endeavors in the domain of chemical
property predictions with both classical and quantum
computers.

Note added – as we were nalizing this manuscript, we
became aware of recent articles86,110,113 that also utilize inter-
mediate information from graph neural network potentials. In
Section 3.2, we added a direct comparison between our results
and theirs. Elijošius et al. applied the pre-trained MACE
descriptor to generative modeling of molecules.86

Data availability

Data and code required to reproduce the gures and tables
related to the GNN-TL descriptors and the NMR shielding
constants prediction models presented in the manuscript is
publicly accessible on GitHub at https://www.github.com/
TShiotaSS/gnn-tl. The dataset utilized for the prediction of
NMR chemical shis, specically the QM9NMR dataset, is
available at DOI: https://www.doi.org/10.17172/NOMAD/
2021.10.16-1 and GitHub at https://www.moldis-
group.github.io/qm9nmr/. Results of the DFT/GIAO
calculations for isolated atoms, used for NMR chemical shi
1722 | Digital Discovery, 2024, 3, 1714–1728
computations, are included within the manuscript. The GNN-
TL descriptor vectors for the QM9NMR datasets are available
at DOI: https://www.doi.org/10.6084/m9.gshare.25484068.v2.
We have modied the code to extract GNN-TL descriptors
from the pretrained M3GNet model on Github at https://
www.github.com/materialsvirtuallab/m3gnet, and this
adapted version can be found at https://www.github.com/
TShiotaSS/gnn-tl/tree/main/scripts/m3gnet. The code used to
extract GNN-TL descriptors from the pretrained MEGNet
model can be found on GitHub at https://www.github.com/
materialsvirtuallab/megnet/blob/master/megnet/utils/
descriptor.py. The code used to generate descriptors from the
pretrained MACE models can be found on GitHub at https://
www.github.com/ACEsuit/mace/blob/main/mace/calculators/
mace.py. The implementation for quantum kernel ridge
regression used in this study is available at https://
www.github.com/Qulacs-Osaka/scikit-qulacs/tree/main/
skqulacs/qkrr.
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Appendix
Distribution of datasets for each NMR chemical shi
prediction model

The distributions of the training and test sets sampled from the
QM9NMR dataset are shown in Fig. 4. Fig. 4(a) shows that above
5K, the distribution is in good agreement with the overall
distribution of the 13C NMR shielding constants. For the other
elemental species, the distributions of the training and test sets
were in good agreement with the overall distribution.
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Scatterplots for the training set (red) and test set (blue) showing NMR chemical shifts from the QM9NMR dataset, using the M3GNet GNN-
TL/KRR model constructed with QM9NMR data for the five elemental species: (a) 1H, (b) 13C, (c) 15N, (d) 17O, and (e) 19F, respectively.

© 2024 The Author(s). Published by the Royal Society of Chemistry Digital Discovery, 2024, 3, 1714–1728 | 1723
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Fig. 6 Comparison of 13C NMR shielding constant predictions using different descriptors for (a) 40 drugmolecules from the GDB17 universe and
(d) 12 drugs with 17 or more heavy atoms. The predictions were made using the KRRmodel with the FCHL descriptor (red), the M3GNet GNN-TL
descriptor (blue), and the MACE-OFF23-small GNN-TL descriptor (green). The FCHL results were taken from ref. 29. The results for the M3GNet/
KRR model using DFT-level geometries and PM7-level geometries are shown in (b) and (d), respectively.
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Kernel function dependency for various GNN-TL descriptors

The accuracy of KRR models using Gaussian and Laplacian
kernels was evaluated. Table 5 presents the mean RMSE and its
standard deviation for predictions on the 50K holdout set by
models trained on 400 data points of 13C using Gaussian and
Laplacian kernels. For all models using GNN-TL descriptors, the
mean RMSE of models with Gaussian kernel was found to be
more accurate than those with Laplacian kernel. However, the
variation in accuracy due to dataset sampling (standard
1724 | Digital Discovery, 2024, 3, 1714–1728
deviation) was found to have a greater impact than kernel
choice in models with MEGNet and M3GNet GNN-TL descrip-
tors. On the other hand, in models with MACE GNN-TL
descriptors, the impact of kernel choice was more signicant
than the variation due to dataset sampling.

Next, Table 6 shows the accuracy of KRR models using
M3GNet and MACE-OFF23-small GNN-TL descriptors trained
on a 100K 13C training set. Unlike models trained on the 400 13C
training set, the KRR models with M3GNet GNN-TL descriptors
consistently showed higher accuracy with the Laplacian kernel
© 2024 The Author(s). Published by the Royal Society of Chemistry
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compared to the Gaussian kernel. Conversely, the results for
MACE-OFF23-small GNN-TL descriptors were similar to those
for models trained on the 400 13C training set, with the
Gaussian kernel models demonstrating higher accuracy. This
suggests that the appropriate kernel function may vary
depending on the size of the training data.

Finally, these results indicate the choice of kernel functions
for KRR models as presented in the Results section of this paper.
For models trained on 400 13C data points, all KRR models using
GNN-TL descriptors employed the Gaussian kernel. In contrast,
for models trained on 100K 13C data points, the Laplacian kernel
was used for KRR models with M3GNet GNN-TL descriptors,
whereas the Gaussian kernel was employed for models with
MACE-OFF23-small GNN-TL descriptors.
Validation of learning accuracy of NMR chemical shi
prediction

Fig. 5 illustrates the accuracy of the KRR models trained using
the M3GNet GNN-TL descriptor for ve elemental species. The
MAE values for the NMR shielding constant, for train/test, are as
follows: for 1H, 0.0344/0.1767; 13C, 0.1420/2.2798 ppm; 15N,
0.3910/3.4157 ppm; 17O 0.8881/4.9509 ppm; and 19F 0.0864/
2.6518 ppm.

The accuracy of the GNN-TL descriptors was also validated
using the molecular structures of two drug molecule data sets
reported in ref. 29. The predicted 13C NMR shielding constants
for each drug molecule using the M3GNet and MACE-OFF23
GNN-TL/KRR models are shown in Fig. 6a and c. These
predictions are accompanied by the values predicted by the
FCHL/KRR model.29 The prediction results of the M3GNet/KRR
model using PM7-level optimized geometries, along with the
prediction results using DFT-level geometries, are shown in
Fig. 6b and d.
Acknowledgements

We thank Nobuki Inoue and Tuan Minh Do for fruitful discus-
sions. This project was supported by funding from the MEXT
Quantum Leap Flagship Program (MEXTQLEAP) through Grant
No. JPMXS0120319794, and the JST COI-NEXT Program through
Grant No. JPMJPF2014. The completion of this research was
partially facilitated by the JSPS Grants-in-Aid for Scientic
Research (KAKENHI), specically Grant No. JP23H03819 and
JP21K18933. We thank the Supercomputer Center, the Institute
for Solid State Physics, the University of Tokyo for the use of the
facilities. This work was also achieved through the use of SQUID
at the Cybermedia Center, Osaka University.
References

1 J.-L. Reymond, R. van Deursen, L. C. Blum and
L. Ruddigkeit, MedChemComm, 2010, 1, 30.

2 L. Ruddigkeit, R. van Deursen, L. C. Blum and
J.-L. Reymond, J. Chem. Inf. Model., 2012, 52, 2864–2875.
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28 L. Himanen, M. O. Jäger, E. V. Morooka, F. Federici Canova,
Y. S. Ranawat, D. Z. Gao, P. Rinke and A. S. Foster, Comput.
Phys. Commun., 2020, 247, 106949.

29 A. Gupta, S. Chakraborty and R. Ramakrishnan, Machine
Learning: Science and Technology, 2021, 2, 035010.

30 W. Gerrard, L. A. Bratholm, M. J. Packer, A. J. Mulholland,
D. R. Glowacki and C. P. Butts, Chem. Sci., 2020, 11, 508–
515.

31 M. J. Willatt, F. Musil and M. Ceriotti, J. Chem. Phys., 2019,
150, 154110.
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86 R. Elijošius, F. Zills, I. Batatia, S. W. Norwood, D. P. Kovács,
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