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odels for accurate and
interpretable cheminformatics†

Michael Tynes, ‡§*ab Michael G. Taylor,a Jan Janssen, a Daniel J. Burrill,ab

Danny Perez, a Ping Yang *a and Nicholas Lubbers *c

Advances in machine learning have given rise to a plurality of data-driven methods for predicting chemical

properties from molecular structure. For many decades, the cheminformatics field has relied heavily on

structural fingerprinting, while in recent years much focus has shifted toward leveraging highly

parameterized deep neural networks which usually maximize accuracy. Beyond accuracy, to be useful

and trustworthy in scientific applications, machine learning techniques often need intuitive explanations

for model predictions and uncertainty quantification techniques so a practitioner might know when

a model is appropriate to apply to new data. Here we revisit graphlet histogram fingerprints and

introduce several new elements. We show that linear models built on graphlet fingerprints attain

accuracy that is competitive with the state of the art while retaining an explainability advantage over

black-box approaches. We show how to produce precise explanations of predictions by exploiting the

relationships between molecular graphlets and show that these explanations are consistent with

chemical intuition, experimental measurements, and theoretical calculations. Finally, we show how to

use the presence of unseen fragments in new molecules to adjust predictions and quantify uncertainty.
1 Introduction

Chemical property prediction from molecular graphs is a long-
established approach that has evolved into a complex disci-
pline, especially so following the recent revolutions in machine
learning (ML).1–3 Historically, cheminformatics has treated
molecular graphs (also referred to as 2D chemical information)
using schemes that count the presence of substructural
patterns to generate feature representations known as molec-
ular ngerprints,1–9 which can then be used in a variety of
Machine Learning (ML) pipelines for chemical property
prediction. Deep learning (DL) approaches such as message
passing and graph neural networks have come to overshadow
other ML methods due to their state-of-the-art performance
across a variety of tasks.10–12 However, these performance
improvements have come at the expense of increased training
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cost and decreasedmodel interpretability, and addressing these
drawbacks is an active area of research.13–19 Considering the
limitations of DL, we show here that prediction using graph
fragments still has a place in the modern chemistry-applied ML
arsenal by revisiting fragment generation, and by constructing
new approaches to model building, chemical property predic-
tion explanation, and uncertainty quantication.

Model interpretability is oen invaluable when ML is
applied in the sciences both because it helps scientists under-
stand when and howmodels make errors, thereby building trust
in model predictions, and because it can help uncover trends in
predictions, which can lead to enhanced scientic under-
standing. Methods for interpreting ML models in the context of
chemistry and materials problems are reviewed thoroughly in
ref. 18, 20 and we review key points here. In the ML interpret-
ability literature, intrinsically interpretable models18,20 are those
wherein the model functional form and mechanisms for
prediction are transparent and meaningful. An oen-cited
example of such a model is linear regression, where each
coefficient has a clear interpretation as the contribution of an
individual feature to a prediction (even when these features may
be difficult to interpret). In contrast, many ML models – e.g.,
deep neural networks (DNNs) – are too large or complicated to
be interpreted directly and are thus referred to as black-box
methods. Such methods can still be interpreted through post
hoc procedures which are applied to models aer training or to
their predictions. Examples of such techniques include local
linear surrogates which examine the contribution of input
© 2024 The Author(s). Published by the Royal Society of Chemistry

http://crossmark.crossref.org/dialog/?doi=10.1039/d4dd00089g&domain=pdf&date_stamp=2024-10-05
http://orcid.org/0000-0002-5007-1056
http://orcid.org/0000-0001-9948-7119
http://orcid.org/0000-0003-3028-5249
http://orcid.org/0000-0003-4726-2860
http://orcid.org/0000-0002-9001-9973
https://doi.org/10.1039/d4dd00089g
http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4dd00089g
https://pubs.rsc.org/en/journals/journal/DD
https://pubs.rsc.org/en/journals/journal/DD?issueid=DD003010


Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
A

ug
us

t 2
02

4.
 D

ow
nl

oa
de

d 
on

 1
1/

16
/2

02
5 

8:
04

:0
9 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
features near a given input point21 and similar local explana-
tions called SHapley Additive exPlanations (SHAP) based on
game-theory.22–24 DNNs are oen interpreted by methods that
examine the gradients of their predictions, e.g. through inte-
grated gradients25 or the deep Taylor decomposition.26 Such post
hoc methods have been applied to molecular property predic-
tion and have been used to give explanations in terms of
atoms,27 bonds,28 and higher-order molecular subgraphs.29

Some argue that because DNNs oen provide the most
accuracy across ML models and that numerous post hoc DNN
explanation methods exist, these methods should be favored
over intrinsically explainable models, which are commonly
thought to be comparatively weak predictors.18 However, this
perceived accuracy-interpretability tradeoff is oen exaggerated
and is sometimes orthogonal to observed trends.19 Further-
more, many post hoc interpretability methods have theoretical
weaknesses that are empirically borne out by counter-intuitive
and untrustworthy explanations. For example, ref. 30
discusses that numerous post hoc methods are not locally Lip-
schitz continuous, meaning that extremely small perturbations
in model input can yield large changes in explanations,
a phenomenon which makes explanations appear inconsistent
to a human observer. More recently, ref. 31 showed that post hoc
methods based on the deep Taylor decomposition can be
manipulated to produce arbitrary explanations. Such ndings
have led to calls to use simpler, explainable models when
possible.19

Intrinsically explainable models oen have comparable
predictive power to black box models, especially when con-
structed carefully.19 This general observation has been demon-
strated recently in a materials science context where
interpretable (multi-)linear models were applied material
property prediction problems and achieved accuracy close to
state-of-the-art nonlinear approaches.32 One of these model
families was constructed by counting atomic n-grams present in
a crystal lattice unit cell and assigning coefficients to their
presence, inspired by the cluster expansion. Here we develop an
analogous representation for organic molecules which we call
the atom-induced molecular subgraph, or graphlet, represen-
tation, wherein a molecule is represented by constituent n-atom
Fig. 1 Illustration of graphlet featurization and linear model construction
molecules (b) form of a linear model fit to predict some molecular prop

© 2024 The Author(s). Published by the Royal Society of Chemistry
connected subgraphs. A similar representation was recently
developed by ref. 9 and used to sample and characterize large
chemical spaces of more than billions of molecules.33–35 Here we
show that such a representation can be combined with linear
models for competitive and interpretable prediction.

We construct accurate, explainable linear models which,
inspired by the many-body expansion,36–38 approximate molec-
ular properties as functions of molecular graphlets organized by
their body-order, i.e., the number of atoms in each graphlet. We
show that so-constructed linear models perform competitively
with nonlinear black box models across a variety of structure–
property prediction tasks. We then show that this approach can
naturally be used to produce coherent, additive explanations by
projecting higher-order model coefficients onto atoms or bonds
within their molecular context, and empirically nd correlation
between these projections and both chemical intuition and
chemical theory. Finally, we examine how graphlet train and
test statistics can be used to estimate distribution shi39 and
thereby quantify prediction uncertainty.
2 Methods

We develop a method for molecular representation and model
tting using the principle of themany-body expansion, in which
we aim to write a property of a molecule as a linear combination
of coefficients associated with all of the graphlets of the mole-
cule weighted by their number of occurrences in the molecular
graph. This is illustrated in Fig. 1. In this section, we outline the
mathematical framework for constructing and counting these
graphlets (Section 2.2). We then discuss hierarchical regression
by body order (Section 2.3), show how graphlet coefficients can
be combined to give model explanations (Section 2.4), and
nally, how the presence of unseen fragments in molecules not
seen during training can be used to both adjust model predic-
tions and quantify uncertainty (Section 2.5). Aer formally
describing our methods, we discuss the molecular property
prediction tasks and datasets we used to evaluate them (Section
2.6) and then nally, we give a few remarks on our imple-
mentation (Section 2.7), which is open-source and freely
available.
(a) all induced subgraphs up to size 2 are counted in a set of 2 training
erty from counts shown in (a). (c) The matrix formulation of (b).
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2.1 Graphlet ngerprint approach

Graphlets are dened as isomorphism classes of connected
subgraphs induced by choosing a set of nodes and all of the
edges connecting those nodes in a graph.40 We dene a graphlet
ngerprint as a vector of counts of occurrences of graphlets in
a molecular graph. This is similar to other ngerprinting
approaches, which enumerate molecular subgraphs of a given
family up to some size parameter. For example, Daylight-like5

ngerprints enumerate linear paths on the molecular graph up
to a maximum path length with optional path branching6 and
Extended Connectivity FingerPrints (ECPF or Morgan, the latter
aer Morgan's original formulation7) enumerate atom-centered
radial subgraphs up out to a maximum radius.8 In contrast,
rather than restricting the process that generates subgraphs, we
base our machine learning counts of all molecular graphlets up
to some size N.

Graphlet ngerprints, like other ngerprint approaches, are
built upon pre-dened type labels assigned to the atoms and
bonds in a molecular graph. We label nodes by atomic species,
formal charge, and aromaticity. This implies that every node
type has a precise degree which is constant across all instances
in all molecular graphs. Edges are labeled according to bond
type as either single, double, triple, or aromatic. As a result, the
graphlet statistics form a typed version of Dk degree statistics.41

This rich typing scheme helps to capture information more
efficiently at lower maximum graphlet size; as an example,
with only species based typing an N+ atom with 4 bonds is not
distinguished from an N atom with 3 bonds until using
a graphlet size of at least 5. Valence-based rich typing of atoms
can resolve the difference between these atoms at a graphlet
size of 1.

Graphlets are enumerated by a recursive algorithm similar to
the explicit subgraph enumeration routine described in ref. 42
and 9, during which we identify and count membership in
isomorphism classes through our hashing technique described
in the next section.
2.2 Graphlet ngerprint mathematical description

In mathematically precise terms, we construct graphlet nger-
prints as histograms of members of induced subgraph
isomorphism classes present in a molecular graph. We consider
a molecular graphM to be a set of atomsA and a set of bonds B
between those atoms, that isM ¼ ðA;BÞ. An inducedmolecular
subgraph is a subgraph of M formed by choosing a subset of
atoms S4A and all of the bonds between the atoms in S, which
we label as M½S�.

To construct molecular graphlets, we consider the family of
sets of atoms in M for whom the induced subgraph is con-
nected, denoted

PðMÞ ¼ fS4A : M½S� is connectedg: (1)

Loosely speaking, one can think of PðMÞ as playing the role
of a cumulant expansion over the induced subgraphs formed by
the power set of A. Molecular graphlets are the classes of
isomorphic subgraphs present in PðMÞ. It will be useful to
1982 | Digital Discovery, 2024, 3, 1980–1996
consider induced subgraphs restricted to a given number of
atoms, N, denoted as

PNðMÞ ¼ fS : S4A; jSj#Ng: (2)

The graphlet ngerprint is the histogram CN of isomorphic
induced subgraphs up to subgraph size N. With the Iverson
brackets 〚/〛 representing the indicator function and H
denoting the set of graph isomorphism classes, the components
of CN are

CH
NðMÞ ¼

X
S˛PN ðMÞ

〚M½S�˛H〛: (3)

To efficiently track graphlet isomorphism classes H, we
build an integer-valued labeling (in other words, hashing)
function H and produce counts of these labels. We construct
a concrete histogram cN with components labeled h as

ch
NðMÞ ¼

X
S˛PN ðMÞ

〚HðM½S�Þ ¼ h〛 (4)

To build this hashing function, we require pre-dened atom
labels, hatomðM½fig�Þ, and pair labels, hbondðM½fi; jg�Þ (atom and
bond labels for the pair), as well as a labeling function hrec,
which can identify a histogram ch by sorting the labels in the
histogram and pairing them with the accompanying count. To
label graphlets of arbitrary size, we construct a recursive
labeling function H with hrec using hatom and hbond as base
cases:

HðM½S�Þ ¼

8>><
>>:

hatomðM½S�Þ; jSj ¼ 1

hbondðM½S�Þ; jSj ¼ 2

hrec
�
cjSj�1ðM½S�Þ�; jSj$ 3:

(5)

In plain words, we label graphlet isomorphism classes by
their own histograms of graphlets: triplets are labeled in terms
of bonds and atoms, and four-vertex graphlets are labeled in
terms of triplets, bonds, and atoms, etc. To our knowledge, this
labeling scheme not been presented in any prior work. Because
it is recursive, it has the advantage of allowing memoization
while building the graphlet set. Whether or not the concrete
labeling function H is a faithful realization of the ideal
isomorphism classes H is a complex question related to the
long-standing graph reconstruction conjecture,43–46 which is
notably true for some particular classes of graphs, false for
others, and not settled for a great many cases. For the molecules
and subgraph sizes studied here we have found no
counterexamples.

2.3 Hierarchical regression

We explore tting linear regression models hierarchically, rst
to subgraphs with jSj ¼ 1, and then jSj ¼ 2, and so on. Let us
think of the graphlet histograms cN of graphlets up to jSj ¼ N as
members of a space CN . This space can be decomposed as
a direct sum of vector spaces nn
© 2024 The Author(s). Published by the Royal Society of Chemistry
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CN ¼ 4
N

n¼1
nn: (6)

where the components of vectors vn˛nn are counts of graphlets
of size precisely equal to n. Using this notation, we construct an
order-N hierarchical model to predict y as

yzFN

�
cN

� ¼ XN
n¼1

fnðvnÞ (7)

Using ŶN = FN(cN) for arbitrary values of N, each constituent
model fn is trained to minimize the same loss function evalu-
ated against the residual y − Ŷn−1, that is to minimize
Lðyn; fnðvnÞÞ with

yn ¼
(
y; n ¼ 1

y� Ŷ n�1; n. 1:
(8)

Put less mathematically, using the graphlet approach, we
can build a function up by rst applying regression to the
graphlet counts generated by atoms, and then to the graphlet
counts generated by bonds, and then to the graphlet counts
generated by connected triples, and so on, up to some graphlet
size N, where the model at size n learns a correction to the
model at size n – 1. This same hierarchical approach can be
analogously applied to the other 2D graph ngerprints we
examine. For path-based ngerprints, the hierarchical levels
indexed by n correspond to the number of steps in the graph
walks or, equivalently, the number of bonds. For circular
ngerprints, the hierarchical levels n indicate the set of frag-
ment features with radius equal to n.

2.4 Interpretation projections

We produce local (per molecule) interpretations of our graphlet-
based linear models by exploiting the inclusion of smaller
graphlets within larger graphlets. Using the graphlet inclusion
relationships in a particular molecular graph, we project the
linear model coefficients associated with each graphlet onto the
molecule's atoms or bonds. The projected values describe the
contribution of each atom or bond to the model prediction,
given its context within the molecular graph. These atom- or
bond-projected values sum to the model prediction value for
this molecule, a property we refer to as additivity. A visualization
of the inclusion relationship structure is presented in Fig. 2.
The remainder of this section describes how we produce the
pictured graph and use it to perform projections in formal
notation.

We consider the directed acyclic graph (DAG) of inclusion
relationships between graphlets of varying size, dened as

GSS
0 ðMÞ ¼

n�
M½S�;M

h
S

0i�
: S3S

0o
(9)

and equivalently described by the adjacency matrix G with
elements given by

GSS
0 ðMÞ ¼ 〚S3S

0
〛: (10)
© 2024 The Author(s). Published by the Royal Society of Chemistry
For brevity, we will omit the M and write these matrix
elements as GSS

0 , but the matrix remains associated with
a particular molecule.

We principally deal with the inclusions of size n graphlets
within size n + 1 graphlets, which form an N-partite DAG with
partitions for each graphlet size from n = 1, ., N. We refer to
the partitions as levels. Much like in a feedforward neural
network, each adjacent pair of levels is connected by a set of
edges. These edges are a subset of those in G; the adjacency
matrix Gn connecting nodes from level n + 1 to level n corre-
sponds to

GSS
0 n ¼ G

〚jSj¼n〛;〚jS0 j¼nþ1〛
; (11)

where the Iverson brackets 〚/〛 subscripts indicate taking
only rows and columns of G that respectively correspond to size
n and size n + 1 fragments. A column of Gn describes which size
n graphlets are included in each size n + 1 graphlet. We use the
matrices Gn to perform our projections from higher to lower
levels of the DAG. The DAG described by these matrices, and
their upward analogs to be introduced shortly, is visualized for
a ctitious molecule in Fig. 2.

We want our projections onto atoms or bonds to be additive,
that is, to sum to the prediction of the linear model, so we want
the transformation corresponding to each Gn to be sum
conserving. To accomplish this, when projecting contributions
from a size n + 1 graphlet to its size n graphlets, we evenly
distribute this contribution across all of the size n graphlets.
Mathematically, we can ensure this by normalizing the columns
of Gn to sum to 1. We write the column-normalized adjacency
matrix as Ĝn with columns dened as

ĝS0 n ¼ 1

1$gS0 n
gS0 n (12)

where 1 is the vector of ones.
To develop our projections, we must think carefully about

our linear model form. A linear model with weights b acting on
graphlet histogram cN to estimate y is written as,

ŷ = b$cN. (13)

Here, every model coefficient b is associated a graphlet
isomorphism class and is multiplied by the number of occur-
rences of that graphlet class in amolecule and summed. We can
think of this model as a sum over the coefficients associated
with every individual occurrence of a graphlet induced by S in
a molecule, written as

ŷ ¼
X

S˛PN ðMÞ
b½S�: (14)

When projecting “downwards” from larger to smaller frag-
ments, denote the projection value on a set of atoms as a½S�. We
write the vector of these projection, a, and coefficient, b, values
associated with all S of size n in a molecule as a!n and b

!n
. With

this notation, we dene the projection from level n + 1 to n as

a!n ¼ b
!n þ Ĝ

n
$ a!nþ1

(15)
Digital Discovery, 2024, 3, 1980–1996 | 1983
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Fig. 2 Illustration of interpretability scheme based on substructure graphs. A linear model associates some contribution to each fragment in
the molecule. By tracking the inclusion relationships between subgraphs (red/blue arrows), we can create normalized matrices Ĝn and K̂n which
can be used to move predictions between many-body levels. Of particular interest are interpretability projections to atoms, n = 1, and bonded
pairs, n = 2.
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with the recursive base case

a!N ¼ b
!N

: (16)

Eqn (15) is sufficient to produce atom-level explanations by
computing a!1

For bond-level explanations, we introduce the reverse
“upwards” projection from level n – 1 to n. To do so, we reverse
the direction of the edges in the DAGs described above. The
edges are now weighted by the total “valence” (in graph terms,
the total edge weight) of one graphlet within another. Loosely
speaking, these valence weights are the counts of bonds
subsumed in the larger graphlet. More formally, the matrix K
with elements given by

KS
0
S ¼ 〚S

0
4S〛

X
b˛B

wb〚b˛M½S�〛〚b;M½S 0 �〛 (17)

where wb gives the weight of an ordinary edge (bond) b in the
molecule. Note that the sparsity structure of K is the same as GT

(another way of observing that the DAG is reversed) and only the
edge weights differ. We then dene Kn is analogously to Gn to
only have support between levels n and n – 1. We then column-
normalize Kn in the same sense as eqn (12), producing K̂n with
columns summing to 1. In the case where n = 2, edges toward
atom pairs connected by integral bonds are weighted by the

number of electron pairs, and aromatic bonds have weight of
3
2
.

This allows us to dene natural “upward” projections u½S� as
1984 | Digital Discovery, 2024, 3, 1980–1996
u!n ¼ K̂
n
$
�
u!n�1 þ b

!n�1�
(18)

u!1 ¼ 0: (19)

A diagram of this scheme for interpretability projections is
shown in Fig. 2. As a concrete example of this denition, a 2-
graphlet (bond) containing a carbon and nitrogen that are

double-bonded to each other will receive
1
2

of the carbon-

associated b and (2 out of 4 bonds) and
2
3
of the nitrogen-

associated b (2 out of 3 bonds) in an upward projection.
We combine the upward and downward projections at level

n, denoted by c!n, as

c!n ¼ a!n þ u!n
: (20)

For any level n,

ŷ ¼~1$ c!n
: (21)

This equation represents the fact that our explanation
vectors c are additive in the sense that the sum of the expla-
nation reproduces the prediction; the explanation breaks the
prediction into component pieces. We primarily consider c!1

which corresponds to breaking up the prediction Ŷ into atom-
centered terms and c!2 corresponding Ŷ decomposed into
© 2024 The Author(s). Published by the Royal Society of Chemistry
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bond-centered terms, although one can compute c!n for any
n = 1, ., N.
2.5 Uncertainty quantication and prediction adjustment
based on unseen graphlets

When evaluating graphlet-based regression models on new
molecules, it is likely that these molecules will contain graph-
lets not present during training. We can use the presence of
these unseen fragments both to construct uncertainty quanti-
cation (UQ) measures and, when appropriate, adjust our
predictions to account for systematic biases introduced by the
absence of tted model coefficients associated with the unseen
graphlets. These uncertainty metrics could be applied in active
learning47 and Bayesian optimization48 workows to discover
new molecules and materials.

We examine various methods of constructing uncertainty
metrics based on unseen graphlets. While yet more approaches
are possible, we explored using the total number of unseen
graphlets, the fraction of unseen graphlets, and an auxiliary
uncertainty regression model to weight the relative importance
of unseen fragments of size s.

We can exploit statistical information in the distribution of
graphlet coefficients to adjust predictions when a test molecule
has unseen graphlets. We examine this in the context of pre-
dicting energies, where each graphlet is associated with a coeffi-
cient that can be thought of as the energy contribution of each
graphlet. Ignoring unseen graphlets present in a new molecule
causes the magnitude of a molecule's energy to be mispredicted.
We adjust for this bias by nding the mean coefficients ~bs for
each size s = 1, ., N, constructing a histogram of counts ds

N of
unseen all fragments of size s, regardless of the fragment struc-
ture. The adjusted prediction ŷadj is then written as

ŷadj = b$cN + ~b$dN (22)
2.6 Overview of data sources and experiments

We evaluate models built using graphlet ngerprints on een
molecular datasets from several sources to assess the general
applicability of the graphlet approach.

To examine regression performance, we rst examine predic-
tion on roughly 130k atomization energies from the QM9 (ref. 49)
dataset computed using Density Functional Theory (DFT) and
compare performance against a range of ngerprint-based
regression methods applied to this dataset, including one
applied by ref. 50. Later, we use splits of this dataset to evaluate
our uncertainty quantication and prediction adjustment
approaches. We then evaluate our method's performance on
solubility prediction using four datasets from ref. 51 with sizes
ranging roughly from 400 to 900 molecules and compare our
results to those therein. Finally, we evaluate regression perfor-
mance on nine drug discovery related quantities in datasets with
sizes ranging roughly from 700 to 10 000 molecules from ref. 52
and compare performance to leaderboards hosted online.53

To evaluate our interpretability projections, we qualitatively
examine solubility predictions on the datasets from ref. 51 and,
more quantitatively, correlate bond-projected energies to
© 2024 The Author(s). Published by the Royal Society of Chemistry
roughly 50 000 bond dissociation energies calculated on a set of
molecules from ref. 54.

2.7 Implementation

We implemented our ngerprints using a custom python
package, , which we have open-sourced and
made freely available at http://www.github.com/lanl/
minervachem/. uses RDKit55 and networkx56 to
represent molecules and graphlets. Graphlet counts are
represented as scipy57 sparse matrices for model tting.
Linear and hierarchical modelling procedures in

are implemented with scikit-learn.58 Nonlinear
models are implemented with the Light Gradient Boosting
Machine (LightGBM) library.59 LightGBM model
hyperparameters were optimized using the Fast Library for
Auto Machine Learning (FLAML)60 and include the number of
boosted tree estimators, the maximum number of leaves per
estimator, the maximum number of samples per leaf, the
fraction of features considered by each tree, the learning rate,
and L1 and L2 regression parameters. Internally to
minvervachem, visualizing projected coefficients uses RDKit
plotting methods, and visualizing projection DAGs is done in
networkx. also implements the pairwise
difference regression (PADRE) meta-algorithm.61

3 Results

Our results show competitive model predictive performance,
strong interpretability, and uncertainty quantication that is
well-correlated to absolute error. In Section 3.1, we see that
graphlet-based linear models t to DFT atomization energies
exceed the performance of both linear and nonlinear models
built on other ngerprints and exceed the accuracy of these DFT
calculations with respect to experiment. In Section 3.2, we show
that projecting coefficients from these models to bonds gives
bond-level attributions that are both similar to experimentally-
derived bond dissociation energies (BDEs) and are correlated
with DFT-derived BDEs. In Section 3.3, we see predictive
performance on solubilities in various solvents that is compet-
itive with nonlinear models from the literature, and in Section
3.4 that interpreting the coefficients from these models pro-
jected to atoms agrees with chemical intuition. In Section 3.5,
we see competitive performance across nine drug-discovery-
related molecular property prediction tasks from the Thera-
peutic Data Commons leaderboards.52,53 In Section 3.6, we use
information about unseen fragments to improve prediction
quality on unseen molecules by up 38% in a fragment holdout
experiment. Finally, in Section 3.7, we use unseen fragment
information to construct uncertainty quantication metrics
that show good correlation with absolute prediction error.

3.1 High accuracy on diverse chemical systems

We present computational experiments on the QM9 dataset that
are designed to evaluate the performance of graphlet
ngerprint-based linear models compared to other nger-
printing methods and to nonlinear modeling approaches. We
Digital Discovery, 2024, 3, 1980–1996 | 1985
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restricted the target QM9 property to atomization energy as
a case study to examine our graphlet-based linear modeling
approach, as our approach was inspired by many-body expan-
sion energy models. For linear regression models, we t L2-
regularizedmodels on graphlet ngerprint representations with
maximum graphlet size s ranging from 1 to 9. For comparison
with a nonlinear model, we included gradient boosting as
implemented by the LightGBM library.59 To compare with other
ngerprinting methods, we included RDKit and Morgan
ngerprints as implemented in the RDKit library.55 RDKit
ngerprints are an implementation of path-based, Daylight-like
ngerprints, and Morgan ngerprints are radial/circular
ngerprints, both discussed earlier in Section 2.1 and in ref.
6. We used count-based unfolded representations for both types
of ngerprints and allowed branching for RDKit ngerprints.
We also varied s from 1 to 9 for these ngerprints, where s is the
maximum number of bonds present in an RDKit ngerprint
and the maximum radius in a Morgan ngerprint. At each
fragment size, we performed a hyperparameter optimization
and measured test performance on a 0.64/0.16/0.2 train/val/test
split. For the ridge regression model we searched for the L2
strength parameter over ranges described in ESI Section S1.1.†
For the LightGBM we used the FLAML procedure,60 which aims
to intelligently nd hyperparameters (which are listed in
Section 2.7) given a wall-time budget, which we set to 30 min for
each level in the hierarchical models and s× 30 min in the non-
hierarchical case. We also compare our model to the best
ngerprint-based model for the atomization energy task pre-
sented in ref. 50.

Overall, graphlet-based linear models show stronger perfor-
mance than both nonlinear models and models constructed
with other ngerprints, as seen in Fig. 3 which summarizes our
QM9 experiments (additional learning curves including
training performance are given in ESI Fig. S1 and S2†). First,
considering hierarchical models, performance improves
consistently with fragment size to a mean absolute error (MAE)
Fig. 3 Test set performance vs. fragment count by model type, feature
shown in number of fragments rather than fingerprint size because the
dashed horizontal line at 2.3 kcal mol−1 indicates the accuracy of the D
ment.50 The solid horizontal line at 1 kcal mol−1 gives a common benc
horizontal line at 84.2 kcal mol−1 shows the best MAE attained by finger

1986 | Digital Discovery, 2024, 3, 1980–1996
of less than 5 kcal mol−1 for all models. The best of these
models uses graphlet ngerprints and attains a test MAE of
1.74 kcal mol−1. Although this is not quite the 1 kcal mol−1

widely considered to be chemical accuracy,62 it is less than the
error of the DFT used to calculate these values of DHat.50 The
RDKit ngerprint-based model follows this performance, with
an MAE of 2.15 kcal mol−1. The performance of these two
ngerprint variants is likely similar because they capture
similar chemical information, i.e., atom-induced subgraphs vs.
branched-path ngerprints which can be though of as edge-
induced subgraphs. We hypothesize that the stronger perfor-
mance of both graphlet and RDKit ngerprints over Morgan
ngerprints is because they are a richer representation than the
Morgan ngerprints, having many more features at a given size.
We further hypothesize that the performance improvement of
graphlet ngerprints over RDKit ngerprints is due to the
relative redundancy present in RDKit ngerprints: because they
are walk based, there are many RDKit ngerprint fragments
corresponding to the same exact set of atoms for which there is
necessarily only one graphlet.

The nonlinear LightGBM models outperform linear models
with small fragment counts, but this relationship is reversed as
fragment count increases. This is possibly because LightGBM
does not capture the additivity of fragment energies reected in
the many body expansion ansatz, which, by contrast, is well-
captured by linear models. Instead of assigning an energy to
each graphlet, the LightGBMmodel must examine a large set of
features to si through the combinations which produce good
estimates of total energy. This hypothesis is consistent with the
rapid increase in error of non-hierarchical LightGBM models
with fragment count, which have to consider all fragments at
once. Hierarchicality also eliminates feature correlation
induced by the inclusion of smaller fragments within large
ones, which may explain the trend of slightly better perfor-
mance among the hierarchical models in general and the much
type, and hierarchicality on the QM9 DHat task. The horizontal axis is
size parameter has different meanings across fingerprint types. The

FT calculations that produced these DHat values compared to experi-
hmark of “quantum chemical accuracy” at 1 kcal mol−1. The dotted
print-based models in ref. 50.

© 2024 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4dd00089g


Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

6 
A

ug
us

t 2
02

4.
 D

ow
nl

oa
de

d 
on

 1
1/

16
/2

02
5 

8:
04

:0
9 

A
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
stronger performance of LightGBM using the hierarchical
approach.

All models constructed here outperform the best ngerprint-
based model performance reported in ref. 50, most by one to
two orders of magnitude, regardless of ngerprint type, high-
lighting the importance of carefully selecting ngerprint
parameters. Ref. 50 uses binary ECP4 (Morgan) ngerprints out
to radius 4 folded to a ngerprint length of 1024. At radius 4, we
nd roughly 500 000 Morgan fragments in the training set when
using unfolded ngerprints (see ESI Table S1† for the exact
number of fragments observed at each size for each ngerprint
type). This close to 500× ratio between unique fragments and
ngerprint entries likely explains the limitations of the model
from ref. 50.

3.2 Interpreting energy models on bonds

The energy models built in Section 3.1 provide an opportunity
to investigate whether the bond-level projections c!2 (dened in
eqn (20)) of an energy prediction correlate with bond dissocia-
tion energies (BDEs). We examine the relationship between c!2

and both experimentally and theoretically-derived BDEs, in
both cases using a linear model t with graphlet ngerprints up
to size 7 on approximately 128 000 molecules from QM9 (the
details of the data split andmodel construction are discussed in
Section 3.2.2).

3.2.1 Experimental BDEs. We rst consider a few experi-
mental BDEs from simple molecules obtained from ref. 63. Both
the bond-projected energy predictions c!2 and experimental
BDEs for three example molecules – ethane, ethene, and
ethyne – are shown in Fig. 4. Both quantities, reported
in kcal mol−1, appear on the same scale. The expected trend of
increasing C–C bond energy with bond order is captured. This
can be explained largely in terms of the explicit single, double,
and triple bond fragment coefficients. More interestingly, the
subtle trend in C–H bond energy with C–C bond order is also
partially captured. In this case, the inclusion of these bonds
within higher-order graphlets increased the values of c!C�H

2.
Fig. 4 Bond-level model interpretability: the projection of a DHat

model onto bonds ð c!2Þ along experimental bond dissociation ener-
gies (BDE) for ethane, ethene, and ethyne obtained from ref. 63.
Energies are in units of kcal mol−1.

© 2024 The Author(s). Published by the Royal Society of Chemistry
3.2.2 Theoretical BDEs. Though illustrative, recapitulating
the relative strength bonds in only a few simple molecules is not
a sensitive probe of the interpretability scheme. To ask whether
bond-level projections are well-aligned with BDEs in a statisti-
cally signicant sense, we turn to the large theoretical BDE
dataset presented in ref. 54. This dataset includes roughly 200
000 single-bond BDEs from roughly 40 000molecules calculated
at the M06-2X/def2-TZVP level of theory. Of these, approxi-
mately 5000 molecules (with roughly 50 000 associated BDEs)
are present in QM9. For consistency with QM9, we recalculated
the dissociation energies of the bonds in these molecules at the
B3LYP/6-31G(2df,p) level of theory. The calculations converged
for over 99% of these roughly 50 000 bonds, and serve as
a reference for our bond-projected predictions c!2.

We construct a holdout set of BDEs to evaluate whether the
correlation between c!2 is subject to a generalization gap. Half
of the 5000 molecules present in both the theoretical BDE
dataset and QM9 were held out from training. We then trained
a graphlet-based hierarchical linear model to all QM9molecules
except those present in this holdout set (approximately 128k
molecules), using a maximum graphlet size of 7.

The bond-projected predictions c!2 from these models show
reasonable agreement with the theoretically calculated BDEs,
especially considering that only single bond dissociations are
present. On the held out bonds, we attain a Pearson r of 0.46
over all of the bonds, shown in Fig. 5 (notably, there is very little
generalization gap in these correlations, as shown in ESI Fig. S3
and S4†). To test whether this correlation is driven by the rela-
tive strengths of single bonds between each element pair (an
instance of Simpson's paradox64), we separate the data by
element pairs and compute the correlations, shown in Table 1.
Within the element pairs, the strength of the relationship
between c!2 and BDE varies widely, with relatively strong
performance for C–C bonds, weak performance for H–O bonds,
and moderate performance for the remaining element pairs.
Thus, our interpretability scheme recapitulates trends even
within most individual bond types. In particular, heavy-atom to
heavy-atom bond energies are better correlated with the BDE in
comparison to hydrogen-heavy-atom bonds; the variance of the
bond explanation for hydrogen atoms is noticeably smaller than
the variance of bond explanations for heavy atoms. When
interpreting these correlations, it is important to remember that
this is a test of empirical correlation between qualitatively
similar phenomena; the model was not trained in any way to
predict BDEs – rather, it predicts total energies, and the bond-
wise interpretation of these predictions is signicantly corre-
lated to the BDE. Themodel is unaware of open-shell molecules,
radicals, or ions that are produced in breaking those bonds.
3.3 Competitive performance for solubility prediction

To evaluate the applicability of graphlet-based linear models
beyond energy prediction, we evaluate them on a dataset of
hundreds of experimental log solubilities in four solvents:
acetone, benzene, ethanol, and water, as presented in ref. 51.
We compare our model performance directly with ML model
performance presented in ref. 51 using the same datasets and
Digital Discovery, 2024, 3, 1980–1996 | 1987
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Fig. 5 Relationship between Bond Dissociation Energies (BDEs)
computed with DFT and the bond-level interpretations c!2

for a model
fit to atomization energy on the QM9 dataset.

Table 1 Correlation coefficients between bond-level interpretations
c!2

of the linear model and theoretical bond dissociation energies by
element pair. Coefficients are calculated on molecules from the
holdout set, and the number of bonds is denoted by n. Each corre-
lation is statistically significant, with p < 10−12, except for the smallest
category of H–Obonds, for which the correlation is not significant (p >
0.05)

Bond n Pearson r

All 24 695 0.4198
C–H 15 980 0.1414
C–C 4699 0.4968
C–N 1064 0.3043
C–O 1440 0.2266
H–N 990 0.2298
H–O 522 −0.0584
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prediction tasks with datasets ranging in size from roughly 400
to 900 molecules. Molecular log solubilities in each solvent are
considered separate tasks and each have their own ML models,
with the water solubility prediction task broken into three tasks
1988 | Digital Discovery, 2024, 3, 1980–1996
based on varying log S cutoffs – (1) “Water”: only molecules with
−4 < log S < –1 are included, (2) “Water (wide)”: all molecules
are included, and (3) “Water (wide-narrow)”: only the test set is
ltered to −4 < log S < –1. We use the same train/test splitting
procedure as reported in ref. 51 and further split the training set
into an 80/20 train/val split to optimize the maximum graphlet
size and model hyperparameters. For linear models we
searched for the L2 parameter in a range of 10−5 to 102, and
LightGBM was optimized with FLAML with a time budget of
2 min.

Overall, we found that the graphlet ngerprints coupled with
linear models predict small molecule solubility in four solvents
competitively with nonlinear models from ref. 51, which were
trained on expensive DFT- and experiment-based features. Fig. 6
shows test RMSE (log molarity) for each model presented in ref.
51 and for graphlet-based linear and LightGBM models.

Graphlet-ngerprint-based models are competitive on all
datasets save for benzene, and are among the best for the water
(wide) and water (wide-narrow) sets, while being both inex-
pensive and easy to interpret based on structural motifs
(interpretations of solubility predictions are discussed in the
following section, and shown in Fig. 7). Compared to nonlinear
LightGBM models, linear models are unexpectedly strong on
these tasks. This demonstrates that, surprisingly, our molecular
representation coupled with linear models is useful outside the
context of predicting extensive properties like energy.

The interesting sub-result of improved performance of the
graphlet-based models when moving from the water to water
(wide-narrow) suggests a robustness to overtting. In the former
task, only molecules of log-solubility ranging from −4 to −1 are
included. In the latter task, the test set is the same, but the
training set additionally includes molecules in the wider log S
range of −12 to 2. In principle, the test task is statistically
identical, but in the wide-narrow version, more information is
given for training. Most of the models from ref. 51 nonetheless
perform worse on the test task in the wide-narrow version; the
new information somehow confounds the models. In contrast,
our graphlet approach behaves intuitively – when given more
data, it makes strictly better predictions on the same test set.

We note again the relatively low expense of our approach
compared to the models in ref. 51; because the latter models
rely on features that involve DFT and experimental measure-
ments, applying the model to an arbitrary new chemical can be
limited by the speed to calculate, nd, or measure these
quantities. In contrast, a ngerprinting approach such as
graphlet ngerprints can be applied to completely new mole-
cules in timescales far less than a second. For these tasks, there
are on the order of hundreds to thousands of graphlet features;
precise counts are given in ESI Table S2.†
3.4 Atom-level interpretation of solubility models

Here, we examine the interpretability of graphlet ngerprints
using linear models by computing the atom-projections of the
predictions c!1 and examining the qualitative agreement
between structural trends in the projections and chemical
intuition about solubility. In particular, we choose propyl and
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Model performance on the solubility datasets from ref. 51. Root mean squared errors are in units of log molarity. Models from ref. 51 are
shown in shades of red in the left-hand side of each panel, models from this work are shown in shades of blue, offset on the right-hand side of
each panel.

Fig. 7 Linear model predictions of aqueous solubility projected to the
atom level for selected backbones and functional groups. Colors show
the contribution to the predicted log solubility (measured in molarity).
Contributions of the functional groups to the overall solubility agree
qualitatively with chemical intuition.
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benzyl backbones, by themselves and in combination with
alcohol, amine, and chloro functional groups. Fig. 7 shows the
interpretation c!1, that is, the atom-level-projected contribu-
tions from our linear water solubility model described in
Section 3.3. Note how each functional group contributes to the
overall molecular solubility. As expected, alcohol and amine
groups are shown to be responsible for increasing solubility,
and chloro groups are responsible for lowering solubility. ESI
Fig. S5† shows interpretations for additional molecules selected
from the intersection of the acetone and water solubility
datasets.
© 2024 The Author(s). Published by the Royal Society of Chemistry
3.5 ADMET leaderboards

To further assess general applicability of graphlet-ngerprint-
based models, we evaluate their performance on nine drug-
discovery-relevant regression tasks from the Therapeutic Data
Commons (TDC).52,53 These tasks include the prediction of
a variety of biochemical attributes relevant to drug design,
including chemical properties such as lipophilicity and
aqueous solubility along with human-biological properties,
such as toxicity and half-life in blood, which are not chemically
absolute.

These tasks form an important and challenging collection of
properties which are useful because candidate drugs must
perform satisfactorily with respect to a host of variables apart
from biochemical mechanism of the drug itself, but to
Absorption, Distribution, Metabolism, Excretion, and Toxicity
(ADMET) properties that characterize how the molecule inter-
acts with important aspects of human biochemistry. In ESI
Section S5† we briey overview the individual tasks addressed
in this work; for details please see the TDC information.

These properties are contained in datasets of roughly 1000 to
10 000 molecules. We followed the same train/val/test split
recommended by the TDC. This is a challenging generalization
evaluation which holds out all molecules built upon a particular
scaffold (molecular backbone) and conducting training and
hyperparameter optimization on the remaining molecules. The
performance is averaged over 5 random training/validation
splits. We t both the LightGBM and ridge models with
graphlet ngerprints.

Table 2 shows our performance compared to the existing
leaderboard entries at the time of writing. A visualization of all
of the models' performance for all leaderboard tasks is present
in ESI Fig. S6 and S7.†Models using graphlet ngerprints score
in the upper half of the leaderboard for seven out of nine of the
tasks. Notably, all these high-scoring models used the
LightGBM regressor; ridge regression did not perform
Digital Discovery, 2024, 3, 1980–1996 | 1989
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Table 2 Performance of models using graphlet fingerprints compared to those present in the TDC leaderboards. Ranks are computed after our
models are included. For tasks scored with MAE, a lower score is better and this is reflected in the ranking. The ranking order is reversed for tasks
ranked by Spearman's r, where higher scores are better

Task LightGBM perf. LightGBM rank Ridge perf. Ridge rank Perf. metric

LD50 0.603 3/19 0.632 8/19 MAE
AqSol 0.803 5/16 1.105 15/16 MAE
Lipo 0.519 5/17 0.516 4/17 MAE
PPBR 8.729 6/17 10.699 15/17 MAE
Caco2 0.316 7/19 0.306 6/19 MAE
VDss 0.500 8/17 0.448 13/17 Spearman's r
Half life 0.217 12/18 0.229 11/18 Spearman's r
CL-Hepa 0.341 13/16 0.349 12/16 Spearman's r
CL-Micro 0.525 14/18 0.600 4/18 Spearman's r
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impressively in these tests and was in the lower half of the
leaderboard for ve of the nine tasks. This is surprising in the
context of ridge regression's strong performance on solubility
prediction in Section 3.3, but less surprising in that we expect
non-linear, non-extensive models to perform better on biolog-
ical properties that may not be easy to represent linearly as
a sum of all graphlet contributions.
3.6 Exploiting interpretability to account for new
information

In this section, we evaluate the effectiveness of the adjustment
based on unseen fragments discussed in Section 2.5. We con-
ducted a series of experiments on the QM9 dataset, holding out
all molecules with graphlets of size#2 that appeared in at least
1000 and at most 100 000 molecules – 22 fragments in total. We
expect small graphlets to have large inuence on model
performance, as their coefficients tend to be larger in our
models. Visualizations of these fragments and their counts in
QM9 can be found in ESI Fig. S8.† For each held-out fragment,
we t a linear model with graphlet ngerprints up to size 5 on
molecules that did not contain this held out fragment. We
measured the performance of raw and adjusted predictions on
molecules containing the held-out fragment. Fig. 8 shows the
aggregated holdout molecule predictions from these 22 exper-
iments. The upper panel shows that models make drastic errors
when predicting on molecules with unseen small fragments,
yielding an MAE of 90.20 kcal mol−1, and the lower panel shows
that the adjustment reduced error by 52% to 42.96 kcal mol−1

and improved R2 by over 38% from 0.67 to 0.93 by exploiting the
simple assumption that unknown fragments are similar in
nature to known ones on average. This proof-of-concept result
demonstrates how an interpretable model can be readily
manipulated to incorporate further knowledge and intuition.
3.7 Uncertainty quantication

As discussed in Section 2.5, the presence of unseen fragments in
new molecules can also be used to quantify model uncertainty.
There are numerous ways one could utilize this information for
UQ, including (1) using the count of unseen fragments or (2)
using their frequency. One could also (3) build an explicit model
of uncertainty based on unseen fragments. We evaluate all three
1990 | Digital Discovery, 2024, 3, 1980–1996
of these approaches on a graphlet-based linear model trained
on a small sample of 1000 random molecules and their atom-
ization energies from the QM9 dataset. The remaining mole-
cules are used as a test set for all three UQ methods.

The explicit uncertainty model is a linear regression
mapping the number of fragments of each size to the absolute
residuals. This model is t with non-negative least squares,
guaranteeing non-negative residual prediction and giving
coefficients with a natural interpretation as the contribution of
a single unseen fragment of a given size to the model uncer-
tainty in units of the regression target. The resulting model
coefficients are given in ESI Table S3.†

We measure the performance of these uncertainty quanti-
cation methods with both correlation coefficients and con-
dence curves. Condence curves (CCs) show how the model
error changes as data points (here, molecules) with the highest
uncertainty are excluded from the test set.65,66 Condence
curves for different UQ metrics are compared quantitatively by
comparing their integrals in the so-named AUC metric: the less
area under the CC, the better the performance of the UQmetric.
To give a more intuitive meaning to the AUC, the Area Under the
Condence Oracle (AUCO) metric presented in ref. 65 considers
the area between the condence curve and an oracle curve, that
is the true ordering of the points by decreasing absolute error
and is the best-case CC for a UQ metric. As AUCO approaches
zero, the condence curve approaches the oracle curve, so
smaller AUCO values are better. To provide an even more
intuitive functional of the CC, we consider both an oracle and
an anti-oracle which randomly discards points. This serves as
a baseline that any well-performing UQ metric should outper-
form. Because the anti-oracle throws away points randomly, the
anti-oracle has an expected CC equal to the test set MAE. The
area between the anti-oracle and oracle (ABAO) thus represents
a baseline AUCO. The condence curve efficiency metric CCeff is
then dened as

CCeff ¼ 1� AUCO

ABAO
: (23)

Values of CCeff close to one occur in the best case when the
CC approaches the oracle CC, values near zero occur when the
UQ metric is no better than random guessing, and negative
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 Performance improvement from adjustment based on unseen
fragments. Both panels show the predicted and true atomization
energies for every held-out fragment, coalesced into one figure. The
upper panel shows the raw predictions and the lower shows the
predictions after applying the adjustment.

Fig. 10 Confidence curves comparing uncertainty metrics to an
oracle. Each curve shows the expected error in the test dataset as
a curve by systematically dropping tests points with the highest
uncertainty values; lower curves are better. The “oracle” curve shows
the error distribution when points are dropped in order of their error;
this is the best possible confidence curve for this error distribution.
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values occur when the UQ metric is worse than random
assignment. In this way, we can think of CCeff as being related to
the AUC in the same way that R2 relates to MSE; a perfect CCeff is
1, an uninformative CCeff is 0.

All of the proposed measures of uncertainty based on unseen
fragments have moderate to strong correlation with absolute
Fig. 9 Correspondence of various metrics for uncertainty with error. (le
unseen fragments in a test molecule, (right) calibrated UQmodel which ta
sizes.

© 2024 The Author(s). Published by the Royal Society of Chemistry
residuals, shown in Fig. 9. Condence curves and CCeff values
are shown in Fig. 10. The fraction of unseen fragments performs
the strongest under both correlation coefficients and our
condence curve efficiency metric.
4 Discussion

Regression on molecular graphlets is a simple yet powerful
technique yielding overall strong performance at little compu-
tational cost; even our s = 9 models of QM9 with over 1 M
features (graphlet isomorphism classes) were trained on
a single compute node in less than 48 hours, including hyper-
parameter search. For most of the datasets examined in this
work, accurate graphlet-based models can be trained in the
order of minutes. Such models built on molecular graphlets are
also highly locally interpretable via atom- and bond-level pro-
jected coefficients, and the presence of unseen fragments can
be used to adjust for model biases and quantify model uncer-
tainty. In many cases, linear models built on graphlets are
comparable to nonlinear ones – we prefer the former due to
their stronger interpretability.
ft) Number of unseen fragments in a test molecule, (center) fraction of
kes into account both the number of unseen graph fragments and their

Digital Discovery, 2024, 3, 1980–1996 | 1991
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We contrast the straightforward interpretability of our
approach with complications associated with applying post hoc
interpretability methods to models built on molecular nger-
prints, which can lead to inconsistencies and confusions. For
example, some research23,24 examines SHAP values on the
subgraphs corresponding to ngerprint fragments. In this case,
in addition to the inconsistency of SHAP discussed in ref. 30,
SHAP explanations can include contributions associated with
the absence of a particular fragment, thereby explaining prop-
erties of molecules based on what they are not. This is reason-
able from a statistical perspective, but cannot provide
a mechanistic explanation in terms only of the contents of the
molecular graph being examined; if an interpretability method
entangles the molecule with the training dataset, the resulting
interpretation can be unintuitive. By contrast, interpreting
linear model coefficients instead focuses only on the fragments
that are present in the given molecule and model coefficients
for components that are not present are irrelevant to the
prediction. We also note that care must be taken to always use
unfolded ngerprints when attempting to explain model
predictions, or else the one-to-many correspondence between
features and molecular fragments67–69 signicantly complicates
interpretation, if not rendering it fully impossible.

Still, even linear models with large numbers of coefficients
can be difficult to interpret, motivating our projection inter-
pretability scheme. In our graphletmodels, the typical number of
features can easily be in the thousands, and even up to a million
features in the case of QM9 with large maximum fragment sizes.
Also complicating interpretation of the model is the set of
inclusion relationships between the fragments. To combat these
issues, we used two techniques. First, we used a hierarchical
tting approach which aims to capture the largest amount of
variation using the simplest graphlets, effectively attempting to
impose a many-body hierarchy on the learned models. Second,
we developed the interpretation projection technique to build
atom, bond, or higher-body-order-graphlet level interpretations.
We note that a similar interpretation method to our projection
scheme is presented in ref. 70, wherein the SHAP attributions of
all of the ngerprint fragments containing a given atom are
summed, giving an atom-level SHAP contribution; our projec-
tions could be considered to be a more general version of this
technique. An advantage of our approach used with linear
graphlet models is that it is additive in the sense of eqn (21); the
explanation breaks the prediction into component parts which
add to recapitulate the prediction. Additivity over the feature
space is also guaranteed by SHAP, but because this includes the
features which are absent from the molecule having nonzero
SHAP values as described above, the projection of SHAP values
onto atoms or bonds is not additive, that is, the projections do
not add to the nal prediction.

We also performed uncertainty quantication using the
unseen graphlets types not present in training. Our approaches
have some similarity to UQ metrics based on the distance of an
unseen point to its nearest neighbor(s) in the training set, which
have long been applied in molecular property prediction,
including with ngerprints71 and more recently with latent
neural network representations.72 However, our approach does
1992 | Digital Discovery, 2024, 3, 1980–1996
not require comparison to the training dataset, thus scales to
arbitrarily large datasets; the cost of evaluating the UQ metric
does not increase with the training set size, which is desirable in
general and especially in applications such as molecular
screening which may require very many uncertainty evaluations.

Some similarity may be noted between our work and that of
atom-in-molecule-ons (AMONs),73 because each involves anal-
ysis of substructures. AMONs constitute a framework for the
comparison of 3D congurations; in that lens, they are
a composition of a selective (as opposed to exhaustive) frag-
mentation into subgraphs, and molecular similarity kernels.74

3D information about target molecules is typically used for
contexts where the target property varies with respect to the
input coordinates-for example, conformational energy varia-
tions; the cheminformatics applications presented in this work
are distinct because they do not depend on conformation.

We note some advantages of graphlet ngerprints over other
ngerprints, some of which are noted in ref. 9. Graphlet
ngerprints may be considered at once more complete than
Morgan-like ngerprints and more compact or less redundant
than RDKit ngerprints. This is visible in the feature counts in
Fig. 3, also shown in the ESI, Table S1.†Due to the radial nature,
many substructures have no direct representation in Morgan
ngerprints. Notably, Morgan ngerprints cannot explicitly
represent individual bonds, which important chemical and
physical meanings. Thus, bond-level interpretations like those
in 3.2 are impossible with Morgan ngerprints. Likewise, RDKit
ngerprints cannot directly represent atoms: paths of length
one-bonds are the smallest fragments in RDKit ngerprints.
RDKit ngerprints are also redundant in their representation of
fragments in individual molecules when multiple bond paths
connect the same set of atoms. For example, in a molecule with
a ring containing n atoms, there is precisely one graphlet-based
ngerprint fragment containing exactly those atoms, yet RDKit
ngerprints will produce n – 1 ngerprint elements containing
that same set of atoms, each one missing one bond from the
ring. This leads to many-to-one correspondence between model
coefficients and atom subsets, which presents a challenge to
directly interpreting these coefficients. This redundancy may
also challenge machine learning methods, as the ngerprint
vectors will be highly correlated, even when models are t
hierarchically by fragment size. Hierarchical tting helps to
alleviate this redundancy by assigning model contributions to
the lowest fragment size possible.

Regarding computational efficiency, we note that Morgan
ngerprints are less costly to compute on large molecules with
large fragment sizes due to their highly restrictive radial frag-
ment denition. Graphlet ngerprints scale similarly in cost
with molecule and fragment size to RDKit ngerprints, though
are slightly less costly due to the aforementioned lack of
redundancy with respect to subsets of atoms. This is unsur-
prising, as RDKit ngerprints can be thought of as edge-
induced subgraphs rather than node-induced subgraphs.

We note that identifying and counting graphlets has long
shown promise in other application areas of machine learning.
A kernel based on the number of shared graphlets between
graphs has been used to predict functional residues of
© 2024 The Author(s). Published by the Royal Society of Chemistry
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proteins.75 Due to the potentially combinatoric cost of counting
all graphlets on arbitrarily connected graphs, these methods
oen incorporate random sampling of small graphlets.76

Examining the symmetry relationships between nodes within
graphlets has been exploited to understand protein–protein
interactions77 and interactions between MicroRNA and small
molecules.78 Various spectral methods based on graphlets have
been developed79 and applied to problems such as biological
network comparison.80,81 Recently, graphlet substructure rela-
tionships have been used to improve performance of graph
neural networks.45

5 Conclusion

In this manuscript, we have revisited the mathematics of
graphlet-based ngerprinting techniques. We introduced
several new components, including a new recursive hashing
algorithm, hierarchical tting approach, interpretability
scheme, and uncertainty quantication/prediction adjustment
method. We have applied the methods widely, comparing the
performance of molecular graphlet ngerprints coupled with
linear and nonlinear regressors to a variety of molecular featu-
rization techniques from the literature. These include similar
topological ngerprints such as the RDKit and Morgan nger-
prints on QM9, hand-craed DFT and experimental features on
solubility datasets, and a variety of methods, including deep
learning methods such as attention-based and graph neural
networks on the ADMET regression tasks from the Therapeutic
Data Commons. We nd that the graphlet approach fares better
than other topological ngerprint techniques, and is generally
comparable in accuracy to the other techniques in the recent
literature. This result gives counterpoint to recent efforts
advocating for the use of black-box algorithms followed by post
hoc interpretability algorithms.18

At the same time, we have shown that the transparent nature
of ngerprint techniques comes with many additional advan-
tages. For one, we show that hierarchical linear modeling in the
graphlet approach, using a many-body expansion hypothesis, in
some circumstances produces a more accurate model which is
far more stable to the maximum graphlet size hyperparameter.
We also show how graphlet inclusion relationships can be used
to assign precise interpretations which decompose the model
prediction across the input molecular structure. This was
shown to produce reasonable correlation with chemical theory
and chemical intuition in the case of both 2-body (bond) and 1-
body (atom) projections. Finally, we showed how the inter-
pretability of graphlet-ngerprint-based linear models provides
natural methods for uncertainty quantication as well as model
adjustments which address distribution shi, in particular,
adjustments that estimate the effect of new topological struc-
tures arising in test molecules.

Future work could take on a variety of directions. For one,
having shown comparable performance to methods from recent
literature on a very wide array of tasks, the graphlet featuriza-
tion approach is suitable for application to new chemical
datasets. Methodologically, the uncertainty quantication and
interpretability methods discussed in this work are but the tip
© 2024 The Author(s). Published by the Royal Society of Chemistry
of the iceberg; a variety of more complex schemes could be
explored, and some of them might prove to produce better
interpretations or more well-calibrated uncertainty estimates.
We believe a comparison of the both the interpretability and UQ
metrics presented here to others is warranted, along with eval-
uation of the UQ methods with other frequently used
methods.82 The problem of modeling uncertainty and con-
structing interpretations when using these features in combi-
nation with external features (such as ab initio properties)
remains unsolved; in some sense, any feature that is itself
a function of the molecular structure cannot present informa-
tion that is orthogonal to the graphlet histogram, and so
a method to project the information gained by models through
these features back onto the molecular graph would need to be
devised in order to extend the notions of interpretations pre-
sented here. In this work, we have concentrated on modeling
data whose domain is scalar, that is, where the prediction target
for each molecule is a single number. However, the graphlet
distribution can be localized to their location in the graph, and
so the graphlet technique could be modied to predict infor-
mation such as the partial atomic charges within a molecule.
Finally, the large number of graphlet types in a ngerprint (up
to z106 in this work) points to the possibility of using intelli-
gent strategies for pruning the set of features of interest.83

Before concluding, we remind the reader that we have
released the code for our approach as an open source package,

, at https://github.com/lanl/minervachem, along
with tutorials outlining how to build models using the
methods described here. We hope that future developments
by ourselves and others will be made available through the
library.

Data availability

The source code for the package which imple-
ments the methods developed in this manuscript, including
constructing graphlet ngerprints, building hierarchical
models, and building graphlet model explanations, can be
found on github at http://www.github.com/lanl/minervachem/
along with tutorial notebooks demonstrating how to use the
library, and version info for dependency packages used in the
creation of this work. No new datasets were created with this
work; all datasets analyzed in this work were generated
previously and can be found in their respective bibliographic
ref. 49 and 51–54.
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