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Graph Neural Networks (GNNs) have emerged as a prominent class of data-driven methods for molecular
property prediction. However, a key limitation of typical GNN models is their inability to quantify
uncertainties in the predictions. This capability is crucial for ensuring the trustworthy use and
deployment of models in downstream tasks. To that end, we introduce AutoGNNUQ, an automated
uncertainty quantification (UQ) approach for molecular property prediction. AutoGNNUQ leverages
architecture search to generate an ensemble of high-performing GNNs, enabling the estimation of
predictive uncertainties. Our approach employs variance decomposition to separate data (aleatoric) and
model (epistemic) uncertainties, providing valuable insights for reducing them. In our computational
experiments, we demonstrate that AutoGNNUQ outperforms existing UQ methods in terms of both
prediction accuracy and UQ performance on multiple benchmark datasets, and generalizes well to out-
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Accepted 7th June 2024 of-distribution datasets. Additionally, we utilize t-SNE visualization to explore correlations between
molecular features and uncertainty, offering insight for dataset improvement. AutoGNNUQ has broad

DOI: 10.1039/d4dd00088a applicability in domains such as drug discovery and materials science, where accurate uncertainty
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1 Introduction

With the advancement of modern chemical synthesis plat-
forms, the discovery of new molecules has become more effi-
cient and data-driven models have become increasingly crucial
for their generation and evaluation. Among these models,
Quantitative Structure-Activity Relationships (QSARs) are
a established approach to predict molecular properties that
would otherwise require expensive and time-consuming exper-
imentation to be obtained. However, the prediction accuracy of
QSARs is limited, and their applicability can be hindered by the
requirement for pre-defined structural features." In recent
years, neural networks (NNs) have been increasingly employed
for molecular property prediction, offering a more flexible
alternative to traditional QSARs.? Unlike QSARs, NNs can learn
complex, data-driven representations of molecules tailored to
specific tasks, without relying on pre-defined molecular features
designated by experts.** However, the use of NNs in molecular
modeling still has limitations, particularly in terms of
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quantification is crucial for decision-making.

expressiveness and transparency. The complexity of NN models
can make it difficult to assess their robustness, out-of-domain
applicability, and potential failure modes.

Incorporating uncertainty quantification (UQ) capabilities is
essential to overcome the limitations of NNs in molecular
modeling.” UQ refers to a set of mathematical techniques
designed to quantify both aleatoric (or data) uncertainty and
epistemic (or model) uncertainty. Aleatoric uncertainties arise
from random noise in data observations or measurements and
epistemic uncertainties arise from lack of knowledge, such as
imbalanced data, insufficient data representation, or poor
model architecture, as shown in Fig. 1a. While aleatoric
uncertainty is typically considered to be irreducible, epistemic
uncertainty can be reduced (e.g., by collecting additional
training data in relevant regions of an experimental space).” By
incorporating UQ techniques into NNs, valuable insights can be
gained into the robustness and reliability of predictions,
particularly in situations where data may be limited or noisy.*
This is especially critical in molecular property predictions,
where inaccurate predictions can have severe consequences.
For example, a mispredicted toxicology profile of a drug
candidate could result in costly clinical trials being terminated
or can even lead to a product recall.® By quantifying uncer-
tainties associated with molecular property predictions, UQ can
help identify potential sources of error, enhance model trans-
parency, and ultimately enable the development of more accu-
rate and reliable models.®* Moreover, data accessibility issues
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Fig.1 Sources of aleatoric and epistemic uncertainties and key metrics for quantifying uncertainty. (a) Aleatoric uncertainties arise from random
noise in observations or measurements, while epistemic uncertainties arise from lack of information, such as imbalanced data, insufficient
representation, and poor model architectures. (b) Common UQ metrics include negative log-likelihood (NLL), calibrated NLL, miscalibration area

(MCA), and Spearman'’s rank correlation coefficient.

often necessitate the quantification of different uncertainty
sources. Employing UQ can facilitate an understanding of the
cost-benefit ratio of gathering new data, which is beneficial
when it decreases epistemic uncertainties. However, if the
prevailing uncertainties are aleatoric, which are inherently
irreducible, the pursuit of new data may be unproductive.

In recent years, significant effort has been devoted to
developing UQ techniques for NN models in molecular predic-
tion. Gawlikowski et al. have provided a comprehensive review
of most UQ techniques,' while Hirschfeld et al. have applied
multiple UQ techniques in molecular property prediction using
graph NNs." Various UQ techniques are often used, as
summarized in Fig. 2. Mean-variance estimation* is a popular

Mean-Variance Estimation

Bayesian Methods

method for quantifying uncertainty in machine learning
models; in this method, the mean (u) and variance (¢*) of the
model predictions are calculated over a set of inputs by
assuming Gaussian noise associated with the prediction. The
mean value represents the model best estimate of the predicted
output, while the variance represents the uncertainty associated
with that estimate.

Bayesian methods, another key paradigm of UQ, offer
a probabilistic approach to modeling uncertainty in NNs. Monte
Carlo dropout”**** is a widely used Bayesian method based on
variational inference. This method involves randomly dropping
out a proportion of the neurons during training and running
multiple forward passes with different dropout masks to
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Fig. 2 Various uncertainty quantification methods for neural networks.
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generate a distribution of predictions. Although Monte Carlo
dropout has been shown to be effective in capturing model
uncertainty and providing reliable uncertainty estimates,” it is
limited by the training conditions of the original model, which
can lead to highly correlated predictions across models.*®

The so-called Laplace approximation is another commonly
used Bayesian UQ method that involves approximating the
posterior distribution of NN parameters around a local mode of
the loss surface using a multivariate Gaussian distribution. The
estimation of the Hessian matrix of the NN is critical to the
Laplace approximation, but this typically cannot be directly
computed due to the massive number of parameters involved.
Therefore, several techniques have been proposed, such as
layer-wise Kronecker Factor approximation.'*” While the Lap-
lace approximation requires only one NN model (thus being
efficient),” it has some limitations. For example, it assumes
that the posterior distribution is approximately Gaussian,
which may not hold true far from the mode. Additionally, the
Laplace approximation involves fidelity-complexity trade-offs
and can be sensitive to the training conditions.

Ensemble methods are also widely used for UQ and involve
the aggregation of predictions from multiple models, referred
to as ensemble members, to derive a final prediction. This
approach aims to enhance generalization by leveraging the
complementary strengths of the individual models.” To maxi-
mize the diversity among the individual models, various tech-
niques have been explored, including distinct random
initialization of models,* Bagging and Boosting,** and ensem-
bling of different network architectures.>** Egele et al. recently
demonstrated that the use of diverse network architectures can
significantly increase the diversity within the ensemble, thereby
leading to more accurate estimates of model uncertainty.*
Moreover, they introduced a novel strategy for training multiple
candidate models in parallel, which greatly reduces computa-
tional time. Ensemble methods have shown to be effective in
achieving reliable uncertainty estimates and are easy to apply
and parallelize, making them a practical choice for UQ
applications.

Despite recent progress in UQ for NNs, several challenges
remain to be addressed. One of the most significant challenges
is the need to separate aleatoric and epistemic uncertainty. This
separation is crucial, as it enables us to understand the sources
of uncertainty in the model and provides insight into how we
can improve it. For instance, quantifying epistemic uncertainty
can inform the need to collect more data or improve the model
architecture, such as incorporating additional features or using
a more complex NN. Moreover, the accuracy of the model
prediction is fundamental to the quality of UQ. Without an
accurate model prediction, the UQ output will be unreliable and
potentially misleading.

To address these challenges, this paper proposes an
approach, which we call AutoGNNUQ, for constructing a diverse
ensemble of GNN models for molecular property prediction by
adapting the AutoDEUQ method.”® AutoGNNUQ employs an
aging evolution (AE)* approach to search for network archi-
tectures, with each model trained to minimize the negative log-
likelihood to capture aleatoric uncertainty. The approach then

1536 | Digital Discovery, 2024, 3, 1534-1553

View Article Online

Paper

selects a set of models from the search to construct the
ensembles and model epistemic uncertainty without sacrificing
the quality of aleatoric uncertainty. The method achieves high
prediction accuracy and UQ performance on several benchmark
datasets, outperforming existing algorithms. Moreover, the
decomposition of aleatoric and epistemic uncertainty provides
insights into possible areas for reducing uncertainty. The
proposed approach has the potential to significantly enhance
UQ techniques for GNN models in molecular prediction,
leading to more reliable and efficient active learning and
experimental design. We provide extensive benchmark results
against established UQ paradigms and datasets to demonstrate
the benefits of the proposed approach. We provide all data and
code needed for implementing our approach and for repro-
ducing the benchmark results.

2 Methods

The AutoGNNUQ workflow, illustrated in Fig. 3, consists of
three key steps which we will detail in this section. First,
molecular data are represented as graphs with atomic and bond
features. Second, a neural architecture search (NAS) algorithm
is employed to identify high-performing GNN models for UQ.
Third, a diverse ensemble of these high-performing models is
assembled, resulting in accurate molecular property prediction,
high UQ performance, and decomposition of total uncertainty
into aleatoric and epistemic uncertainties.

2.1 Dataset and representation

We evaluated the efficacy of the proposed AutoGNNUQ
approach for molecular property prediction and UQ using
benchmark datasets from MoleculeNet* for Lipo, ESOL, Free-
Solv, QM7 and QM09. These datasets were also employed in the
previous UQ benchmark study.'* The Lipo dataset® contains
4306 compounds with measured octanol-water partition coef-
ficients (logP). It aims to predict the lipophilicity of compounds,
which is an essential property in drug discovery as it influences
drug absorption, distribution, and metabolism within the
human body. The FreeSolv dataset” comprises 643 small
molecules with the hydration free energy (AGpyq) as a thermo-
dynamic quantity that characterizes the interaction between
a solute and solvent. The ESOL dataset® includes 1128
compounds with measured solubility in water (Syater) ranging
from 0.001 to 10000 mg L™'. The QM7 dataset® contains
atomization energies (AH,,, ) of 7211 organic molecules with
up to seven heavy atoms (i.e., C, N, O, and S). Finally, the QM9
dataset® provides twelve properties for a subset of 133 865
molecules from the GDB-17 database,** each containing up to
nine heavy atoms (C, N, O, and F). These properties include
dipole moment (u), isotropic polarizability («), highest occupied
molecular orbital energy (exomo), lowest unoccupied molecular
orbital energy (eLumo), gap between eyomo and epumo (Ag),
electronic spatial extent (<R*>), zero point vibrational energy
(ZPVE), internal energy at 0 K (U,), room temperature internal
energy (U), enthalpy (H), free energy (G), and heat capacity (c,)-

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 3 Workflow of AutoGNNUQ for uncertainty quantification in molecular property prediction. A molecular structure is represented as a graph
with node features representing atoms and edge features representing bonds. Graph neural networks are used for uncertainty quantification
(UQ). To optimize UQ performance, a neural architecture search algorithm using aging algorithms continuously mutates the architecture and
evaluates UQ performance using the negative log-likelihood loss function. The resulting high-performing models are added to a model pool, and
the oldest models are removed. From this pool, an ensemble of models is selected to achieve high molecular property prediction accuracy and
UQ performance as well as to decompose aleatoric and epistemic uncertainties.

The properties predicted and their respective units for each
dataset are detailed in Table 1.

For consistency with prior research, we utilized identical
graph representations of molecules where atoms serve as nodes
and bonds as edges. Additionally, we adopted the same features
used in the benchmark investigation,"* which consist of 133
atomic features and 14 bond features. The atomic features
encompass several characteristics such as atomic number,
degree, formal charge, chirality, number of hydrogens, and
types of hybridization. The bond features, on the other hand,
capture properties such as bond type, chirality, whether it is
conjugated, and whether it is in a ring. It is important to note
that although the atomic feature vector is extensive, the first 100
entries primarily consist of the one-hot encoding of atomic
numbers. We further examined how representation affects

prediction accuracy and UQ performance by using the simplest
set of features, with only atomic numbers as atomic features
and bond orders as bond features.

2.2 Neural architecture search and ensemble construction

The AutoGNNUQ NAS process consists of two main compo-
nents, which are detailed below. First, a search space is estab-
lished that comprises a range of feasible architectures using
a message passing neural network (MPNN), a type of GNN, for
extracting molecular features. Second, a search method is
employed to explore this search space and identify the high-
performing MPNN architecture for UQ. To generate a catalog
of NNs, we execute AutoGNNUQ and store all models from the
runs. To construct an ensemble &£ of models from the model
pool C, we use a top-K approach, selecting the top K

Table 1 Property prediction results comparison. Mean values are reported with standard deviations in parentheses. The best result is bold, and

the second-best result is in italic

Dataset Property Unit AutoGNNUQ AutoGNNUQ-simple MC dropout Random ensemble Benchmark
Lipo logP logD 0.64 (0.02) 0.89 (0.15) 0.67 (0.03) 0.75 (0.02) 0.73 (0.11)
ESOL Swater log mol L™* 0.74 (0.06) 0.82 (0.10) 0.76 (0.06) 0.80 (0.04) 0.58 (0.03)
FreeSolv AGhyq kecal mol* 1.32 (0.29) 1.62 (0.35) 1.33 (0.30) 1.43 (0.12) 1.15 (0.12)
QM7 AH kecal mol * 47.5 (2.1) 46.3 (1.5) 49.9 (3.9) 58.6 (6.6) 77.9 (2.1)
QM9 u D 0.585 (0.038) 0.700 (0.079) 0.618 (0.040) 0.853 (0.021) 0.358

o a,’® 0.329 (0.025) 0.438 (0.074) 0.626 (0.041) 1.660 (0.393) 0.890

£HOMO ev 0.109 (0.010) 0.146 (0.023) 0.138 (0.009) 0.246 (0.024) 0.147

eLUMO ev 0.107 (0.011) 0.154 (0.032) 0.145 (0.008) 0.383 (0.069) 0.170

Ae ev 0.149 (0.015) 0.210 (0.041) 0.192 (0.012) 0.441 (0.068) 0.223

<R*>> ay 28.1 (2.0) 34.8 (4.5) 37.1 (1.9) 83.2 (15.1) 28.5

ZPVE ev 0.00509 (0.00048) 0.00683 (0.00099) 0.051 (0.013) 0.186 (0.060) 0.0588

c cal mol™* K 0.156 (0.016) 0.216 (0.037) 0.349 (0.036) 0.946 (0.256) 0.42

Us keal mol ™" 0.0146 (0.0049) 0.0207 (0.0078) 1.52 (0.16) 4.26 (2.29) 2.05

U kecal mol * 0.0138 (0.0053) 0.0205 (0.0072) 1.52 (0.16) 4.26 (2.29) 2.00

H kecal mol* 0.0157 (0.0067) 0.0202 (0.0078) 1.51 (0.17) 4.26 (2.29) 2.02

G kecal mol * 0.0143 (0.0060) 0.0212 (0.0067) 1.51 (0.17) 4.26 (2.29) 2.02

© 2024 The Author(s). Published by the Royal Society of Chemistry
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architectures with the lowest validation loss (i.e., negative log-
likelihood). Specifically, we set K to 10 to ensure sufficient
diversity and model representation in the ensemble.

2.2.1 Search space. We have defined the AutoGNNUQ
search space as a directed acyclic graph, illustrated in Fig. 4.
The search space has fixed input and output nodes denoted by 7
and O, respectively. All other nodes, denoted by N/, represent
intermediate nodes and contain a list of feasible operations.
These intermediate nodes can be categorized into two types:
constant nodes that contain a single operation, and variable
nodes that contain multiple operations. For each variable node,
an index is assigned to each operation. An architecture in the
search space can be defined using a vector pe Z", where n is the
number of variable nodes. Each entry p; represents an index
chosen from a set of feasible index values for the variable node i.
The AutoGNNUQ search space is composed of MPNN, skip-
connection, and gather variable nodes, which are further elab-
orated below.

1. Input node: the input node consists of several components,
including node features, edge features, edge pairs, and node
masks. To construct the feature matrices for a given dataset of

Aggregate

Activation

Update

( De;se )

N, Gather

O Output

Fig. 4 Example AutoGNNUQ search space with three MPNN variable
nodes in blue (N1, A3, and N3), skip-connection variable nodes in pink
(N5, N, and N7), and a gather variable node in green (N,). Dotted
lines represent possible skip connections. The MPNN takes as input
node features (Z,). edge features (Z,), edge pairs (Z3), and node
masks (Z4), and consists of two constant dense nodes with 32 hidden
units before outputting a single node (O). The MPNN node includes
several variables such as the number of channels, attention mecha-
nisms, number of attention heads, aggregation methods, activation
functions, update functions, and number of repetitions.
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molecules, we consider the maximum number of nodes and
edges as N and E, respectively. We pad the node feature matrix
with zeros to generate He R¥*n | and the edge feature matrix
with zeros to generate Ee R¥*F| where F, and F, represent the
number of node features and edge features, respectively. Addi-
tionally, we employ an edge pair matrix Pe 722 where each row
denotes the indices of two nodes connected by an edge. Given
that molecules can have different numbers of nodes, we use
anode mask vector me Z" to exclude non-existent node features
that occur from zero padding. A present node is denoted by m;
= 1, while a non-existent node is indicated by m; = 0.

2. MPNN node: the MPNN node updates the hidden features
of each node for T time steps using a message function M, and
an update function U,. These functions are defined as follows:

(1a)

m:/+1 - Aggwe.’\/(l’) M’ (hi7 hf” evw)

hit = U (hl,m’h). (1b)

To update the hidden feature of a node v at step ¢, the
message function M; takes as inputs the node v feature h, the
neighboring node features hi, for we N'(v), and the edge feature
e,,, between node v and w. The output of the message function
M, is a list of message vectors from neighboring nodes, which
are collected and used by the aggregate function Agg to generate
the intermediate hidden feature w."'. The aggregate function
can be one of mean, summation or max pooling. At each step ¢,
the update function U, merges the node feature h! with the
intermediate hidden feature m5™ to generate the new hidden
feature hi'" for the next step ¢ + 1. The message function M, and
update function U, are described in detail as follows:

Mt(hfwhfu;evw) = avaLP(evw)h‘IV (Za)
GRU(ht m',“)

b ) v i) 2b

1( wm\ ) { MLP(hiymfrJrl) ( )

The message function involves a multi-layer perceptron
(MLP), also known as an edge network, to manage the edge
feature e,,,. After being processed by the MLP, the edge feature
is multiplied by h, to produce a message from node w to v. In
this situation, the processed edge feature MLP(e,,) can be
considered as a weight for hi,. Building on the concept of node
attention, we introduce an attention coefficient «,,, to adjust the
weight of hi,. This coefficient is determined by a function of
both h} and hi,. The update function U, can either be a gated
recurrent unit (GRU) or a multi-layer perceptron (MLP). To
provide additional clarity regarding the design of the MPNN
node, we can break it down into the following five operational
categories.

(a) Hidden dimension: after T iterations, the MPNN node
transforms the input node feature into a d-dimensional vector.
The selection of the hidden dimension d plays an important
role in the prediction. In order to enhance generalization and
reduce the number of parameters, we select the set of state
dimensions to {8, 16, 32, 64}.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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(b) Attention function: while conventional MPNNS rely on the
edge feature to dictate the weight of information propagation
between nodes, the attention mechanism enables prioritization
of the most pertinent neighboring nodes, thereby improving the
process of information aggregation. Drawing upon our prior
research,® we employ a range of attention functions including
Constant, GAT, SYM-GAT, COS, Linear, and Gen-linear (see
details in ESI).T

(c) Attention head: the use of multi-head attention can be
advantageous in ensuring stable learning.** We select the
number of heads from the set of {1, 2, 3}.

(d) Aggregate function: the selection of an appropriate aggre-
gation function is crucial in capturing neighborhood structures
and extracting node representation.*® We choose our aggrega-
tion functions from the set of {mean, summation, max-
pooling}.

(e) Activation function: as per our prior research,*® we
consider a range of activation functions {Sigmoid, Tanh, ReLU,
Linear, Softplus, LeakyReLU, ReLU6, and ELU}.

(f) Update function: combining node features h, with inter-
mediate hidden features m)™ and propagating them using an
update function enables the generation of new features, deno-
ted as h5™. Our update functions are chosen from the set {GRU,
MLP}.

3. Skip-connection node: the skip-connection node is a type of
variable node that enables a connection between nodes N;_4,
Ny, and N1, in a sequence. The purpose of the skip-connection
is to add or skip a node within a sequence. This operation
involves two possible actions: identity for skip-connection or
empty for no skip-connection. In a skip-connection operation,
the tensor output from A;_; is processed by a dense layer,
which ensures the incoming tensor is projected to the appro-
priate shape for summation. The summation operator is then
applied to add the output from N;_; and N, producing a result
that is passed to A ;. The skip-connection can be applied to
any length of node sequences, but in this study, it is limited to
a maximum of three nodes to restrict complexity. For instance,
Ni_1 may be added to NV, and passed to N 3.

4. Gather variable node: the gather node consists of eleven
operations categorized into five different types. The input to the
gather node is the node feature matrix HERY*F where N
represents the number of nodes and F represents the number of
hidden features. The graph operations used in the AutoGN-
NUQs can be segregated into five categories based on the gather
operations provided in the Spektral GNN package.**

(a) Global pool: aggregate node features through the
computation of the sum, mean, or maximum. The output has
a shape represented by RY.

(b) Global gather: compute the sum, mean, or maximum of
a feature for all the nodes. The output has a shape of R.

(c) Global attention pool: calculate the output Heye R” " as
N
Hou = ) (¢(HW; + by) © (HW, + b,)),. Here, o represents the
i=1
sigmoid activation function, and W; and W, represent trainable
weights, while b; and b, represent biases. The output dimen-

sion F' can be selected from the set {16, 32, 64}.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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(d) Global attention sum pool: aggregate a graph by learning
attention coefficients to sum node features. The operation can

be defined as follows: Hoyt = ia,’H,’, where « is defined as
i=1

softmax(Ha), and a is a trainable vector. The softmax activation

is applied across all the nodes.

(e) Flatten: flatten H into a 1D vector.

The total number of possible architectures in the search
space is 12259638 116 352 (=1.2 x 10"%). This highlights the
rich model space that the proposed AutoGNNUQ approach has
available.

2.2.2 Search method. In order to discover high-performing
neural architectures from the search space, we use the aging
evolution (AE) method,” which is an asynchronous search
technique that is available in the DeepHyper package.?” The AE
algorithm starts with a population of P random architectures,
evaluates them, and records the validation loss of each one.
After the initialization, the algorithm samples N random
architectures uniformly from the population, and the architec-
ture with the lowest validation loss in the sample is chosen as
the parent. A mutation is then applied to the parent model by
selecting a random and different operation for a random vari-
able node, while all other variable nodes remain fixed. This
creates a new child architecture that is trained, and its valida-
tion loss is recorded. The child architecture is added to the
population by replacing the oldest architecture in the pop-
ulation. Over multiple cycles, the algorithm retains architec-
tures with lower validation loss via repeated sampling and
mutation. AE is highly scalable as it can leverage multiple
compute nodes to evaluate architectures in parallel, resulting in
faster convergence to high-performing architectures. AE has
been shown to outperform reinforcement learning methods for
NAS due to its minimal algorithmic overhead and synchroni-
zation.>*® In contrast to non-aging evolution (NAE) methods,
such as standard tournament selection, where the best-
performing models can dominate the population and reduce
exploration, AE promotes greater diversity by frequently
renewing the population. In AE, models have a short lifespan,
requiring architectures to perform well consistently in retrain-
ing to persist through generations. This process effectively
focuses on robust architectures rather than those that may have
performed well initially by chance. The frequent renewal leads
to increased exploration and a more diverse set of
architectures.*

2.2.3 Search process. We adopt the same approach for
splitting the data as the benchmark study' to ensure consis-
tency and comparability. We use the identical 8 random seeds
as used in ref. 11 for randomly splitting the data into training,
validation, and testing sets. The split ratio is 5 : 2 : 3 for the Lipo,
ESOL, FreeSolv, and QM7 datasets. For QM9, the random split
ratio is 8:1:1 to match the MoleculeNet benchmark.”® The
training set is utilized to optimize the model parameters, while
the validation set guides the NAS. Finally, the performance of
the model is evaluated using the testing set. During the search
process, we imposed a time limit on the training for each
architecture, limiting all datasets to 30 epochs. For Lipo, the
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batch size was set to 128, while for the other datasets it was set
to 512. We utilized the Adam®® optimizer with a learning rate of
0.001 and performed 1000 architecture searches. Once the
search was complete, we performed post-training by selecting
10 architectures with the lowest validation loss and training
them from scratch for 1000 epochs to form the ensemble €.

2.3 Uncertainty quantification and decomposition

The dataset, denoted by D, comprises input graphs xe A and
their corresponding outputs ye ), where X and ) represent the
input and output spaces, respectively. We focus on regression
problems in which the output is a scalar or vector of real values.
Our objective is to model the probabilistic predictive distribu-
tion p(y|x) using a parameterized distribution p,(y|x), which
estimates aleatoric uncertainty. To capture epistemic uncer-
tainty, we use an ensemble of neural networks denoted by
pe(y|x), where & represents the set of all models in the
ensemble. The sample space for 6 is defined as ®, which
represents the space of all possible values for the parameters in
the parameterized distribution. By combining both aleatoric
and epistemic uncertainties, we aim to improve the overall
predictive performance and UQ in molecular property predic-
tion tasks.

2.3.1 Aleatoric uncertainty. To model aleatoric uncertainty,
we use the quantiles of the probability distribution py, where 6 is
partitioned into architecture decision variables 6, (representing
the network topology parameters) and model weights 6,,. We
assume a Gaussian distribution for p, such that
Dpo ~ N (ug, 94%), and measure aleatoric uncertainty using vari-
ance, consistent with previous works.?** The NN is trained to
output both the mean uy and the variance ¢,” (which is essen-
tially mean-variance estimation). To obtain the optimal choice
of 6,, given a fixed 0,, we seek to maximize the likelihood of the
real data D. This is achieved by minimizing the negative log-
likelihood loss function,*® which is given by:

Z(D;0) = —logp,

= ﬁ Z <10g(27r) +10g<gg(x)2> n W) (3)

x,yeD () (X)

2.3.2 Epistemic uncertainty. To account for epistemic
uncertainty, we employ ensembles consisting of multiple neural
networks (NNs).>® Our approach involves generating a collection
of NNs, denoted by C=4#6,,i=1,2,...,c, where each @ is
a combination of architecture decision variables and model
weights. We then select K models from this collection to form
the ensemble, where £ =6;,i =1,2,...,K and K denotes the
ensemble size.

To describe the probability of e &, we define a probability
measure p : ®—[0,1]eR such that p(f) represents the proba-
bility of # being present in the ensemble. To obtain the overall
probability density function of the ensemble and effectively
model epistemic uncertainty, we use a mixture distribution,
which is a weighted average of the probability density functions
of all the members in the ensemble. Specifically, we have:
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Pe = Egpe)Do, (4)

where p, represents the parameterized distribution that esti-
mates the probabilistic predictive distribution p(y|x) for a given
6, and p(€) refers to a probability distribution over the
ensemble. This approach allows us to effectively model
epistemic uncertainty by capturing the diversity of predictions
made by different NNs in the ensemble.

2.3.3 Uncertainty decomposition. By the law of total vari-
ance,” we have that

et = Egpie)[ttg] (5a)
g’ = Voo [Pe]
= Eppe)[o’] + Vol (5b)

———

Aleatoric Uncertainty

Epistemic Uncertainty
where E refers to the expected value and V refers to the
variance.

Eqn (5b) provides a formal decomposition of the overall
uncertainty of the ensemble into its individual components
such that

¢ Eyp(5)[09>] marginalizes the effect of § and characterizes
the aleatoric uncertainty.

e Vy pe)lug] captures the spread of the prediction across
different models and ignores the noise present in the data,
therefore characterizing the epistemic uncertainty.

If we assume that p(€) is uniform in the mixture distribu-
tion, meaning that the weights are equal, we can calculate the
two values in eqn (5b) using empirical mean and variance
estimates,

1
Ke = E;M (62)
1 1
oe’ = E;Uez +—K 1 ;(ﬂa — e)’ (6b)

——

Aleatoric Uncertainty

Epistemic Uncertainty

where K is the size of the ensemble.

In this context, we have established that the overall uncer-
tainty ¢ is the sum of two distinct sources, namely the aleatoric
and epistemic uncertainty. The aleatoric uncertainty is deter-
mined by the mean value of the predictive variance of each
model in the ensemble, whereas the epistemic uncertainty is
determined by the predictive variance of the mean value of each
model in the ensemble. We note that recent advancements*>**
in evidential UQ can also track both aleatoric and epistemic
uncertainties by parameterizing the posterior distribution as
a Normal Inverse-Gamma (NIG) distribution and inferring these
uncertainties from the NIG distribution parameters. A
comparison of evidential UQ and AutoGNNUQ in terms of the
confidence curve is shown in ESI Table S6.7 Incorporating the
evidential model as candidate models in AutoGNNUQ is an
important future step.

2.3.4 Monte Carlo dropout. Monte Carlo (MC) dropout
involves training a GNN with dropout before each layer and
maintaining dropout during testing to generate N outputs using
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random dropout masks. Each mask is a sample from the
approximate posterior distribution. The dropout ratio is set to
0.1, and N is fixed at 10, aligning with the ensemble size in
AutoGNNUQ. MC dropout uses the model architecture from
AutoGNNUQ with the lowest validation loss for a fair compar-
ison. Mean, aleatoric, and epistemic uncertainties are calcu-
lated using the same approach as in AutoGNNUQ.

2.4 Out-of-distribution performance

Ensuring that UQ methods are effective for out-of-distribution
(OOD) molecules, which significantly differ from training
data, is essential for optimally selecting new molecules for
characterization. Inspired by a prior OOD study,** we assessed
the AutoGNNUQ model trained on the QM9 dataset and eval-
uated its prediction accuracy and UQ performance on the PC9
dataset.” Specifically, HOMO and LUMO properties in a subset
of PC9 that does not overlap with QM9 are analyzed. While both
datasets limit molecules to having up to nine heavy atoms, PC9
uniquely includes species with multiplicities greater than 1,
totaling 5351 of the 78 172 molecules. This subset includes 4468
radicals with multiplicities of 2 and 883 triplets. We computed
MACCS fingerprints for each molecule,** which encode chem-
ical functional groups and substructures, and examined the
distributional differences in their first principal component
using principal component analysis (PCA). Additional details on
physical and chemical differences, such as variations in bond
distances and functional groups between QM9 and PC9, are
available in the referenced study.** The property prediction and
UQ on PC9 molecules are based on an ensemble of 80 models,
consisting of the ten best models from each of the eight random
seeds of AutoGNNUQ trained on QMS9.

2.5 Evaluation metrics

To evaluate the performance of different UQ strategies, we
employ the following metrics outlined in the benchmark
study.™

2.5.1 Negative log-likelihood (NLL). One of the primary
metrics used in our benchmark study is the negative log-like-
lihood (NLL), which quantifies the likelihood of the observed
errors under the assumption that they follow a normal distri-
bution with variances derived from the UQ estimates, denoted
as ¢(x)>.° The NLL is calculated by taking the average of the
negative logarithm of the likelihood function across all test
molecules, and can be expressed as:

1

NLL(Diest) = m

(log(ZTr) + log (a(x)2>
L - y>2)

a(x)’

)

where u(x) is the model prediction and ¢(x)? is the UQ estimate
for molecule x.

2.5.2 Calibrated NLL. The uncalibrated NLL metric solely
captures the difference between the predicted and true proba-
bility distributions. For reliable estimation of uncertainty, the
predicted probabilities must be calibrated to match the true
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probabilities. Instead of considering the true variance as a(x)?, it
is instead assumed to be linearly correlated as as(x)* + b.*

The calibrated NLL (cNLL) is determined for each dataset
and method by minimizing the NLL in the validation set
through the selection of scalars a and b.

1
¢cNLL = ———
2| Dyest|
1 2 (u(x) —y)°
—_ log(27) + log( a+o(X)” + b+ ) + ————"—
2|Dtest|x‘;e\l< g( ) g( ( ) ) H*U(X)2+b*
(sa)

(ax, bs) = ir}%lglf <log(27'c) + log(ao(x)2 + b) + m>

(8b)

2.5.3 Spearman's rank correlation coefficient. Spearman'’s
(rank correlation) coefficient is a useful tool in UQ for assessing
the correlation between predicted uncertainties and actual
errors. In any uncertainty estimator, we expect that predictions
with lower uncertainty will be associated with lower true error.
Specifically, if we have a model and two molecules a and b for
which o,> < 03,2, we expect that u, will be more accurate on
average than u,.

To measure the correlation between an absolute error vector
m and a predicted uncertainty vector n, we define rank vectors
m and ry,, which assign integer ranks to each value in ascending
order. The correlation coefficient is then calculated based on
the covariance (cov) and standard deviations ¢ of the rank
vectors as

coV(Fm, )

(rm)o(rm)

©)

p(m,n) =

If m and n have the same ranking, p(m, n)is 1, and if m and n
have opposite rankings, p(m, n) is —1. However, it is important
to note that we do not expect a perfect correlation of p = 1 since
we assume that the errors will follow a normal distribution.
Thus, it is possible for the model to occasionally produce
a result with low error, even if it has high uncertainty.

2.5.4 Confidence curve. A different ranking-based method
for evaluating uncertainty, other than Spearman's coefficient, is
the confidence curve. This method assesses how the error
(measured as MAE or RMSE) varies when data points with the
highest uncertainty are removed from the test dataset. A
meaningful uncertainty measure should result in a lower error
for a subset of high-confidence predictions. The confidence
curve illustrates this by showing how the error changes as
a function of confidence percentile. A steeper confidence curve
indicates a more effective uncertainty estimate, as it signifies
a faster decrease in error with the removal of high-uncertainty
data. The ideal scenario is represented by the oracle confi-
dence curve, where data points are ordered perfectly by their
true error.*® To quantify the difference between the oracle and
the observed confidence curves, the area under the confidence-
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oracle error (AUCO) is calculated.”” A smaller AUCO value
indicates better performance, as it reflect a closer approxima-
tion to the ideal uncertainty ordering.

2.5.5 Confidence-based calibration. Confidence-based
calibration*®* conceptualizes each prediction and its associ-
ated uncertainty as the mean and variance of a Gaussian
distribution, denoted by p(y|x) = N (u(x)), ¢(x)*. For a model to
be deemed well-calibrated, a proportion of x% predictions
should fall within the x% confidence interval. Specifically,
confidence intervals are discretized, and the proportion of
predictions falling within each interval is determined. This
method yields a calibration plot in the [0, 1] range, where
perfect calibration is represented by a diagonal line.

Calibration performance can be quantified using various
metrics, including the miscalibration area (MCA), which is the
absolute area under the calibration curve.*® This metric deter-
mines whether a model is systematically overconfident or
underconfident. An ideal UQ metric would have an area of zero,
while the worst-case scenario would feature an area of 0.5.
However, the miscalibration area primarily offers insight into
the direction of model mispredictions, not their magnitude.
Therefore, a model that is both overconfident and under-
confident at different points could potentially attain a perfect
score of 0.

Additionally, we report the expected calibration error (ECE)
and maximum calibration error (MCE) derived from the cali-
bration curves, which defined as:

1 N
ECE = — I, — EF; 1
CE= 3l EF| (10

(11)

where N is the number of confidence intervals considered,
which is set to 100. CI; is the i-th confidence interval level and
EF; is the proportion of predictions that fall within that interval.

MCE = max(|CI; — EF;)),

2.6 Uncertainty recalibration

The evaluation of uncertainty calibration on the test dataset
demonstrates the initial AutoGNNUQ UQ performance. To
refine the UQ performed by AutoGNNUQ, recalibration is con-
ducted using the validation dataset, employing a method
similar to that used for computing ¢cNLL. In alignment with the
approaches of the benchmark study,' which did not implement
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recalibration, our analysis chooses a comparison using the non-
recalibrated version of AutoGNNUQ, as discussed in Section 3.2.
However, we still investigate the impact of recalibration on
AutoGNNUQ in Section 3.4.2. The recalibration model uses
a simple but effective linear scaling approach, aligning with
methods in other studies.”** Specifically, we scale the valida-
tion uncertainty by a scalar a to minimize the miscalibration
area. The same scalar a is applied to test prediction for UQ
evaluation, with its optimization conducted in Uncertainty
Toolbox.”

2.7 Computational resources

We used a GPU cluster composed of four nodes, each equipped
with an A100 GPU featuring 40 GB of GDDR memory. The
software environment used in our experiment was based on
Python 3.8 and TensorFlow 2.13.0.>* For neural architecture
search, we used DeepHyper 0.7.0,*” which employed the
TensorFlow-Keras APIL. For analysis, we used RDKit 2022.3.5,
Scikit-learn 1.2.2,% and uncertainty-toolbox.>*

3 Results

3.1 Neural architecture search

3.1.1 Search reward. The efficient discovery of accurate
molecular representations is crucial for advancing drug
discovery and material design. In this work, we employ the AE
search method, which executes 1000 evaluations (small part of
architecture space) to discover optimal architectures for pre-
dicting molecular properties. The search trajectory of the
reward (log-likelihood) with respect to the evaluations is pre-
sented in Fig. 5, where a running average with a window size of
50 is applied to minimize noise and produce a smooth visual-
ization of trends in the data. The solid line in the graphic
represents the average reward accrued over eight different
random seeds, with the shaded area denoting the standard
deviation. We define search convergence as the point where the
reward trajectory reaches a plateau, as observed in Fig. 5.

On average, for all datasets, our analysis revealed that the AE
convergence occurs after approximately 400 evaluations.
Examples of the optimal and suboptimal architectures discov-
ered during the search are presented in ESI Fig. S1-S8, which
reveal that skip connections and advanced gather layers are
more prevalent in high-performing architectures. AutoGNNUQ-
simple, trained on atomic numbers and bond orders only,
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Fig. 5 Search trajectories for all datasets across eight distinct random seeds. The solid line depicts the average reward while the shaded region
indicates the standard deviation. Rewards for all datasets correspond to log-likelihood (LL) values, which we aim to maximize.
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consistently achieves lower search rewards compared to
AutoGNNUQ. Post-training loss curves in ESI Fig. S36 and SS7+
reveal that AutoGNNUQ-simple records higher average
minimum validation losses (NLL) of 1.28, 0.91, 1.16, 0.72, and
—0.99 for Lipo, ESOL, FreeSolv, QM7, and QMY, respectively,
compared to AutoGNNUQ, which are 1.10, 0.92, 0.85, 0.70, and
—1.38. This indicates that the simplest set of features results in
reduced model performance. Despite the common practice in
NAS of adopting shorter epochs,*** model performance at 30
epochs was assessed against post-training over a full 1000
epochs. As indicated in ESI Fig. S36,T model validation loss for
all datasets except QM9 reaches its minimum within 100
epochs. The convergence rate at 30 epochs, defined as the ratio
of NLL reduction from epoch 1 to 30 to the reduction from
epoch 1 to the minimum NLL, was calculated. For AutoGNNUQ,
convergence rates were 0.75, 0.71, 0.65, 0.59, and 0.73 for Lipo,
ESOL, FreeSolv, QM7, and QMY, respectively. These findings
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demonstrate that 30 epochs not only ensure efficient NAS but
also provide a reasonably accurate estimate of the potential for
each architecture.

3.1.2 Property prediction performance. As previously
stated, accurate predictions are a critical element of effective
UQ. The regression results for Lipo, ESOL, FreeSolv, and QM7
datasets using AutoGNNUQ are shown in Fig. 6, S9-515,1 and
Table 1. Additionally, we present results from selecting ten
random models at the initialization of AutoGNNUQ to form
a random ensemble, as well as results from MC dropout and
from the AutoGNNUQ-simple model using the simplest set of
features. Prediction parity plots for various random seeds can
be found in Fig. S9-S15.f In Fig. 6 and S9-S15,f test set
predictions closely align with the diagonal, indicating high
accuracy. As illustrated in Table 1, AutoGNNUQ consistently
outperforms ensembles of randomly selected models across all
datasets, demonstrating that NAS effectively identifies high-
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Fig. 6 Parity plots of all test datasets derived from the same random seed of 0. The diagonal line in each plot represents perfect prediction. The

color indicates the number of predictions within each bin.
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performing architectures. AutoGNNUQ surpasses benchmarks
in most datasets, with exceptions in ESOL and FreeSolv. This
disparity likely stems from their limited sizes (339 and 193
molecules, respectively), which may induce overfitting and
reduce prediction accuracy. For all QM9 property predictions,
AutoGNNUQ excels, except for the dipole moment (u).
Remarkably, it achieves at least an order of magnitude reduc-
tion in the mean absolute error (MAE) for zero-point vibrational
energy (ZPVE), internal energy at 0 K (U,), room temperature
internal energy (U), enthalpy (H), and free energy (G). MC
dropout, using a single AutoGNNUQ architecture with the
lowest validation loss, exhibits worse regression performance
compared to AutoGNNUQ. This is attributable to the ensemble
of diverse architectures in AutoGNNUQ, which mitigates the
risk of large errors from individual models.”® AutoGNNUQ-
simple, employing the simplest set of features, achieves the
lowest MAE for QM7 and comparable accuracy for Lipo, ESOL,
and FreeSolv, while attaining the second-best performance for
most QM9 properties. Extended training epochs enable GNNs to
derive meaningful molecular representations from even the
most basic features.”” Nonetheless, AutoGNNUQ generally
outperforms AutoGNNUQ-simple when using a more compre-
hensive set of features. It is noteworthy that AutoGNNUQ is not
specifically trained to minimize regression error but to optimize
NLL. Despite this, its substantial prediction accuracy, particu-
larly when compared with benchmarks, is remarkable and
crucial for effective UQ.

3.1.3 Computational The asynchronous NAS
approach in AutoGNNUQ is highly parallelizable and scalable,
as demonstrated in our previous study using up to sixty
compute nodes.* In this study, using four compute nodes, we
detail the computational costs associated with the entire NAS
process and post-training per model in Table 2. By simulta-
neously performing NAS for improved regression accuracy and
UQ, AutoGNNUQ offsets the time required to perform these
tasks separately. Notably, even with a large dataset like QM9,
exploring 1000 architectures takes less than 35 hours.
Increasing the number of compute nodes can further reduce the
time required for NAS.

time.

3.2 UQ performance

3.2.1 Negative log-likelihood (NLL). The results presented
in Fig. 7 provide a rigorous evaluation of the ability of the
proposed method to accurately estimate variances of normally
distributed errors through negative log-likelihood (NLL), which
measures the ability of a probabilistic model to predict the

Table 2 Computational time for NAS and post-training. Mean value
reported with standard deviation in parentheses

Dataset NAS time (hours) Post-training time (minutes)
Lipo 6.26 (0.53) 6.04 (1.12)

ESOL 2.27 (0.06) 1.62 (0.31)

FreeSolv 2.15 (0.04) 0.78 (0.14)

QM7 2.36 (0.26) 2.26 (0.49)

QM9 34.69 (1.74) 149.04 (41.68)
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likelihood of observed data given a set of parameters.”* For
single-property datasets (Fig. 7a), AutoGNNUQ outperforms the
benchmark MPNN ensemble and other UQ methods, with mean
NLL values of 0.94, 1.08, 1.64, and 5.62 for Lipo, ESOL, FreeSolv,
and QM?7, respectively. These values represent reductions of
93%, 92%, 88%, and 70% compared to the benchmark results.
We also included QM9 NLL performance, which was not
covered in the benchmark study,™ and compared it with other
UQ metrics. For all properties in the QM9 dataset (Fig. 7b),
AutoGNNUQ consistently achieves the lowest NLL among all UQ
methods. This superior performance is attributed to the archi-
tecture search process of AutoGNNUQ, which is explicitly opti-
mized for NLL, allowing effective exploration and identification
of high-performing architectures for the UQ task. Among other
UQ methods, AutoGNNUQ-simple exhibits the second lowest
NLL, followed by MC dropout and the random ensemble. This
suggests that optimizing diverse architectures for NLL
enhances the final ensemble NLL, whereas a random ensemble
of arbitrarily selected architectures fails to achieve comparable
performance. Notably, AutoGNNUQ-simple shows substantial
variability in NLL, indicating that its minimal feature set leads
to unstable UQ performance sensitive to data selection vari-
ability. In contrast, AutoGNNUQ demonstrates more consistent
NLL values across different random seeds, due to its robust
architecture search process, which consistently identifies high-
performing architectures.

3.2.2 Calibrated NLL (cNLL). Fig. 7 also presents the cali-
brated negative log-likelihoods (cNLL) for each dataset, where
0*(X): = ac®(x) + b is optimized based on the validation data
using eqn (8b). The recalibration process aims to identify the
best values of a and b that minimize the ¢cNLL. The results
indicate that, after recalibration, the benchmark results show
a decrease in cNLL values, while the change in AutoGNNUQ
cNLL values is not significant, suggesting that AutoGNNUQ is
already well calibrated in terms of NLL. Notably, AutoGNNUQ
still outperforms the benchmark MPNN ensemble and other UQ
methods across most datasets, achieving mean cNLL values of
0.93 for Lipo, 1.07 for ESOL, and 5.61 for QM7. These values
indicate reductions of 28%, 38%, and 45% in comparison to the
benchmark, respectively. However, for FreeSolv, the mean ¢cNLL
is 1.58, which is an 19% increase over the benchmark. This
discrepancy could be attributed to the small dataset size,
making recalibration on a limited validation set more sensitive
and susceptible to overfitting. For all properties in the QM9
dataset, AutoGNNUQ consistently achieves the lowest mean
c¢NLL among all UQ methods. Similarly, AutoGNNUQ-simple
has the second lowest average ¢NLL, followed by MC dropout
and the random ensemble. However, AutoGNNUQ-simple still
exhibits significant fluctuations in ¢cNLL.

3.2.3 Miscalibration area. Fig. 7 also presents the mis-
calibration area (MCA). It is worth noting that the miscalibra-
tion area measures the systematic over- or under-confidence in
an aggregated, quantitative sense, rather than the absolute
errors of individual compounds. A score of 0 indicates perfect
calibration, while a score of 0.5 indicates the worst. A more
detailed calibration analysis is provided in Section 3.4.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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QMO test dataset. The performance metrics evaluated include negative log-likelihood loss (NLL), calibrated NLL (cNLL), miscalibration area, and
Spearman'’s coefficient. The bars represent the mean values of the metrics over eight different runs with different random seeds for test data
splitting, while the error bars indicate the standard deviations. An asterisk denotes the best-performing model.

AutoGNNUQ surpasses the benchmark MPNN ensemble on
most datasets, shown by mean MCA values of 0.052, 0.052, and
0.15 for Lipo, ESOL, and FreeSolv, respectively. This equates to
an 86%, 86%, and 55% reduction in comparison to the
benchmark results. However, for QM7, MCA of AutoGNNUQ is
0.27, 9% higher than the benchmark. For all datasets, including
QM9, AutoGNNUQ-simple and MC dropout exhibit the lowest
mean MCA followed by AutoGNNUQ and the random ensemble.
The higher MCA of AutoGNNUQ is attributed to the over-
estimation of aleatoric uncertainty, as discussed in Section 3.4,
where recalibrated MCA values are also presented.

3.2.4 Spearman’'s rank correlation coefficient. Fig. 7
displays the Spearman's rank correlation coefficient (Spear-
man's coefficient), which indicates the relationship between
uncertainty and prediction error. A score of 1 indicates a posi-
tive correlation between uncertainty and prediction error, while
a score of —1 indicates a negative correlation, and a score of
0 indicates no correlation. For the Lipo and ESOL datasets,
AutoGNNUQ achieves mean coefficients of 0.18 and 0.24,
respectively, marking decreases of 9% and 16% compared to the
benchmark results. In contrast, for FreeSolv and QM7,
AutoGNNUQ has mean coefficients of 0.30 and 0.66, indicating
increases of 41% and 67% over the benchmark values,

© 2024 The Author(s). Published by the Royal Society of Chemistry

respectively. For all datasets, including QM9, the random
ensemble exhibits the highest mean coefficients, followed by
AutoGNNUQ, AutoGNNUQ-simple, and MC dropout.

However, we should note that higher uncertainty values do
not necessarily indicate high prediction error. A well-calibrated
model that captures underlying noise in data can perform well
despite high uncertainty. Moreover, limited data in certain
input spaces can make it challenging to estimate the true level
of uncertainty, leading to poor model performance despite low
uncertainty and high error. A closer examination of the rela-
tionship between error and uncertainty is presented in Section
3.3.

3.2.5 Confidence curve. In addition to Spearman's coeffi-
cient, another ranking-based UQ metric is the confidence curve,
which is illustrated in ESI Fig. S32-S35,} showing the confi-
dence curves for all evaluated UQ methods. For all datasets, the
total uncertainty exhibits an overall decreasing trend, which is
expected since removing data points with the highest uncer-
tainty should result in data with lower associated errors.
However, smaller datasets such as Lipo, ESOL, and FreeSolv
have noisier curves and less consistently decreasing slopes.
Table S71 provides a comparison of the AUCO values across
different methods, which describe the area between the oracle

Digital Discovery, 2024, 3, 1534-1553 | 1545
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confidence curve and the observed confidence curve. Except for
the FreeSolv dataset, where the random ensemble achieves the
lowest AUCO, AutoGNNUQ achieves the lowest AUCO across all
other datasets, including all properties in QM9, indicating
superior performance.

3.3 Prediction error and uncertainty

Fig. 8 and S16-S227 illustrate the relationship between predic-
tion error and uncertainty, measured as standard deviation
(std). For Lipo, ESOL, FreeSolv, and QM7, the majority of
observed errors fall within one std, with percentages of 75.9 +
1.2%, 75.8 + 3.2%, 85.5 £ 4.6%, and 90.9 £ 1.0%, respectively,
across eight random seeds. A small fraction of predictions
exceed two std thresholds, specifically 3.2 &+ 0.5%, 3.3 & 1.0%,
3.4 + 1.4%, and 3.6 & 0.8% for Lipo, ESOL, FreeSolv, and QM7,
respectively. For all QM9 properties, as shown in ESI Fig. S16-
S22,7 the majority of observed errors fall within one std, with

View Article Online

Paper

the lowest percentage being 75.8% =+ 1.1%. Errors exceeding
two std are all below 2.7% =+ 0.3%.

Uncertainty calibration is achieved when the uncertainty
estimates accurately align with the actual variability of the
predictions. The uncertainty estimates from the model indicate
reasonable calibration for Lipo and ESOL. Under the assump-
tion of a Gaussian distribution for prediction errors, approxi-
mately 68% of these errors are expected to fall within one std.
from the mean prediction, and 95% within two std.*® Remark-
ably, the one std. ratio is close to 90% for FreeSolv and QM?7,
and nearly 100% for U,, U, H, and G in QM9, which indicates
that the uncertainty estimates for these datasets are notably
conservative.

3.4 Confidence-based calibration

To further examine whether a model is well-calibrated, we show
the confidence-based calibration curves as in Fig. 9a. We
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Fig. 8 Relationship between model error and uncertainty of all test datasets derived from the same random seed of 0. The gray region denotes
to one standard deviation (std) and blue to two std. The points with model errors that fall within either of these two bounds are shown in black,
and the percentage within the gray or blue regions is annotated in black and blue, respectively, in each graph. The points exceeding two std are
marked in red, with the proportion of such points annotated on each graph in red.
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the actual probabilities. The diagonal line shows the behavior of a perfectly calibrated model. Solid lines represent mean calibration curves for
total, epistemic, and aleatoric uncertainties across eight random seeds, while shaded areas indicate standard deviation.

observe that for total uncertainty in Lipo and ESOL, the confi- and the QM9 properties U,, U, H, and G, the predictions exhibit
dence curves align closely with the diagonal, indicating good even greater underconfidence. Clearly, aleatoric uncertainty
calibration but a slight underconfidence, which means the significantly contributes to the overestimated uncertainty. To
uncertainty in predictions is overestimated. For FreeSolv, QM7,
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identify the source of this underconfidence, we look into the
decomposition of uncertainty in the following section.

3.4.1 Uncertainty decomposition. The decomposition of
uncertainty into aleatoric and epistemic uncertainties is
a crucial aspect of statistical modeling and decision-making. As
presented in eqn (5b), aleatoric uncertainty is determined by the
mean value of the predictive variance of each model in the
ensemble, whereas epistemic uncertainty is determined by the
predictive variance of the mean value of each model in the
ensemble. Further visualized in Fig. 10, the cumulative density
distribution of aleatoric and epistemic uncertainties reveals
that, in all datasets, epistemic uncertainty is smaller than
aleatoric uncertainty, which is indicated by the dominance of
the blue curve over the red curve.

However, recent studies indicate that ensemble-based
models tend to overestimate aleatoric uncertainty.” The
ensemble model, deriving its mean by averaging outcomes from
multiple models, should theoretically exhibit reduced error,
leading to lower aleatoric uncertainty than individual models.>®
Averaging predictions of aleatoric uncertainty from individual

View Article Online

Paper

models, as described in eqn (5b), typically does not decrease the
magnitude of aleatoric uncertainty. This approach leads to
overestimation of aleatoric uncertainty and results in an
underconfident ensemble model,* which is shown in Fig. 9a.

3.4.2 Uncertainty recalibration. After identifying aleatoric
uncertainty as the primary source of overestimated uncertainty,
we propose recalibration based on validation predictions.
Specifically, we multiply aleatoric uncertainty, gajea, by @ scalar
a to minimize validation MCA. The scaling factor a adjusts test
aleatoric and epistemic uncertainties jointly to avoid biased
total uncertainties.”® We should note that uncertainty recali-
bration can be customized to optimize various objectives,
including NLL, MCA, and ECE. The decision to recalibrate with
respect to MCA aims to mitigate the significant overestimation
of aleatoric uncertainty.

The recalibration results are shown in Fig. 9b, which illus-
trates that after recalibration, both total and aleatoric uncer-
tainty curves more closely follow the diagonal line, indicating
refined calibration. The level of epistemic uncertainty remains
significantly lower, resulting in a minimal impact on the total
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Fig. 10 Cumulative density distribution of uncertainty decomposition of all test datasets across eight random seeds. The solid line within the
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1548 | Digital Discovery, 2024, 3, 1534-1553

© 2024 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dd00088a

Open Access Article. Published on 25 June 2024. Downloaded on 11/5/2025 11:15:49 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

View Article Online

Digital Discovery

Table 3 Confidence-based calibration metrics of AutoGNNUQ before and after recalibration based on the validation dataset. Mean value re-

ported with standard deviation in parentheses. The best result is bold

ECE MCE MCA

Dataset Property Before After Before After Before After

Lipo logP 0.051 (0.009) 0.011 (0.005) 0.089 (0.014) 0.028 (0.008) 0.052 (0.009) 0.011 (0.005)

ESOL Swater 0.051 (0.022) 0.024 (0.008) 0.099 (0.031) 0.054 (0.014) 0.051 (0.022) 0.024 (0.008)

FreeSolv AGhya 0.150 (0.035) 0.036 (0.009) 0.266 (0.056) 0.089 (0.018) 0.151 (0.036) 0.036 (0.009)

QM7 AH 0.265 (0.023) 0.028 (0.006) 0.477 (0.042) 0.118 (0.013) 0.268 (0.023) 0.029 (0.006)

QM9 u 0.052 (0.009) 0.005 (0.002) 0.082 (0.014) 0.012 (0.005) 0.052 (0.009) 0.005 (0.002)
« 0.096 (0.005) 0.008 (0.002) 0.152 (0.009) 0.024 (0.004) 0.097 (0.005) 0.008 (0.003)
£HOMO 0.077 (0.008) 0.006 (0.001) 0.120 (0.011) 0.016 (0.003) 0.078 (0.008) 0.006 (0.001)
£LUMO 0.099 (0.009) 0.008 (0.002) 0.156 (0.014) 0.025 (0.006) 0.100 (0.009) 0.008 (0.002)
Ae 0.089 (0.008) 0.008 (0.002) 0.140 (0.012) 0.023 (0.005) 0.090 (0.008) 0.008 (0.002)
<R*> 0.091 (0.008) 0.010 (0.002) 0.141 (0.013) 0.025 (0.005) 0.092 (0.008) 0.010 (0.002)
ZPVE 0.138 (0.021) 0.010 (0.002) 0.217 (0.033) 0.030 (0.004) 0.140 (0.021) 0.010 (0.002)
¢ 0.115 (0.009) 0.010 (0.002) 0.180 (0.016) 0.030 (0.006) 0.116 (0.010) 0.011 (0.002)
Uo 0.414 (0.019) 0.014 (0.015) 0.757 (0.030) 0.029 (0.023) 0.419 (0.019) 0.014 (0.015)
U 0.422 (0.008) 0.006 (0.002) 0.768 (0.017) 0.016 (0.007) 0.426 (0.008) 0.006 (0.002)
H 0.411 (0.012) 0.012 (0.005) 0.749 (0.021) 0.026 (0.008) 0.415 (0.012) 0.012 (0.006)
G 0.421 (0.011) 0.007 (0.002) 0.767 (0.022) 0.019 (0.005) 0.426 (0.011) 0.007 (0.003)

uncertainty. The scaling ratios, listed in ESI Table S2,7 are all
below 1, indicating a substantial decrease in uncertainties
across all datasets. Notably, QM7 records an average ratio below
0.3, while the QM9 properties U,, U, G, and H exhibit ratios
below 0.15, showing the most significant reduction in scaling.

UQ calibration metrics pre- and post-recalibration for
AutoGNNUQ are detailed in Table 3. Notably, the ECE, MCE,
and MCA for total uncertainty significantly decrease following
recalibration. This indicates that UQ calibration performance of
AutoGNNUQ can be further refined by recalibration. Similar
decreases are observed for AutoGNNUQ-simple, MC dropout,
and the random ensemble (ESI Table S27). For all UQ methods,
post-recalibration results for Lipo, ESOL, FreeSolv, and QM7 are
comparable. However, for all properties in QM9, the random
ensemble performs worse, while other methods yield similar
results (ESI Tables S3-S57).

3.5 Molecular uncertainties

To address the presence of reducible epistemic uncertainties in
AutoGNNUQ, we investigate the molecular characteristics and
functional groups that contribute to these uncertainties. By
analyzing these factors, we have a potential to improve the
representation of the molecules and subsequently reduce the
uncertainties. To accomplish this, we use MACCS (Molecular
ACCess System) keys,* which are binary fingerprints that
represent each molecule in our dataset by encoding the pres-
ence or absence of particular functional groups and substruc-
tures. These functional groups include characteristics, such
actinide (index 4), hydroxyl group (index 139), multiple nitrogen
atoms (index 142). By analyzing the contribution of each func-
tional group to high uncertainties, we can gain a better under-
standing of the impact of individual groups on molecular
properties and improve the overall representation of the
molecules.

We use t-SNE (t-Distributed Stochastic Neighbor Embed-
ding)® to visualize the relationship between the MACCS key

© 2024 The Author(s). Published by the Royal Society of Chemistry

vectors and the molecules. The t-SNE algorithm creates proba-
bility distributions for the similarities between the high-
dimensional data points and the low-dimensional space, opti-
mizing the latter to closely match the former. By mapping the
166-dimensional vectors of all molecules into two dimensions
using t-SNE, we can create a plot that can reveal patterns and
clusters within complex datasets. This enables us to identify
relationships between the molecules and the functional groups
that make up their MACCS key vectors. In Fig. 11a, we show the
t-SNE plot of the QM7 dataset (random seed 0) and K-means
clustering. The optimal number of clusters K in K-means clus-
tering is determined using silhouette scores. Which evaluate
how similar a data point is to its own cluster compared to other
clusters. Higher average silhouette scores indicate better-
defined clusters, and the K associated with the highest silhou-
ette score is selected. In Fig. 11b, we show the t-SNE plot of the
QM7 dataset with associated epistemic uncertainties. It is
important to note that the empty spaces in t-SNE plots do not
indicate areas of sparse data. These gaps result from the algo-
rithm optimization process, which aims to preserve local data
structures in lower-dimensional representations, leading to
non-uniform point distributions. The results presented in
Fig. 11 indicate that molecules with low epistemic uncertainties
are predominantly comprised of O-heterocycles, ether, and
hydroxyl groups, while those with high epistemic uncertainties
are largely composed of N-heterocycles and sulfonyl groups.
This suggest that it is worthwhile to take a closer look at
molecules containing N-heterocycles and sulfonyl groups to
determine if there are any limitations with data representations.
Additional t-SNE results for various datasets are provided in ESI
Fig. S23 through S31.}

3.6 Out-of-distribution performance

Accurate OOD property prediction and robust UQ are crucial for
optimally selecting new molecules for characterization. The PC9
and QM9 molecular datasets exhibit significant differences.
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http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dd00088a

Open Access Article. Published on 25 June 2024. Downloaded on 11/5/2025 11:15:49 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Digital Discovery

View Article Online

Paper

60 30
40- I
0 25 £
©
_ 2
201 =
] =
o F20 £
R b
Z 01 &
% g
-+ ] “153
-20+ L
] =
2
-10 @
—40 Q.
i

-0 17— 1T l""I""I""l""l""l""]J_s

-75 50 -25 0 25 50 75 -75 -50 -25 0 25 50 75
t-SNE 1

Fig. 11 t-SNE plot of the MACCS keys of the test dataset. (a) Clustering by k-means algorithm with k = 18. (b) Epistemic uncertainties (standard
deviation) associated with each molecule. Low uncertainties are represented in blue and high uncertainties in red.

PC9 uniquely contains molecules with multiplicities greater
than one, including radicals and triplets. Additionally, the first
principal component (PC) of MACCS fingerprints (Fig. 12a)
reveals different distributions, indicating variations in func-
tional groups and chemical substructures. OOD property
prediction for egomo and erumo (Fig. 12d) shows high accuracy,

with MAEs of 0.340 and 0.369 eV, respectively. For molecules
with a multiplicity (ms) of 1, where all electrons are paired, the
MAEsS for egomo and epymo are 0.299 and 0.358 eV. For radicals
with mg = 2, the MAEs increase to 0.888 and 0.493 eV. For
triplets with mg = 3, the MAEs are 0.916 and 0.619 eV. Since all
QM9 molecules have mg = 1, PC9 molecules with mg = 1 are
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Fig.12 Performance of AutoGNNUQ trained on QM9 for prediction and UQ on OOD PC9 molecules. (a) PCA of PC9 and QM9 molecules based
on MACCS fingerprints, showing the first PC. (b) Cumulative density distribution of uncertainty decomposition for PC9 molecules. (c) Confi-
dence-based calibration curves for PC9 predictions. (d) Parity plots of property prediction for PC9 molecules with varying multiplicities (m). (e)
Relationship between epistemic uncertainty and degree of OOD status (poop) for each bin from the first PC of MACCS fingerprints (log scale).
Each dot represents the mean epistemic uncertainty, with error bars indicating the standard error of the mean.
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expected to exhibit higher prediction accuracy compared to
those with higher multiplicities, which are not represented in
the QM9 dataset. Furthermore, the cumulative distributions of
aleatoric and epistemic uncertainty (Fig. 12b) in PC9 show
a predominance of epistemic uncertainty, contrasting with
prior in-distribution studies where aleatoric uncertainty is more
prevalent. This heightened epistemic uncertainty is attributed
to the inadequate representation of distributions in the training
data for OOD molecules. The confidence-based calibration
(Fig. 12c¢) illustrates that the UQ provided by AutoGNNUQ is
well-calibrated for OOD molecules, with MCA of 0.010 for egyomo
and 0.061 for ¢;ymo. Additionally, as depicted in Fig. S38,1 85%
and 87% of prediction errors fall within two std. for egomo and
eLumo, respectively. This proportion is lower than the expected
95% for a Gaussian distribution, indicating a slight underesti-
mation of uncertainty.

We further investigate the relationship between the degree of
OOD status and epistemic uncertainty. We define a descriptor,
Poop, to quantify the OOD status of groups of molecules using
the first PC of MACCS fingerprints. The distribution in Fig. 12a
is divided into 25 evenly spaced bins. Each bin includes mole-
cules with similar functional groups and chemical substruc-
tures. For bin i, the OOD status poop,; is defined as the ratio of
the number of molecules in the i-th bin for PC9 to those in QM9,
i.e., poop,; = Prco,iPome,- A high poop, indicates that PC9
molecules are underrepresented in the QM9 dataset. Fig. 12e
shows a positive correlation between average epistemic uncer-
tainty and poop for each bin, with Spearman's coefficients of
0.561 and 0.462 for ey ymo and egomo, respectively. This suggests
that molecules with a high degree of OOD status are effectively
characterized by their epistemic uncertainties. In addition, for
PC7 molecules with mg; = 1, the epistemic uncertainties are
0.227 £+ 0.117 and 0.279 £ 0.153 for &,ymo and eyomo, respec-
tively. These values are lower than those for molecules with m >
1, which exhibit epistemic uncertainties of 0.229 £ 0.082 and
0.308 £ 0.102. This further demonstrates that epistemic
uncertainty effectively captures the underrepresentation of
higher multiplicity molecules. Overall, the high prediction
accuracy and robust UQ performance on OOD molecules
underscore the potential of AutoGNNUQ for applications in
uncertainty-guided active learning and experimental design.

4 Conclusions

In summary, this paper presents AutoGNNUQ, a novel tech-
nique for uncertainty quantification in machine learning
models used for molecular prediction. AutoGNNUQ leverages
an aging evolution approach to construct a diverse graph neural
network ensemble that models epistemic uncertainty while
preserving aleatoric uncertainty quality. Our experiments on
several benchmark datasets demonstrate that AutoGNNUQ
outperforms existing methods in terms of prediction accuracy
and uncertainty quantification. By decomposing aleatoric and
epistemic uncertainty and performing recalibration, we gain
valuable insights into areas for reducing uncertainty and
improving uncertainty calibration, and t-SNE visualization
enhances our understanding of the correlation between

© 2024 The Author(s). Published by the Royal Society of Chemistry
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molecular features and uncertainties. The accurate property
prediction and robust uncertainty quantification on out-of-
distribution data further highlight the potential of AutoGN-
NUQ for future applications in active learning for materials
discovery.

Moving forward, we plan to delve into the specific causes of
epistemic uncertainty, including imbalanced data, insufficient
representations, and poor models. We intend to expand our
approach to tackle uncertainty quantification in classification
problems and other domains beyond molecular properties.
Despite optimizing only negative log-likelihood, we achieve
high regression accuracy, especially for QM9. In the future, we
plan to optimize both prediction accuracy and uncertainty
quantification as a multi-objective search to better understand
their interaction. Additionally, we aim to incorporate the
evidential model with neural architecture search to perform
uncertainty quantification and decomposition from a different
perspective. Overall, AutoGNNUQ presents a promising direc-
tion for improving the accuracy and reliability of machine
learning models in various applications. The results of this
study highlight the potential of AutoGNNUQ to advance the
field of uncertainty quantification in machine learning models,
particularly in molecular prediction.
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