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rmacokinetic properties for
exposure chemicals: predictive modelling of
human plasma fraction unbound (fu) and
hepatocyte intrinsic clearance (Clint) data using
machine learning†

Souvik Pore and Kunal Roy *

An external chemical substance (which may be a medicinal drug or an exposome), after ingestion,

undergoes a series of dynamic movements and metabolic alterations known as pharmacokinetic events

while exerting different physiological actions on the body (pharmacodynamics events). Plasma protein

binding and hepatocyte intrinsic clearance are crucial pharmacokinetic events that influence the efficacy

and safety of a chemical substance. Plasma protein binding determines the fraction of a chemical

compound bound to plasma proteins, affecting the distribution and duration of action of the compound.

The compounds with high protein binding may have a smaller free fraction available for pharmacological

activity, potentially altering their therapeutic effects. On the other hand, hepatocyte intrinsic clearance

represents the liver's capacity to eliminate a chemical compound through metabolism. It is a critical

determinant of the elimination half-life of the chemical substance. Understanding hepatic clearance is

essential for predicting chemical toxicity and designing safety guidelines. Recently, the huge expansion

of computational resources has led to the development of various in silico models to generate predictive

models as an alternative to animal experimentation. In this research work, we developed different types

of machine learning (ML) based quantitative structure–activity relationship (QSAR) models for the

prediction of the compound's plasma protein fraction unbound values and hepatocyte intrinsic

clearance. Here, we have developed regression-based models with the protein fraction unbound (fu)

human data set (n = 1812) and a classification-based model with the hepatocyte intrinsic clearance (Clint)

human data set (n = 1241) collected from the recently published ICE (Integrated Chemical Environment)

database. We have further analyzed the influence of the plasma protein binding on the hepatocyte

intrinsic clearance, by considering the compounds having both types of target variable values. For the

fraction unbound data set, the support vector machine (SVM) model shows superior results compared to

other models, but for the hepatocyte intrinsic clearance data set, random forest (RF) shows the best

results. We have further made predictions of these important pharmacokinetic parameters through the

similarity-based read-across (RA) method. A Python-based tool for predicting the endpoints has been

developed and made available from https://sites.google.com/jadavpuruniversity.in/dtc-lab-software/

home/pkpy-tool.
1. Introduction

Once a chemical substance (a medicinal drug or an exposome)
is ingested, it undergoes a series of pharmacokinetic (PK) events
oratory, Department of Pharmaceutical

S C Mullick Road, 700032, Kolkata,

nal.roy@jadavpuruniversity.in; Fax: +91

SI) available: The raw data les used to
ome details of the methods and results
ation of the compounds are provided in
d00082j

2–1877
inside the body depending on its chemical and physiological
nature. The pharmacodynamic (PD) properties of the chemical
determine the different range of actions it exerts through
interaction with the macromolecular target.1,2 The PD behavior
of a chemical is mainly dependent on the affinity for the target
molecule and the PK properties of that chemical.3–5 The PK
properties refer to the absorption, distribution, metabolism,
and excretion, commonly abbreviated as ADME. The ADME
behavior of a chemical depends on its chemical properties,
formulation, and individual characteristics of the person who
ingests it. The ADME parameters play a pivotal role in deter-
mining the chemical's concentration at the site of action and its
© 2024 The Author(s). Published by the Royal Society of Chemistry
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effects on the body. Understanding these processes is crucial for
predicting the effects and potential toxicity of a chemical, as
well as designing safety regimens.6 Fig. S1† shows the basic
workow of the ADME process of a chemical inside the body.
Several factors control the ADME behavior of an ingested
chemical inside the body, with protein binding and clearance
being the prime factors that determine the chemical's fate
within the body.7,8

The binding of a chemical substance with plasma proteins is
a reversible process that signicantly affects both the PK and PD
properties of the substance.9 A substance generally binds with
two types of plasma protein, namely serum albumin (for acidic
compounds) and a-1-acid glycoprotein (for basic compounds).10

The extent of plasma protein binding varies with the nature and
concentration of the chemical compound. A chemical entity's
tissue distribution becomes limited, if its binding with plasma
protein is poor. Binding with plasma protein helps to solubilize
lipophilic compounds and inuence their pharmacokinetics;
but if it is too strong, the compound never reaches the
minimum concentration required to show any action.11 The
fraction unbound (fu) is an essential parameter that determines
the concentration for minimum tolerable toxicity threshold,
and macromolecular interaction and helps to develop the
pharmacokinetic–pharmacodynamic relationship.12 A high
plasma protein binding leads to a higher fraction of compounds
present in the blood compartment and a low volume of distri-
bution, meaning less partition of that compound within the
tissue.11 However, only the free portion of a compound can exert
pharmacological action; so the unbound fraction of that
compound is essential for the correlation with its observed
activity.12 Although a compound may have a high degree of
protein binding, only the free portion of the compound can
undergo any elimination action, such as metabolism and
excretion. This means that the elimination half-life of
a compound can increase due to high protein binding.13 The
process of protein binding generally serves as a storage mech-
anism for a chemical substance. As the free portion of
a compound decreases, the drug bound to the protein dissoci-
ates to maintain equilibrium and prolong the compound's
effects.14

Clearance is the process of removing a chemical substance
irreversibly from a hypothetical volume of plasma or serum per
unit of time. It is an important factor that determines the
residence time of a chemical substance within the body.15 The
efficiency of the organ in eliminating a chemical substance is
represented by the clearance value, with higher values indi-
cating better efficiency. A detailed description of the clearance
method is provided in ESI SI-2.†

Therefore, it is crucial to accurately determine the fraction of
unbound chemicals and their clearance properties to ensure
safety and create effective safety guidelines. Various methods
such as equilibrium dialysis, rapid equilibrium dialysis, and
ultraltration are utilized to estimate the plasma protein
binding.12 All of these methods involve a huge amount of cost,
time, and resources. In recent years, various computational
methods have been employed to develop PK models that esti-
mate the PK properties of chemical compounds. The main
© 2024 The Author(s). Published by the Royal Society of Chemistry
advantage of the computational method is that it does not
involve any kind of animal experimentation and reduces the
wastage of resources and time.

Currently, various data-driven approaches, such as Machine
Learning (ML), Quantitative Structure–Activity Relationship
(QSAR), and Read-Across (RA), are used to develop predictive
models. ML is a branch of articial intelligence that helps
machines to learn and improve their performance based on
previous data and helps to predict unknown data.16 There are
different ML algorithms, which can be categorized as super-
vised, unsupervised, and reinforcement, based on their appli-
cation to data-related problems. Supervised ML is used for
labeled datasets, unsupervised ML for unlabeled datasets, and
reinforcement for feedback-based learning. In reinforcement
learning, the learning agent is rewarded for every right action
and penalized for every wrong action.17 MLmethods have a wide
range of applications, but they also have several disadvantages,
they require large amounts of high-quality data, have complex
algorithms, and lack interpretation.18 To address the problem of
interpretation, presently different explainable methods like
SHAP have been adopted for interpreting ML algorithms.19 On
the other hand, statistical methods like QSAR are used to
develop relationships between molecular structures and the
observed activity. In the QSAR model development, compounds
with known activity are used, and predictions are made for
unknown chemicals.20 QSAR models provide a simple, inter-
pretable model, but the model becomes non-reliable when the
size of the dataset is small.21 In such situations, similarity-based
methods like RA can be used for prediction, which can be used
for both smaller and larger datasets.22 RA is not a statistical
approach but uses similarity values to make predictions. The RA
method can be classied into two groups: the analog approach
(where only one similar compound is used for the prediction)
and the category approach (where multiple similar compounds
are used for the prediction).23 The RA method is mainly used by
regulatory agencies to make regulatory decisions and is also
widely used for data gap-lling.21

Previously, a large number of attempts were made to develop
in silico models to correlate molecular structure with plasma
fraction unbound24–28 and hepatocyte intrinsic clearance.29–32 A
quantitative structure–property relationship model was devel-
oped by the group of Yun et.al. by using experimentally derived
fraction unbound data.24 Esaki et.al. developed a computational
method for the prediction of the amount fraction of unbound
drugs present in the human brain. By using this model, they
tried to estimate CNS toxicity, and for the model development,
they used 253 compounds.25 Ryu et.al. and coworkers evaluated
the safety and efficacy of different drugs through the evaluation
of the drug fraction unbound across 7 different tissues and 5
different species.26 Zhivkova and Doytchinova developed
a quantitative structure-plasma protein binding relationships
(QSPPBR) model for the prediction of the amount of unbound
fraction of a compound present in the plasma. In their study,
they used 132 diverse acidic drugs and 178 molecular descrip-
tors for model development.27 Riedl et.al. developed a deep
learning model for the prediction of plasma fraction unbound
with the tokenized SMILE strings.28 Paixão et.al. developed an
Digital Discovery, 2024, 3, 1852–1877 | 1853
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articial neural network for the prediction of hepatocyte
intrinsic clearance with calculated molecular descriptors. For
this research work, they used 71 drugs for modeling and 18
drugs for evaluation.29 Sternbeck et.al. developed a predictive
model with hepatic and microsome intrinsic clearance data for
52 drugs.30 Lombardo et.al. developed a random forest-based
machine-learning model with 1340 compounds from human
clearance data.31 Nikolic and Agababa developed a QSAR model
with 29 drugs of different structures, for the prediction of
human hepatic microsomal intrinsic clearance.32

In our research, we have devised various predictive models to
determine the length of time different chemical substances
remain in the body. These models use plasma fraction unbound
and hepatocyte intrinsic clearance parameters to evaluate the
body residence time. We have developed separate machine
learning-based QSAR models for each type of endpoint data.
Our study also examines the impact of plasma fraction
unbound on compound clearance, taking into account common
compounds found in both data sets. To achieve our objectives,
we employed several machine learning models, including
random forest, adaboost, gradient boost, xgboost, support
vector machine, linear support vector machine, ridge regres-
sion, and partial least squares models. Additionally, we
analyzed the data sets using a similarity-based read-across
method. Ultimately, our goal has been to create predictive
model hypotheses for estimating residence time of chemicals
within the body which may be helpful for their toxicity
assessments.

2. Methods and materials
2.1 Data collection

The current work deals with the development of machine
learning (ML) based quantitative structure–activity relationship
(QSAR) models for the pharmacokinetic properties fu (plasma
fraction unbound) and Clint (hepatocyte intrinsic clearance).
Both types of data were collected from the recently published
ICE (Integrated Chemical Environment) database (https://
ice.ntp.niehs.nih.gov/DATASETDESCRIPTION) which is run by
the National Toxicology Program U.S. Department of Human
and Health Service. Here, we collected a total of 2165 fu data
points and 1489 Clint data points, and both types of data
contain human and rat in vitro experimental data, as shown
in Fig. S2.† In this work, we only used human experimental
data, that is 1830 fu data points and 1249 Clint data points, for
the development of the predictive models. Among these data
points, there are 1046 common data points, that is for these
compounds both fu and Clint data are present. The data points
in the fu data set (range: 0–1) have no unit and the Clint data
points (range: 0–9879) have the unit of ml min−1 10−6 cells. In
this work, we performed log transformation to the response
values as customary in QSAR analysis. The information about
the data points is given in the ESI SI-1† in .xlsx format while
some details of the methods are provided in ESI SI-2.† The
details of molecular structure information are given in ESI SI-
3.† To the best of our knowledge, no prior QSAR nodleing
work has been reported using these data sets.
1854 | Digital Discovery, 2024, 3, 1852–1877
2.2 Data curation

The structural information (SMILEs) for both types of data sets is
retrieved from the PubChem database (https://
pubchem.ncbi.nlm.nih.gov/). In both types of data sets, few
compounds were present for which no structural information
was available, so these types of compounds were removed from
both data sets. The inorganic compounds and the compounds
with large diverse structures like amino acid chains or
oligonucleotides present in the data sets are also removed.
There are also a few duplicate compounds present in both types
of data sets; for these duplicate compounds, we have taken the
average of the response values. Finally, a total of 1812
compounds of the fu data set (human) and 1241 compounds of
the Clint data set (human) were used for further analysis.
2.3 Structure drawing and descriptor calculation

The SMILES notations for the chemical compounds, which were
retrieved from the PubChem database, were used for the
generation of the molecular structures by using Marvin sketch
soware (https://chemaxon.com/marvin). All the generated
molecular structures were saved in .mol le format and then
all the molecules were converted to a single .sdf le by using
Open Babel soware (https://sourceforge.net/projects/
openbabel/). During the generation of the molecular
structure, the chemical compounds present in the salt form
are manually converted to the neutral molecular moiety. This
generated .sdf le was then used for the calculation of the
molecular descriptor by using the alvaDesc soware.33

The descriptors can be classied into different groups like 0D
to 7D based on the dimensionality of the descriptor, but generally,
2D and 3D descriptors are used for the QSARmodel development.
This research work is performed by using only 2D descriptors, to
avoid the conformational complexity of the molecular structures.
The 2D descriptors also have another advantage over 3D
descriptors: the values of 2D descriptors are easy to interpret and
reproducible.20 In this work, we calculated a total of 2400
descriptors belonging to the 9 different classes namely: consti-
tutional indices, ring descriptors, connectivity descriptors, ETA
indices, functional group counts, atom-centred fragments, atom-
type E-state indices, 2D atom pair, and molecular properties.
2.4 Data pre-treatment

The calculated descriptor matrix contains lots of missing
values, a descriptor column with constant values, and several
intercorrelated descriptors. These types of descriptors should
be removed before further analysis; otherwise, this may cause
errors in model development and interpretation. Here, we used
a Java-based tool DataPreTreatmentGUI 1.2 (available from
http://teqip.jdvu.ac.in/QSAR_Tools/) for the data pre-treatment
by providing variance cut-off 0.1 and descriptor intercorrela-
tion cut-off 0.9.
2.5 Detection and removal of activity cliff

The development of a good quality and robust QSAR model
depends upon the selection of an appropriate data set. In the
© 2024 The Author(s). Published by the Royal Society of Chemistry
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QSAR studies, there are two types of outliers present: structural
outliers and activity outliers (including activity cliffs). The
presence of outliers in the QSARmodel can lead to development
in the instability of the model and the presence of activity
outliers can signicantly affect the external predictive power of
the model.34

Here we found that a portion of the data set does not follow
the basic assumption of the QSAR analysis which is that similar
compounds have similar activity or properties.35 This anomaly
behavior is known as the “Cliff” in the descriptor space where
drastic changes in the activity or properties occur with small
changes in the descriptor values. In other words, if we add or
remove a few such data points there will be a signicant change
in the quality of the QSARmodel. The cliff is dened as the ratio
of the difference in activity between two compounds to the
distance of separation in descriptor space,36 as shown in eqn (1):

A ¼
��Yi � Yj

��
d

(1)

A = activity cliff between two chemicals, Yi = activity of the ith
chemical compound, Yj = activity of the jth chemical
compound, d = distance between two chemical compounds in
chemical space, in the QSAR modeling, an activity cliff is one of
the major problems that should be considered before model
development.

Here, we used a similarity-based method for the detection of
the activity outliers present in the data set and removed these
compounds before model development. We have calculated two
similarity-based coefficients sm

1 and sm
2, for the detection of the

activity outliers,37 which are mathematically represented below
in eqn (2) and (3):

sm
1 ¼ MaxPos�MaxNeg

argmaxðMaxPos;MaxNegÞ (2)

sm
2 ¼ PosAvgSim�NegAvgSim

AvgSim
(3)

Here, MaxPos and MaxNeg represent the similarity values for the
closest positive and negative source compounds respectively.
PosAvgSim and NegAvgSim indicate the average similarity values
of the selected positive and negative close source compounds
respectively, for each query compound. Themain idea behind this
is to classify the response data based on the mean value, the
compounds present above the mean are denoted as positive and
the compounds present below the mean are denoted as negative.
Then, the structural similarity between each compound with
other compounds is measured by using different similarity-
measuring functions. Now, for a positive compound if the most
similar compound is positive then MaxPos > MaxNeg and sm

1

becomes positive. But if the most similar compound is negative
then MaxPos < MaxNeg and sm

1 becomes negative which indi-
cates the outlier behavior of that compound; i.e., although two
compounds have similar structures, they have different response
value classes. Similarly, for negative compounds, MaxNeg should
be greater than MaxPos i.e., sm

1 should be negative, but it
becomes positive when the most similar compound is positive
which indicates an outlier behavior.
© 2024 The Author(s). Published by the Royal Society of Chemistry
Also, for a positive compound, PosAvgSim should be greater
than NegAvgSim i.e., sm

2 should be positive otherwise the
compound is considered an outlier. Similarly, for the negative
compound, the sm

2 value should be negative.
The compounds that are detected as outliers by both sm

1 and
sm

2 coefficients are removed from the data set before model
development and used as a true external set for validation. In
this work, only from the fu data set we removed the response
outliers and a total of 362 compounds were removed before
modeling (but kept aside for an external set for making
predictions). Here, we used a Java-based in-house tool RASAR-
Desc-Calc-v3.0.2 (available from https://sites.google.com/
jadavpuruniversity.in/dtc-lab-soware/home) for the
calculation of sm

1 and sm
2 coefficients at a default hyper-

parameter setting (CTC = 10) by using Euclidean distanced-
based similarity method.

2.6 Data set division

The primary aim of the QSAR analysis is to develop a good
predictive model that can be used for the prediction of activity
or properties of newly developed compounds.38 But before using
a QSAR model for predictions, the prediction power of that
model should be evaluated and validated. For the model vali-
dation, the original dataset is divided into a training set and
a test set, where the training set is used for the development of
the QSAR model, and the test set is used for the model
validation.20

Here, we have used Java-based tools datasetDivisionGUI1.2
andModiedKMedoid_4 (available from http://teqip.jdvu.ac.in/
QSAR_Tools/) to divide the data set. Both the data sets were
divided into 3 : 1 ratio, and aer division training and test
sets were subjected to the data pre-treatment using data-
PreTreatmentTrainTest1.0 (available from http://
teqip.jdvu.ac.in/QSAR_Tools/).

2.7 Feature selection

The selection of features is the most important integral part of
the QSAR modeling, to nd the most signicant features for the
models. The feature selection process helps to reduce the
higher-dimensional feature space to the lower dimension by
removing insignicant and noisy descriptors.39 The major
advantage of the feature selection is that a model with fewer
features is easier to interpret, visualize, improve model perfor-
mance, and reduce the chances of model overtting or over-
training.40 So, the main aim of the feature selection is to remove
redundant, noisy, and irrelevant descriptors during QSAR
model building, and in this way dimensionality of the feature
matrix is reduced without loss of any signicant information.
The selection of the proper features by using the suitable
algorithm is a challenging task for the modeler. Several feature
selection techniques are employed in the QSAR modeling such
as forward selection,41,42 backward elimination,43,44 stepwise
selection,45 simulated annealing,46 genetic algorithms,47–49 and
many more.

Here, we used the genetic algorithm (GA) and best subset
feature selection methods to identify the most signicant
Digital Discovery, 2024, 3, 1852–1877 | 1855
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features for modeling the fu data set. The genetic algorithm was
used for the reduction of the initial feature pool, and then the
best subset method was used to nd the best modellable feature
combination. The hyperparameters used in the GA method are
the number of iterations, the number of features, cross-over
probability, mutation probability, the initial number of equa-
tions generated, and the number of equations selected in each
generation. The process of feature selection through the GA
method is discussed in detail in the ESI SI-2.†Here, we used the
prediction error-based metric (mean absolute error) for the
convergence of the GA method.

The GA method of feature selection was performed by using
the tool GeneticAlgorithm_v4.1_Train (available from http://
teqip.jdvu.ac.in/QSAR_Tools/) which uses an error-based
tness score for optimization. This tool was run multiple
times using only the training set, and the best feature combi-
nations were selected based on the model's internal quality
which is developed with GA-selected features. These selected
features were merged and subjected to the best subset feature
method using BestSubsetSelectionModied_v2.1 (available
from http://teqip.jdvu.ac.in/QSAR_Tools/). This tool develops
a multiple linear regression (MLR) model for all the possible
combinations of the feature and evaluates its quality metrics.
Here, we select the best feature combinations based on the
model's internal quality metrics.

The random forest feature importance was used to identify
the relevant features of the Clint data set.50 Random Forest is
a tree-based machine-learning modelling technique that builds
multiple decision trees during model training.51 In the random
forest models, the relative importance of a feature can be
calculated which is used for the selection of appropriate
contributing features. The importance of a feature is calculated
based on how much it contributes to the reduction of the
impurity (gini impurity) across all the trees in the forest. The
feature that leads to a decrease in the impurity signicantly is
considered to be a more important feature.52,53 Here, we have
used the Python-based Scikit-learn module for the calculation
of the feature importance and used them for the development of
the QSAR models.
2.8 QSAR model development

In this work, we have developed machine learning (ML) based
quantitative structure–activity relationship (QSAR) models with
the selected set of descriptors. Here, we standardized the both
training and test sets, based on the training set mean and
stander deviation of the corresponding columns, before the
model development. In this research work, we developed
regression-based models for the fu data set and classication-
based models for the Clint data set. Here, we have developed
regression models like a random forest (RF),51 adaboost (ADB),
gradient boost (GB),54 extreme gradient boost or xgboost
(XGB),55 support vector machine (SVM), linear support vector
machine (LSVM),56 ridge regression (RR)54 and partial least
square (PLS)20 model for the fu data set. We built linear
discriminant analysis (LDA),57 logistic regression (LR),58

random forests (RF), and support vector machines (SVM)
1856 | Digital Discovery, 2024, 3, 1852–1877
models with the Clint dataset. The models that were developed
with fu data sets, were used to make predictions for the
compounds that have been removed from the data set due to
activity cliff behavior. The details about the developed model
are provided in ESI SI-2.†

In this work, we have used Machine Learning Regression
v2.1 and Machine Learning v1.0 (available from https://
sites.google.com/jadavpuruniversity.in/dtc-lab-soware/home/
machine-learning-model-development-guis) tools for the
development of the ML models. These tools use a Python-
based Scikit-learn module for the development of the models.
Here, we optimized the hyperparameters of the ML models
using the GridSearchCVmethod by 5-fold cross-validation using
the tool Tuning+CV v1.0 available from the above link.

2.9 Statistical quality and validation metrics

A developed model should be properly evaluated and validated
because based on this evaluation further use of the model is
determined. The statistical evaluation of a regression model is
done by determining its quality, goodness-of-t, robustness,
and predictivity. The model's quality is evaluated based on the
value of the determination coefficient (R2), mean absolute error
of the training set (MAEtraining), and root mean square error of
calibration (RMSEC) which are calculated on the training set.
There are two types of model validation metrics are present –
internal validation metrics and external validation metrics. The
internal validation metrics are checked to determine the
model's goodness-of-t and robustness by using only the
training set whereas external validation metrics are used to
check the model's predictivity by using a test set. Here, we
calculated internal validation metrics like leave-one-out corre-
lation coefficient (QLOO

2), leave-one-out mean absolute error
(MAELOO), and leave-one-out mean squared error (MSELOO). The
model's predictivity is checked by external validation metrics
like QF1

2, QF2
2, QF3

2, mean absolute error of test set (MAEtest),
and root mean square error of prediction (RMSEP), using the
test set.20 Here, we calculated different classication-based
metrics for the evaluation of the classication models of the
Clint data set. The classication-based metrics like sensitivity,
specicity, accuracy, precision, F1-score, Cohen's k, and
Matthew's correlation coefficient (MCC) are calculated for the
evaluation of the models. All the above-mentioned metrics are
shown in ESI SI-2 from the eqn S5–S22.†

2.10 SHAP analysis

SHAP (SHapley Additive exPlanations) analysis is a powerful
tool for interpreting and understanding the predictions of
machine learning models.19,50 It is based on Shapley's values
from cooperative game theory and provides a unied measure
of feature importance. Developed by Lloyd Shapley, Shapley
values allocate the contribution of each player in a cooperative
game.59 In the context of SHAP analysis, features are considered
players, and the prediction outcome is the payoff. Shapley
values distribute the contribution of each feature to the
prediction fairly among all features. They consider all possible
combinations of features and calculate the average contribution
© 2024 The Author(s). Published by the Royal Society of Chemistry
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of each feature.60 SHAP values provide insights into the impact
of each feature on a particular prediction. Positive SHAP values
indicate a feature's positive contribution to the prediction,
while negative values signify a negative impact. Aggregating
SHAP values across all instances allows the assessment of global
feature importance. It helps in understanding which features
consistently contribute more to model predictions.61

Here, we developed a SHAP summary plot and local force
plot for the determination of the feature contribution globally
and locally. In the summary plot, features are distributed along
the vertical axis according to their feature importance, and
along the horizontal axis, SHAP value distribution is repre-
sented. In this plot, each instance is represented by dots which
are colored based on the feature value and help to determine
the direction of the feature contribution. The local force plot
indicates the feature contribution to the prediction for
a particular data point and also helps to determine the direction
of the contribution, whether positive or negative.
2.11 Modelling of the common compounds

As described above, the human data sets contain a large
number of common compounds that have both plasma protein
fraction unbound (fu) and hepatocyte intrinsic clearance (Clint)
data. Here, a total of 1046 compounds have both fu and Clint
data, 203 compounds have only Clint data and 784 compounds
have only fu data. In this present work, we developed a classi-
cation-based model with these 1046 compounds by considering
fu data as a descriptor and Clint data as a response. Here, we
used a similar approach as we used for the Clint data set, for the
development of the model. Four data points have been elimi-
nated from these compounds since they were repeated or the
structural information was not available. Finally, 1042
compounds were used for model development and predictions.
Similarly, here we also used log-transformed response data for
the modeling and converted that response to categorical data (0
Fig. 1 Complete flow diagram of the working process.

© 2024 The Author(s). Published by the Royal Society of Chemistry
and 1) based on the mean. Here, we also divided the data set
with a 3 : 1 ratio in multiple combinations and selected the best
division based on the model quality. The features for the model
development were selected based on the random forest feature
importance. Finally, different ML-based models like RF, SVM,
LDA, and LR, were developed with the selected set of descrip-
tors, at an optimized hyper-parameter setting. All the models
are evaluated based on the classication-based metrics as
described above, in the eqn S16 to S22.† Here, we also per-
formed a SHAP analysis to determine the features' importance.

These models were used for the prediction of the
compounds with 203 unique Clint data, and for this prediction,
we have used model-derived fu data (obtained from the
regression-based fu model). These models were also used for the
prediction of the compounds having unique fu data points.
2.12 Read-across

The Read-across (RA) is a similarity-based prediction method,
where predictions are made based on the similarity between the
target compound and the close source compound.23 In this
research work, we have used the nal modeled training and test
set for further analysis through the read-across method. The
similarity between target and source compounds is calculated
through three different similarity functions namely – Euclidean
Distance (ED), Gaussian Kernel (GK), and Laplacian Kernel
(LK). Here, the default hyper-parameter setting (s = 1, g = 1,
CTC = 10) was used to make the prediction.
2.13 Soware development

In this research work, a Python-based tool (PKPy v1.0) was
developed for the prediction of protein fraction unbound (fu)
and hepatocyte intrinsic clearance parameters for untested
chemicals. This tool gives predictions based on the structural
features of an unknown chemical using the best model. This
tool is free, easy to handle, and can be downloaded from https://
Digital Discovery, 2024, 3, 1852–1877 | 1857
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sites.google.com/jadavpuruniversity.in/dtc-lab-soware/home/
pkpy-tool. This tool takes query data set in .xlsx format and gives
the output.

The complete working process of this research is graphically
represented in Fig. 1.
3. Results and discussion

Our research involves the development of quantitative struc-
ture–activity (QSAR) models utilizing machine learning for two
distinct data sets. We have also taken into account the impact of
the protein fraction unbound on hepatocyte intrinsic clearance
by examining compounds with quantitative values of both types
of response variables. These models are effective in predicting
the response values for compounds that do not have the re-
ported experimental values. Additionally, we evaluated the data
sets using the similarity-based read-across method to ensure
accuracy.
3.1 Modelling of the plasma protein fraction unbound (fu)

In this research work, we developed eight different types of
machine learning models with the fraction unbound data set.
The most signicant and statistically robust machine models in
terms of training and test set quality and validation metrics are
represented in Table 1. Here, all the models were developed
with the 12 most signicant descriptors, and for model devel-
opment, we used standardized descriptors and response values.
From these results, we can nd out that the results of the
support vector machine (SVM) model supersede other machine
learning models in terms of both internal and external valida-
tion metrics. All the models are developed with optimized
hyper-parameter settings, and the optimization was performed
by a 5-fold cross-validation method with the GridSearchCV
method. Here, we also reported different types of cross-
validation statistics using training sets to determine whether
the developed models are overtted or not. Here, we performed
1000 times shuffle split cross-validation by considering mean R2

and mean MAE as the objective functions. In the shuffle split
cross-validation method, a cross-validator with a specied
number of splits (here 1000) and a validation set (here 30%) is
created. This cross-validator then iterates over each split to train
the model and evaluate on validation set. The score of the cross-
validation method is then used for the evaluation of the
performance of the model. The results of these methods are
also included in Table 1 and represented graphically in Fig. S3.†
From this illustration, we can also nd out that the SVM model
shows superior results in terms of both cross-validated R2 and
MAE; it also shows the lowest standard error measure (SEM)
value. Here, random forest (RF), gradient boost (GB), and
extreme gradient boost (XGB) models also show comparable
results. Here, we also performed the read-across analysis with
the modeled training and test sets by using different similarity
functions. The validation metrics for the read-across prediction
have been shown in Table S1 in ESI SI-2.†

A scatter plot has been generated to visually represent the
performance of the SVM model. The X and Y-axes of the plot
1858 | Digital Discovery, 2024, 3, 1852–1877
display the observed and predicted fraction unbound values,
respectively, as shown in Fig. 2. The calculated Pearson's
correlation coefficient for the scatter plot is 0.869, revealing
a robust positive correlation between the observed and pre-
dicted values. Here, we developed learning curves for the SVM
model by using mean absolute error (MAE) and R2 as the
objective functions, which are shown in Fig. S4.† A learning
curve is a good diagnostic tool to nd out whether the model is
going to benet by adding more training data or not. It also
helps to determine whether a model suffers from variance or
bias problems. A learning curve is generated by training amodel
at varying training sizes and testing it on the validation set,
nally training and validation set scores are used to determine
the model performance.

From Fig. S4,† we can see that with increasing the training
size the training and validation curves reach their plateau state,
which that means with increasing the training data model
performance is not going to change signicantly. The small
difference between the training and validation curve indicates
the good quality of the model. Here, we also developed valida-
tion curves for the SVM model with respect to the parameter C
and degree by considering R2 and MAE as the objective func-
tions, as shown in Fig. S5.† A validation curve is a good tool to
measure the sensitivity of a model with changes inmodel hyper-
parameters visually. From these plots, we can see that the gap
between the training and validation curve increases (both R2

and MAE) with C, which signies that the model performs well
for a small C value. On the other hand, the validation and
training curves remain constant for the parameter degree which
indicates that model performance is not going to be affected by
the degree parameter. The residual values of the training and
test sets were used to generate the violin plot, which helps to
understand the data distribution of different categories, as
shown in Fig. S6.† From this plot, we can see that the density or
frequency of the data points is higher at values close to zero,
which indirectly indicates good prediction quality.

Here, we also performed an analysis to understand the
response outliers (activity cliffs) behavior of the data points
present in the data set. Here, we calculated pair-wise similarity
through the Laplacian kernel similarity function and also
calculated the pair-wise difference between the response values.
A scatter plot is generated by plotting pair-wise similarity along
the X-axis and response value differences along the Y-axis
(Fig. 3), and then the plot is equally divided into four quadrants.
The compounds that are present in the upper right quadrant
have high activity differences although they have higher struc-
tural similarity and can thus be considered as activity cliffs.

In our study, we conducted a SHAP analysis for the SVM
model, which helped us to identify the most crucial descriptors
for accurate predictions. We have presented the results in the
form of a summary plot and a heat map plot in Fig. 4. The
summary plot shows the features arranged on the vertical axis,
according to their importance, with the most important
features appearing at the top. The horizontal axis represents the
SHAP value distribution for all the data points. The SHAP heat
map plot shows the global importance of the features and also
illustrates how the importance of each feature varies across all
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Observed vs. predicted log(1 + fu) scatter plot for the SVMmodel.

Fig. 3 Activity cliff plot by using Laplacian kernel similarity function
(fraction unbound data).

Fig. 4 (a) SHAP summary plot (b) SHAP heat map plot in the SVM mode

1860 | Digital Discovery, 2024, 3, 1852–1877
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data points. Based on these plots, we can conclude that the
descriptor ESOL is the most important for accurate predictions,
while C-032 has the least importance.

3.1.1 Interpretation of the features. The support vector
machine (SVM) model has been found to deliver superior
outcomes in comparison to other models concerning both
training and test set metrics. The importance of the twelve
modeled descriptors is demonstrated in Fig. 4 through a SHAP
summary and a heat map plot. The mechanistic interpretation
of the modeled descriptor in the SVMmodel and their inuence
on the response value are discussed below:

ESOL is a molecular property descriptor that represents the
estimated solubility parameter (LogS) for aqueous solubility. It
is calculated using the consensus octanol–water partition
coefficient (LOGPcons).62 This descriptor shows the highest
importance for predictions made by the model. From Fig. 4, we
can see that an increasing value of this feature is positively
correlated with an increase in the SHAP value for the data
points. This indicates that the feature contributes positively to
the response value, meaning that an increasing value of this
feature increases the amount of unbound fraction of a chemical
substance. The positive contribution of this descriptor can be
indicated by the compounds 1247 (ESOL = 3.38, log(1 + fu) =
2.02), and 1227 (ESOL = 3.33, log(1 + fu) = 1.94) where
compounds have higher ESOL values. The opposite effect can be
seen for the compounds where the ESOL values are small such
as for compounds 1711 (ESOL =−2.93, log(1 + fu) =−0.71), 598
(ESOL = −2.93, log(1 + fu) = −0.83). The compounds with
higher aqueous solubility (ESOL values) indicate that the
compounds are more hydrophilic and are thus less prone to
bind with the plasma proteins increasing the amount of free
compounds in the plasma.63

The second most important descriptor is MaxsssN, which is
an atom-type E-state (or electrotopological) descriptor that
represents the maximum electronic and topological state of the
single bonded nitrogen atom in the molecule (>N−). This
descriptor contributes positively to the response value which
can be represented by the following example: compound 1518
(MaxsssN= 2.08, log(1 + fu)= 1.11), 1796 (MaxsssN= 2.08, log(1
l.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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+ fu) = 0.87), and 1501 (MaxsssN = −0.72, log(1 + fu) = -0.23).
This descriptor increases polar functionality within a molecule
and decreases the probability of binding with the plasma
protein which in turn increases the free amount in plasma.64

The Extended Topochemical Atom (ETA) descriptor Eta_-
D_epsiB can be utilized to quantify the level of unsaturation
within a molecule. The ETA descriptors are derived through an
H-suppressed molecular graph, where the vertex holds both the
molecular core and its valence electronic environment. This
measure of ETA amalgamates the core count and valence elec-
tron number to derive topochemical indices. Such a tool is
benecial for understanding the chemical properties of
a molecule and its potential applications across various elds.
The descriptor Eta_D_epsiB can be represented mathematically

as, D3B ¼ 31 � 34 ¼
P​

3

N
� ½P 3�SS

NSS
, where 31 indicates the

summation of the epsilon value in a molecule relative to the
number of all atoms in the molecule, and 34 indicate summed
epsilon value relative to atoms including hydrogen of the
saturated carbon skeleton.65 This descriptor shows a negative
correlation to the response variable, which can be depicted by
the following examples: compound 1601 (Eta_D_epsiB = 5.05,
log(1 + fu) = −0.84), 1525 (Eta_D_epsiB = 4.26, log(1 + fu) =
−0.84), 191 (Eta_D_epsiB = −1.23, log(1 + fu) = 1.69), and 913
(Eta_D_epsiB = −1.41, log(1 + fu) = 2.04).

Two other ETA descriptors Eta_D_epsiD (representing the
ETA measure of hydrogen bond donor) and Eta_betaS_A (rep-
resenting the ETA sigma average of the VEM count) show
a positive correlation for the response values. Themathematical
calculation of the Eta_D_epsiD descriptor can be represented as

follows: D3D ¼ 32 � 35 ¼
P

3EH

Nv
�

P
3EH þP

3XH

Nv þ NXH
, where, 32

indicates the sum of the epsilon count of the molecule except
hydrogen atom relative to the number of non-hydrogen atoms
(giving a measure of electronegative atom count) and 35 indi-
cates the sum of the epsilon values of a molecule (for the
hydrogen atom, only heteroatoms-connected hydrogen atoms
are considered) relative to the number of non-hydrogen atoms
and hydrogen atoms connected to the electronegative atom. The
Eta_betaS_A descriptor can also be represented mathematically
as shown below:

X
b

0
s ¼

P
bs

Nv

where the
P

bs is the sum of b values for all sigma bonds and Nv

is the number of non-hydrogen atoms. This descriptor gives
information about electronegative atom count relative to the
molecular size.66 Based on the preceding discussion, we can
conclude that these two descriptors have a positive impact on
the polarity of the molecule. This leads to a decrease in the
binding of the chemical compound with plasma protein and an
increase in the fraction of free compound, which in turn
explains the positive contribution of these descriptors.67 The
positive contribution can also be depicted by the following
examples, where a higher value increases free fraction: 1363
(Eta_D_epsiD = 4.16, log(1 + fu) = 2.04), 111 (Eta_D_epsiD =

4.11, log(1 + fu) = 1.96) for Eta_D_epsiD; 1238 (Eta_betaS_A =
© 2024 The Author(s). Published by the Royal Society of Chemistry
2.86, log(1 + fu) = 1.14), 1223 (Eta_betaS_A = 2.83, log(1 + fu) =
2.04) for Eta_betaS_A, and vice versa for the compounds 1819
(Eta_D_epsiD = −1.01, log(1 + fu) = −0.79), 1826 (Eta_D_epsiD
= −1.01, log(1 + fu) = −0.62) for Eta_D_epsiD; 287 (Eta_betaS_A
= −3.40, log(1 + fu) = −0.57), 145 (Eta_betaS_A = −3.50, log(1 +
fu) = −0.52) for Eta_betaS_A.

GD (or graph density) is a constitutional index, and it is used
to calculate from the hydrogen-suppressed molecular graph,
which can be mathematically represented as follows:

GD ¼ 2$nBo
nSKðnSK � 1Þ

Here, nBo is the number of non-hydrogen bonds and nSK is the
number of non-hydrogen atoms. This description refers to the
size of the molecule's surface area, where surface area decreases
with an increased GD value.68 The surface area of a molecule
impacts the number of potential binding sites available for
interaction with plasma proteins. Molecules with a larger
surface area generally have more potential binding sites, which
may lead to more extensive binding to plasma proteins. As
a result, they may have a higher proportion of the chemical
compounds bound to plasma proteins and a lower concentra-
tion of free chemical compounds present in circulation. The
binding affinity between a chemical molecule and plasma
proteins can be inuenced by the molecule's surface area.
Binding affinity is the strength of the interaction between the
molecule and the protein. Molecules with a larger surface area
can make more extensive contact with the binding sites on
plasma proteins, leading to a stronger binding interaction.
When binding affinity is strong, a greater proportion of the
molecule remains bound to plasma proteins, resulting in
a lower concentration of free portions in plasma.69 The positive
contribution of this descriptor can be depicted by the
compounds with GD value also consisting of high response
value – 1385 (GD = 12.80, log(1 + fu) = 1.92), 1342 (GD = 7.96,
log(1 + fu)= 1.90) and vice versa for the compounds with low GD
value 1710 (GD= −1.47, log(1 + fu) =−0.66), 1711 (GD =−1.47,
log(1 + fu) = −0.71).

The molecular property descriptor, SAscore indicates the
synthetic accessibility or ease of synthesis of a molecule. The
range of SAscore varies from 1 to 10, where 1 indicates easy to
make and 10 indicates very difficult to make. The estimation of
the SAscore depends upon fragment contribution and molec-
ular complexity, where molecular complexity indicates the
presence large ring, non-standard molecular structure, ring
fusion, stereo-complexity, and molecular size.70 This descriptor
contributes positively to the response value, which may be due
to the increase of molecular interaction with an increase in
molecular size and structural complexity. The positive contri-
bution can be represented by the following examples –

compound 113 (SAscore = 6.38, log(1 + fu) = 0.84), and 270
(SAscore = −1.86, log(1 + fu) = −0.83).

Two 2D atom pair descriptors B05[C–N] (indicating the
presence or absence of carbon and nitrogen atoms at the
topological distance of 5), B03[N–I] (indicating the presence or
absence of nitrogen and iodine atoms at the topological
distance of 3), and one functional group count descriptor nN+
Digital Discovery, 2024, 3, 1852–1877 | 1861
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(representing the number of positively charged nitrogen atoms)
contribute positively to the response values. The positive
contribution of these descriptors indicates that the presence of
these fragments leads to a decrease in the amount of compound
binding with plasma protein and an increase in the free fraction
of the molecule. These fragments generally increase the polarity
of the molecule by introducing polar fragments within the
structure which in turn decrease protein binding.64 The positive
contribution of these descriptors can be represented by the
following example: 113 (B05[C–N] = 0.695, log(1 + fu) = 0.84)
and 1712 (B05[C–N] = −1.44, log(1 + fu) = −0.78) for B05[C–N];
1555 (B03[N–I] = 10.94, log(1 + fu) = 2.04) and 1712 (B03[N–I] =
−0.091, log(1 + fu)=−0.78) for B03[N–I]; 1215 (nN+= 9.47, log(1
+ fu)= 1.06) and 1712 (nN+=−0.14, log(1 + fu)=−0.78) for nN+.

The 2D atom pair descriptor B03[C–S] (representing the
presence or absence of carbon and sulfur atoms at the topo-
logical distance of three) and an atom-centered fragment
descriptor C-032 (represents the fragment X–CX–X; where X is
any electronegative atom connected to the carbon atom through
single bond) contribute negatively to the response value. The
negative contribution of these descriptors can be represented by
the following example: 1523 (B03[C–S] = 1.88, log(1 + fu) =

0.053) and 228 (B03[C–S] = −0.53, log(1 + fu) = 2.04) for B03[C–
S]; 1799 (C-032 = 9.32, log(1 + fu) = −0.78) and 848 (C-032 =

2.99, log(1 + fu) = 1.36) for C-032.
Here, we also represent the feature interpretation through

the SHAP local force plot which is shown in Table 2. The local
force plot indicates the importance of the feature for the
prediction of a particular data point. The positive contribution
is indicated by the red color (pushes the model score higher)
and the negative contribution (pushes the model score lower) is
represented by the blue color. The feature present closer to the
separation boundary has the highest importance for the
prediction and the impact of that feature is represented by the
size of the bar.

3.1.2 External set predictions. The compounds that had
been removed from the data set before the model development
due to the response outlier behavior were used for the predic-
tion through the developed models. The results of these
predictions were represented through different classication
metrics like accuracy, precision, sensitivity, specicity, etc.
Here, the predicted and observed values were converted into
a binary form based on their mean value, before calculating the
classication metrics. Here, we represent these results through
a scatter plot, as shown in Fig. 5, and also shown in Table S2.†
3.2 Modelling of the hepatocyte intrinsic clearance (Clint)

Classication-based machine-learning models were developed
for the hepatocyte intrinsic clearance dataset. Here, all the
models were developed with the 10most signicant descriptors,
and the results for these models are shown in Table 3. Here, all
the models were developed with standardized descriptor values.
From, these results we can see that all the models show good
results but the random forest model has a higher difference
between the training set metrics and cross-validation metrics.
From the test set quality metrics, we can conclude that the
1868 | Digital Discovery, 2024, 3, 1852–1877
support vector machine (SVM) model shows superior results
compared with the other developed machine learning model.
Here, all the models were developed at an optimized hyper-
parameter setting, where optimization was performed by the
GridsearchCV method by considering the accuracy as an
objective function. Here, we performed different cross-
validation analyses, such as 20 times repetitive 5-fold cross-
validation and 1000 times shuffle split cross-validation, to
determine whether models are overtted or not. The results of
these cross-validation statistics also help to identify the best
learning algorithm. The results of the cross-validation analysis
are also included in Table 3 and represented graphically in
Fig. S7.† From this gure, we can see that all the models have
comparable results in terms of both accuracy and F1 score, and
all the methods also have low standard error measure (SEM)
values.

Here, we have also explored the nal modeled training and
test sets through different similarity-based read-across
methods. The read-across predictions were made at the
default hyper-parameter settings (s = 1, g = 1, CTC = 10) with
a classication threshold value of 0.5. The results for the read-
across prediction are represented in Table S3 in ESI SI-2† in
terms of different classication metrics.

In this analysis, we created learning curves for the Support
Vector Machine (SVM)model using accuracy and F1 score as our
objective functions, as shown in Fig. S8.† The learning curve
was generated by training the model with increasingly larger
training sets and testing it on the validation set. From the
generated plots, we can see that the learning curve for both the
training and validation sets come closer together and reach
a plateau as the size of the training set increases when accuracy
is the objective function. This indicates that adding more
training data will not lead to an improvement in the model
performance. The small gap between the training and valida-
tion learning curve suggests that the model has low variance
error. However, when we use the F1 score as the objective
function, the learning curves for both the training and valida-
tion sets become similar, indicating the robustness of the
model. Here, we also generated a validation curve for the SVM
model at different values of the hyper-parameter C. According to
the observations made in Fig. S9,† it can be inferred that the
score of the training set is signicantly higher than the valida-
tion set as the value of C increases. This implies that the optimal
result is obtained at a lower value of C. Here, we have generated
a ROC curve (Fig. 6) for the SVM model and calculated the
corresponding ROC-AUC scores for the training and test sets,
the scores obtained were 0.79 and 0.77, respectively. These
scores are indicative of the model's strong predictive power,
which is a desirable characteristic for any model. It is worth
noting that the SVM model's performance was found to be
consistent across both sets, which suggests that it is capable of
generalizing well to new data. These ndings serve to highlight
the potential utility of the SVMmodel as a tool for classication
tasks in related domains.

The SHAP analysis was performed in this research work to
determine the feature importance for the prediction made by
the model. Here, the feature importance is represented through
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 Scatter plot for the results of the external set predicted values.
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the SHAP summary and heatmap plots, which are shown in
Fig. 7. From these plots, we can see that the descriptors
LOGPcons and N% have the highest importance to the
response.

3.2.1 Interpretation of the features. Here, the importance
of a feature for a learning algorithm is determined through the
SHAP analysis as shown in Fig. 7. The impact of a particular
feature on the prediction made by the model is illustrated
below:

The molecular property descriptor LOGPcons indicates the
octanol–water partition coefficient of a molecule, and it shows
a positive effect on the hepatocyte intrinsic clearance. This
descriptor provides information about the hydrophobicity of an
organic molecule. The ability of a chemical to penetrate through
a biological membrane is controlled by its hydrophobicity. An
increase in hydrophobicity results in an increase in tissue
perfusion of the chemical. Additionally, themetabolic clearance
of the chemical by the liver also increases, indicating a positive
role of this descriptor.71 The descriptor N% is a constitutional
descriptor that represents the percentage of nitrogen atoms
present in the molecule. In the presence of a higher percentage
of nitrogen atoms, the polarity of a molecule is enhanced and
lipophilicity is reduced. This reduction in lipophilicity leads to
a reduction in the metabolic clearance of a molecule which
signies the negative effect of this descriptor.72 The descriptor
SAacc is a molecular property descriptor that represents the
surface area for the H-bond acceptor atom which is obtained
from the P_VSA-like descriptors. The electronegative atoms
containing loan pairs generally act as hydrogen bond acceptors
and contribute to the polarity of a molecule. The negative effect
of this descriptor indicates that with an increase in hydrogen
bond acceptor atom surface area, the intrinsic clearance of
a chemical is reduced. The atom type E-state descriptor gmin
represents the minimum atom Electronic state value within the
molecule and this descriptor generally represents the polarity of
a molecule.73 The ETA descriptor Eta_B represents the measure
of the branching index for a particular molecule. The hydro-
phobicity of molecules decreases as the branching in the
molecule is increased. The branched organic molecules are
T M m R S L L
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Fig. 6 Receiver operating characteristic (ROC) curve for the SVM model (hepatocyte intrinsic clearance data).

Fig. 7 (a) SHAP summary plot (b) SHAP heatmap plot for the SVM model (hepatocyte intrinsic clearance data).
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more compact and have a lower surface area compared with
unbranched molecules. This decreased hydrophobicity leads to
a decrease in the metabolic clearance of the molecule which
signies the negative effect of this descriptor for most of the
data points. The descriptor SAscore is a molecular property
descriptor that represents the ease of synthesis of a molecule
(i.e., the complexity of the molecular structure). The SAscore
estimation generally depends on the structure of the fragments
present in the molecule. The value of the SAscore increases with
an increase in the molecular complexity that is in the presence
of a fused ring system, large ring, stereo-complexity, etc. The
descriptor AMW belongs to the constitutional indices which
indicate the average molecular weight of a molecule across all
constituted atoms. This is one of the simplest descriptors that
contain information regarding atomic composition. These two
descriptors SAscore and AMW generally represent themolecular
size, which is a limiting factor for drug metabolism. Both of
these descriptors show a negative effect on the hepatocyte
clearance. In general, smaller molecules tend to have higher
intrinsic clearance rates compared to larger molecules. The
reason for this is that larger molecules may have limited access
to metabolizing enzymes within hepatocytes or may be metab-
olized at a slower rate due to their size. Additionally, the size of
a molecule can affect its ability to be taken up by hepatocytes
1870 | Digital Discovery, 2024, 3, 1852–1877
and to pass through cell membranes, which can further inu-
ence its metabolism and clearance rate.74 The molecular prop-
erty descriptor TPSA(NO) indicates the topological polar surface
area which is calculated from the polar contribution of the
nitrogen and oxygen atoms. This descriptor is calculated by
summing the surface contribution provided by the electroneg-
ative atoms. This descriptor can be mathematically represented
as follows: TPSA ¼ P

i
Ni$Gi, where Ni is the frequency of the ith

atom in the molecule and Giis the surface contribution. The
molecular property descriptor ESOL represents the estimated
aqueous solubility (LogS) value for a particular molecule. This
descriptor is generally derived from the consensus LOGP value
of a molecule. The last descriptor MLOGP2 shows the least
importance for the model prediction, which indicates the
squared logarithmic octanol–water partition coefficient (LogP2)
value derived by Moriguchi. This descriptor probably penalizes
the LOGPcons term in the model.
3.3 Modeling of the hepatocyte intrinsic clearance (Clint) by
considering plasma protein binding as a descriptor

Based on eqn S3,† it is apparent that the hepatocyte intrinsic
clearance is affected by the binding of a chemical substance to
plasma protein. When a chemical substance binds with plasma
© 2024 The Author(s). Published by the Royal Society of Chemistry
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protein, it results in a reduction of the free substance present in
the plasma. It is worth noting that only the unbound portion of
a chemical substance can exhibit any pharmacodynamic action
or undergo any elimination process such as metabolism or
excretion. Consequently, protein binding of a chemical
substance leads to a decrease in its clearance and an increase in
its residence time within the body. This, in turn, could poten-
tially increase its activity or it also can increase toxicity levels.

Here, the effect of plasma protein binding on the hepatocyte
intrinsic clearance of a chemical substance was also explored
through different types of classication-based predictive
models. The models were developed with the compounds
having both types of response parameters and used for the
prediction of the compounds having single response values.
Here, we developed four different machine learning models
namely – random forest (RF), support vector machine (SVM),
linear discriminant analysis (LDA), and logistic regression (LR),
and all the models were developed with standardized descriptor
values. The results of these models are represented in Table 4,
in terms of training and test set metrics. Here, all the models
were developed with the optimized hyper-parameter setting
where optimization was performed by the GridsearchCV
method with an accuracy objective function. The optimized
hyper-parameter settings for all the developed models are also
included in Table 4. From these results, we can conclude that
the SVM model shows better results compared with other
models, in terms of training, test, and cross-validation results.
Here, we also performed a cross-validation analysis like 20
times repetitive and 1000 times shuffle split cross-validation
with a 30 percent validation size. This cross-validation anal-
ysis helps to identify the quality of the model and also helps to
compare the models. These cross-validation results are also
included in Table 4, and a comparison of the models is visually
represented in Fig. S10,† by considering accuracy and F1 score
as the objective functions. From these plots, we can see that the
SVM model shows better results compared with other models.
In this research work, we also performed the read-across anal-
ysis with the nal modeled training and test sets. Here, read-
across predictions were also made at the default hyper-
parameter setting with three similarity methods (ED, GK, LK).
The prediction quality is represented in Table S4 of ESI SI-2† in
the form of classication metrics. As mentioned above, the data
sets contain a large number of compounds having both types of
response variables, plasma fraction unbound and hepatocyte
intrinsic clearance. On the other hand, there are a total of 987
compounds present that have only one type of response variable
(either fraction unbound (784) or hepatocyte intrinsic clearance
(203)). Here, we have used these compounds as an external set
for prediction through different developed models. The
prediction has been made for the compounds that have only
plasma protein fraction unbound data, through the developed
machine learning models and made available in ESI SI-1.† The
compounds with only intrinsic clearance data were also used for
the predictions. However, for these compounds, the fraction
unbound data is derived from the SVM model for human
plasma fraction unbound. These predicted values are also made
available in the ESI SI-1 le.† These predicted values were then
Digital Discovery, 2024, 3, 1852–1877 | 1871
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Fig. 8 Receiver operating characteristic (ROC) curves for the SVM model (for modeling Clint by taking fu as a descriptor).

Fig. 9 SHAP plots for the SVM model (for modeling Clint by taking fu as a descriptor).
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compared with the experimental value and represented in Table
4 through different classication-based quality metrics.

Here, we also generated learning curves for the SVM model
with accuracy and F1 score as objective functions which are
shown in Fig. S11.† From, these plots we can see that the
training and validation curves become linear and closer to each
other with an increase in the training size. This suggests that
adding more training data is not going to improve the perfor-
mance of the model. The small gap between the training and
validation curves also indicates the quality of the developed
model. The learning curves for the training and validation sets
with the F1 scoring function look similar which also indicates
the good quality of the model. Here, we also generated valida-
tion curves for the SVM model at the varying values of the
parameter C, which is shown in Fig. S12.† From these plots, we
can see that the difference between the scoring function for
training and the validation curves increases with an increasing
value of C, which suggests that the model becomes robust at the
lower value of C. For the SVM model, we also generated a ROC
curve and calculated the corresponding AUC-ROC score for both
1872 | Digital Discovery, 2024, 3, 1852–1877
training and test sets, as shown in Fig. 8. The obtained AUC-
ROC scores for the training and test sets are 0.82 and 0.79
which suggest that the models have good predictive power.

Here, we also performed the SHAP analysis to determine the
importance of the features for the response parameter. The
feature importance is represented in Fig. 9, in the form of
a SHAP summary and a heatmap plot. From these plots, we can
see that the plasma protein binding (log(1 + fu)) has the highest
importance for the clearance. The plot analysis signies that
protein binding exerts a signicant limiting effect on clearance.
This observation underscores the importance of protein
binding in the context of metabolism and elimination. Specif-
ically, the study highlights the negative correlation between
protein binding and clearance rate. Here, other descriptors like
LOGPcons, mindssC (atom type E-state indices that represent
the minimum electronic state of double bond–single bond–
single bond C atoms), ESOL, and gmin show positive contri-
butions and the descriptors like Eta_B and SAacc show negative
contributions.
© 2024 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dd00082j


T
ab

le
5

C
o
m
p
ar
is
o
n
o
f
th
e
p
re
se
n
t
st
u
d
y
w
it
h
p
re
vi
o
u
sl
y
re
p
o
rt
e
d
m
o
d
e
ls

PK
pa

ra
m
et
er

A
ut
h
or

M
od

el
ty
pe

M
od

el
li
n
g
al
go

ri
th
m

D
at
a
se
t
co
m
po

si
ti
on

n d
es

M
et
ri
cs

Pr
ot
ei
n
bi
n
di
n
g

In
gl
e
et

al
.7
5

R
eg
re
ss
io
n
(f
u
)

R
an

do
m

fo
re
st

(b
es
t
m
od

el
)

n t
ra
in
in
g
=

10
45

,n
te
st
=

60
6

10
T
ra
in
in
g
se
t:
R
2
=

0.
52

,M
A
E
=

0.
14

6,
R
M
SE

=
0.
21

4
T
es
ts
et
:R

2
=
0.
51

,M
A
E
=
0.
13

1,
R
M
SE

=
0.
21

8
W
at
an

ab
e
et

al
.7
6

R
eg
re
ss
io
n
(f
u
)

Su
pp

or
t
ve
ct
or

m
ac
h
in
e

(b
es
t
m
od

el
)

n t
ra
in
in
g
=

21
92

,n
te
st
=

54
6

39
1

T
es
ts
et
:R

2
=
0.
73

,M
A
E
=
0.
10

0,
R
M
SE

=

0.
14

5
E
sa
ki

et
al
.2
5

R
eg
re
ss
io
n
(u
n
bo

un
d

fr
ac
ti
on

of
dr
ug

in
th
e
br
ai
n
[f
u
,
b
ra
in
])

G
ra
di
en

t
bo

os
t
(b
es
t
m
od

el
)

n t
ra
in
=

14
4,

n t
es
t
=

36
53

C
ro
ss
-v
al
id
at
ed

:R
2
=

0.
64

,R
M
SE

=
0.
48

T
es
t
se
t:
R
2
=

0.
63

,R
M
SE

=
0.
48

Su
n
et

al
.7
7

R
eg
re
ss
io
n
(m

od
el
in
g

of
pr
ot
ei
n
bi
n
di
n
g

pa
ra
m
et
er
,f

b
)

R
an

do
m

fo
re
st

(b
es
t
m
od

el
)

n t
ra
in
=

96
7,

n t
es
t
=

87
0

(3
m
er
ge
d
te
st

se
t)

26
C
ro
ss
-v
al
id
at
io
n
(1
0-
fo
ld

C
V
):
R
2
=

0.
76

,
R
M
SE

=
0.
17

,M
A
E
=

0.
13

T
es
ts
et

(o
ve
ra
ll)
:R

2
=
0.
59

,R
M
SE

=
0.
18

,
M
A
E
=

0.
13

Zh
iv
ko

va
et

al
.2
7

R
eg
re
ss
io
n
(f
u
)

Li
n
ea
r
re
gr
es
si
on

—
(t
h
e
w
h
ol
e
da

ta
se
t

co
n
ta
in
s
13

2
ac
id
ic

dr
ug

s)
16

T
ra
in
in
g
se
t:
R
2
=

0.
77

1,
q2

=
0.
73

7

Pr
es
en

t
st
u
d
y

R
eg
re
ss
io
n

Su
pp

or
t
ve
ct
or

m
ac
h
in
e

n t
ra
in
=

10
88

,n
te
st
=

36
2

12
R
2
=
0.
75

,Q
L
O
O
2
=
0.
69

,M
A
E
=
0.
32

,Q
F
1
2

=
0.
75

,Q
F
2
2
=

0.
75

H
ep

at
oc
yt
e

in
tr
in
si
c
cl
ea
ra
n
ce

Pa
ix
ão

et
al
.2
9

R
eg
re
ss
io
n
(C
l in

t)
A
rt
i
ci
al

n
eu

ra
l
n
et
w
or
k

n t
ra
in
=

71
,n

te
st
=

18
21

T
ra
in
in
g
co
rr
el
at
io
n
=

0.
95

3,
tr
ai
n
in
g

R
M
SE

=
0.
23

6
T
es
tc
or
re
la
ti
on

=
80

4,
te
st
R
M
SE

=
0.
54

4
Pi
ro
va
n
o
et

al
.7
8

R
eg
re
ss
io
n
(C
l in

t)
Li
n
ea
r
re
gr
es
si
on

n t
ra
in
=

79
,n

te
st
=

39
5

R
ad

j2
=

0.
67

,Q
L
O
O
2
=

0.
62

,R
M
SE

L
O
O
=

0.
76

,R
ex
t2
=

0.
62

,R
M
SE

ex
t
=

0.
80

E
ki
n
s
an

d
O
ba

ch
7
9

R
eg
re
ss
io
n
(C
l in

t)
M
ul
ti
pl
e
li
n
ea
r
re
gr
es
si
on

n t
ra
in
=

18
,n

te
st
=

26
4

R
2
=

0.
88

,R
M
SE

=
0.
28

,R
ex
t2
=

0.
79

Li
et

al
.8
0

R
eg
re
ss
io
n
(C
l in

t)
M
ul
ti
pl
e
li
n
ea
r
re
gr
es
si
on

n t
ra
in
=

36
,n

te
st
=

13
13

R
2
=

0.
85

,R
M
SE

=
0.
28

,R
ex
t2
=

0.
73

Pr
es
en

t
st
u
d
y

C
la
ss
i
ca
ti
on

(C
l in

t)
Su

pp
or
t
ve
ct
or

m
ac
h
in
e

n t
ra
in
=

93
2,

n t
es
t
=

30
9

10
T
ra
in
in
g
se
t:
re
ca
ll
=

0.
76

,s
pe

ci

ci
ty

=
0.
66

,a
cc
u
ra
cy

=
0.
71

,p
re
ci
si
on

=
0.
68

T
es
t
se
t:
re
ca
ll
=

0.
74

,s
pe

ci

ci
ty

=
0.
68

,
ac
cu

ra
cy

=
0.
71

,p
re
ci
si
on

=
0.
69

© 2024 The Author(s). Published by the Royal Society of Chemistry Digital Discovery, 2024, 3, 1852–1877 | 1873

Paper Digital Discovery

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

5 
A

ug
us

t 2
02

4.
 D

ow
nl

oa
de

d 
on

 7
/2

8/
20

25
 9

:5
4:

27
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dd00082j


Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

5 
A

ug
us

t 2
02

4.
 D

ow
nl

oa
de

d 
on

 7
/2

8/
20

25
 9

:5
4:

27
 A

M
. 

 T
hi

s 
ar

tic
le

 is
 li

ce
ns

ed
 u

nd
er

 a
 C

re
at

iv
e 

C
om

m
on

s 
A

ttr
ib

ut
io

n-
N

on
C

om
m

er
ci

al
 3

.0
 U

np
or

te
d 

L
ic

en
ce

.
View Article Online
3.4 Comparison with the previous studies

Previously a large number of attempts25,27,29,75–80 were made to
develop different predictive models for the analysis of the
plasma protein binding and hepatocyte intrinsic clearance.
Most of the models were developed with a large number of
descriptors and fewer number of data points. Here, we perform
a comparative analysis between our developed models and
previously developed models. A proper comparison of the
present study with the previous work is difficult due to the
difference in training and test set composition, modeling
algorithm, and method. However, here we represent the devel-
oped regression and classication models for plasma protein
fraction unbound (fu) and hepatocyte intrinsic clearance (Clint)
human data (Table 5), reported by different groups. From Table
5, we can conclude that the developed classication and
regression models perform better compared with the previously
developed models. The main advantage of our model is that the
models are simple, interpretable, and reproducible. The devel-
opedmodels also comply with the OECD norms which indicates
their reliability for further use in the analysis of a new chemical
compound.

The data we have used in our study was published recently
(November 2022)81 and no QSAR modelling work on this data
has been published yet (as far as our knowledge goes). There-
fore, we have used the standard machine-learning (ML) algo-
rithms to correlate the endpoints with the structural features
and developed predictive models. In this present study, our
main motive was not only to develop ML-based QSAR models
but also to extract the important structural features from the
present data set which are responsible for the variation in the
endpoint values. The parameters fraction unbound (fu) and
hepatic intrinsic clearance (Clint) are complex and multifacto-
rial endpoints. They are inuenced by a number of factors
including physiological, pharmacological, and biochemical
elements. Attempting to model these endpoints solely based on
structural features is challenging due to the intricate interplay
of these various inuences. Also, here we have used large data
sets of diverse compounds for the modeling purpose. Consid-
ering the complexity of the endpoints and the large number of
compounds used for modeling, the performance of the devel-
oped models is satisfactory. Further, we have also developed
a Python-based tool that can predict the modeled endpoints (fu
and Clint) for new or unknown chemicals using the best (SVM)
models. This tool is now available from https://
sites.google.com/jadavpuruniversity.in/dtc-lab-soware/home/
pkpy-tool.
4. Conclusion

The length of time that a chemical substance stays in the body is
determined by various pharmacokinetic parameters. The two
main parameters that control this are plasma protein binding
and hepatocyte clearance through metabolism. In this research
study, we have analyzed these two parameters using different
machine-learning models. For plasma protein binding, we took
into account the fraction of the free portion (fu) of a chemical
1874 | Digital Discovery, 2024, 3, 1852–1877
present in the plasma, and for hepatocyte clearance, we
analyzed the parameter hepatocyte intrinsic clearance (Clint).
We developed 8 different regression-based models for the fu
endpoint and 4 different classication-based models for the
Clint endpoint. Aer conducting statistical analyses, it was
found that all of the models performed exceptionally well in
terms of both internal and external validation metrics. These
results indicate that the models are reliable and accurate in
their predictions. The internal validation metrics suggest that
the models are performing well on the data used to train them,
while the external validation metrics show that the models can
generalize to new data. These ndings demonstrate the high
quality of the models and their potential to be used in various
applications. In the current research work, we conducted
a comprehensive analysis to investigate the effect of protein
binding on hepatocyte intrinsic clearance. To accomplish this,
we employed different classication-based machine learning
algorithms, which enabled us to examine the relationship
between protein binding and clearance rates in greater detail.
Data and software availability

The structural information of the compounds for all three series
of models are available in ESI SI-3.† The machine learning
modeling tools used in this work are available from https://
sites.google.com/jadavpuruniversity.in/dtc-lab-soware/home/
machine-learning-model-development-guis?authuser=0. The
input les for machine learning model development are
provided in ESI SI-1.† The developed prediction tool is
available from https://sites.google.com/jadavpuruniversity.in/
dtc-lab-soware/home/pkpy-tool. The codes for the best
models are available from https://github.com/004Souvik/
Pharmacokinetic-properties.
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