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Configuration changes in the solvent or melt-phase (condensed phase reactions) molecules impact
reaction thermodynamics and kinetics, making it vital to assess if solvent/melt-phase molecules need to
be considered explicitly in first principles-based reactive molecular simulations. A basis for these
configuration changes is established using MD simulations of melt-phase cellobiose decomposition. A 3d
CNN autoencoder is trained to extract spatio-temporal features from coordinates of atomic positions in
the MD trajectories of cellobiose decomposition. The differences between the encoded reactant and
product features were fit to probability distributions, where larger configuration changes were found to
be more probable at lower temperatures. The machine learning model then predicts changes in solvent
orientation by using a distance-based classifier to assess the closeness between encoded features from
reactant trajectories of cellobiose systems with larger configuration changes and those from the
following systems: (i) fructose protonation in water—-DMSO and, (ii) glucose isomerization via hydride
transfer in water and methanol. The extent of solvent configuration changes in the fructose systems was
predicted to increase with DMSO concentrations and was validated using trends in the difference
between reaction free energies. For glucose isomerization, configurational changes in pure methanol

Received 21st February 2024 were predicted to be higher than that in water, consistent with the high polarizability of methanol due to
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which the reaction free energy barrier is ~50 kJ mol™ higher than that in water. This work demonstrates
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1 Introduction

Solvents have been extensively used in biomass processing to
achieve higher conversion rates or product selectivity’* for
sustainable manufacturing of biofuels and commodity chem-
icals. Solvent effects can be categorized as: (i) physical solute-
solvent solvation and, (ii) solvent effects on chemical thermo-
dynamics/kinetics of bioconversion reactions. Physical inter-
actions between solvents and reaction intermediates (reactants,
transition state (TS), products, and catalysts) in the condensed
phase can have promoting/inhibiting effects on the reaction.?
When the reactant is relatively better solvated than the prod-
ucts, the solvent has an inhibiting effect on the reaction. For
instance, during the hydrogenation of phenol (reactant) to
cyclohexanone over Pd/C in either alcohol or water (solvents),*
there are strong alcohol-phenol (solvent-reactant) interactions
in the former, whereas in water, cyclohexanone (desired
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a machine learning framework that has the potential to limit the computational cost and accelerate the
deployment of molecular simulations in screening solvents for reactive chemical transformations.

product) undergoes further hydrogenation to cyclohexanol,
thus lowering product selectivity, because cyclohexanone is
immiscible in water, and may not desorb quickly from the
catalyst surface. Therefore, both physical and chemical solva-
tion effects arising from solvent-reactant-product interactions
impact reaction yields.

In heterogeneous catalysis, solvent effects arise from
competitive adsorption of solvents and reactants, changes in
internal diffusion of porous catalysts, and entropic effects due
to confinement or increasing catalyst stability/durability.?
Similarly, in the condensed phase with homogeneous catalysis,
various chemical mechanisms are involved in changing the
activation barrier by affecting the relative stabilization of the
reactant and/or TS. The specific mechanism involved depends
both on the type of solvents and the reaction. For example, the
cracking of polystyrene between 350 °C and 400 °C depends
heavily on the hydrogen donating ability of the solvent.® Protic
solvents inhibit chain-end scission while phenols promote
random scission of polystyrene. Such solvent effects are also
measured in thermochemical melting of cellulose® above 450-
500 K.” High speed photography of cellulose pyrolysis on
a catalytic surface captured a short-lived liquid intermediate

© 2024 The Author(s). Published by the Royal Society of Chemistry
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before complete volatilization.® In this “liquid cellulose”,
cellulose is both the solvent and reactant-solute. Depending on
the thermal expansion of the cellulose lattice (solvent), different
mechanisms are promoted, as measured using millisecond-
scale reaction kinetics,*® and supported by the calculated free
energy barrier.” It has been suggested that cellulose decom-
poses via chain-end scission at low temperatures and random
scissions at high temperatures. Similarly, the cellulose lattice
can also be penetrated by solvent induced chemical effects that
could either be static or dynamic. Solvent statics refers to the
de-/stabilization effect on reacting species along reaction coor-
dinates. The free energy of activation is affected, and the
reacting species (activated complex) are in equilibrium with the
solvent. Here, either the reactant activation does not induce
solvent reorganization or reactant activation involves confor-
mational change and is slower than the induced solvent relax-
ation.™ On the other hand, solvent dynamics refers to the
effects due to time-dependent solvent behavior including
structural changes that occur in the solvent and the
surrounding environment and also non-equilibrium solvation
for reactions in a strong dipole or relatively slow relaxing solvent
environment."”** Reactant activation has significant redistri-
bution of charges and is faster than induced solvent relaxation.”
Glucose isomerization to fructose was more reactive in water
compared to methanol because of the slow reorganization of
larger and more polarizable methanol molecules during the rate
determining hydride transfer step.” Furthermore, acid cata-
lyzed conversion of fructose to HMF involves various solvent
(water) mediated hydride transfer and proton transfer steps.
The microkinetic model was able to reproduce experimental
kinetics only when the Marcus reorganization energy was
included.*

Traditionally, macroscopic approaches have been used to
study these solvent effects measured using their impact on
reaction rates,"”'® reaction pathways, product selectivity,">*
and catalyst durability.>** Parameters such as viscosity, dielec-
tric constant,**** hydrogen (H) bond donor ability, H bond
acceptor ability, polarity, polarizability, dipole moment, Lewis
acidity and basicity**® are regressed against measured effects on
reaction rates, product selectivity, or rate constants.”” However,
microscopic parameters such as water enrichment in local
domains, average H bond lifetime and fraction of the reaction
surface occupied by functional groups also play a significant
role in altering the relative stability of the reactant, TS, and
products.””?*®* This favors molecular simulations to derive
kinetic and thermodynamic insights into solvent effects that
may not be fully explained by macroscopic empirical parame-
trization that is limited by costly experiments. However, these
simulations involve obtaining the energy and forces of atomic
configurations achieved by computationally expensive biasing
techniques and quantum mechanical (QM) calculations,
making them intractable for systems with large numbers of
atoms and longer time scales.”” This can be overcome either by
coarse-graining atomic calculation methods using empiricism-
based classical molecular mechanics, or by using machine
learning (ML) to accelerate QM based (ab initio molecular
dynamics (AIMD)) simulations.?* The acceleration of QM
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simulations encompasses: (a) ML for estimating the potential
energy surface (PES) based on atomic coordinates, which speeds
up MD simulations of chemical structures,* (b) predictive ML
using AIMD simulation data to develop computationally effi-
cient property prediction models of molecular systems,* and,
(c) generative ML using AIMD data to learn probability distri-
butions of molecular representations, given the macroscopic
properties for advancing computer-aided molecular design,*
though it is still in its infancy.** Hence, we proceed to discuss
studies from the first two classes of ML models with respect to
solvent effects and contextualize this paper and its novelty.

ML to accelerate QM calculations uses neural networks and
regression techniques to extract features from the PES before
fitting them to predict energy (machine learning potentials
(MLPs)) or force fields (machine learning force fields (MLFFs)).**
MLPs as computationally tractable surrogates for ab initio
calculations using neural network architectures to capture
atomic interactions in Cartesian space via convolutions
(SchNet) and physical symmetries via local frame coordinates
(DeepPMD) are seen to speed up catalyst screening by efficiently
computing reaction activation energies® and modeling solid-
liquid interfaces®® in heterogeneous catalysis. DeepPMD has
demonstrated how ML can scale the accuracy of ab initio
calculations in surface chemistry, from a system with 1000
atoms to that with 100 million atoms. This is achieved by
expressing the total potential energy as a sum in parts of that of
the local atomic environments using their extracted symmet-
rical spatio-temporal features, to assess whether or not solvent
molecules dissociate at the interface.’” The high dimensionality
of the data, typically 3N atomic coordinates for a system with N
atoms, not only limits the use of ML to sample from QM
simulations to construct the PES, but also causes the compu-
tational cost of reference data from density functional theory
(DFT) calculations to scale cubically as the number of electrons
in the system.*® This has been surmounted by using time-lagged
autoencoders to learn low dimensional manifolds (collective
variables) that reproduce the conformational dynamics by
maximizing time-lagged autocorrelation within the original
space.*

Deploying ML to derive interpretable insights from AIMD
simulations by predicting the mechanism, rate and yield of
chemical systems as functions of reaction thermodynamic
properties has been recognized as one of the six grand chal-
lenges of the 21st century.*” Preserving physico-chemical intu-
ition by supplying physically meaningful data representations
such as molecular fingerprints or local environment descrip-
tors® facilitates the ML model to recognize meaningful corre-
lations between the system properties and the features extracted
from data. ML regression models trained on fingerprints
extracted from MD simulations are shown to predict solvation
free energy and partition coefficients that have been experi-
mentally validated.** However, such frameworks perform poorly
when they encounter an atomic configuration not present in the
training data. Hence, adaptive ML regression frameworks that
query new configurations to retrain ML models on the fly have
been shown to result in more reliable predictions.** Aside from
regression models, ML classifiers have been trained to extract
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features from AIMD data of the decomposition of dioxetane that
correspond to either successful or frustrated dissociations.*®
The emphasis on retaining physical intuition such as symmetry
or translation invariance of atomic configurations in ML
models has popularized the use of convolutional neural
networks (CNNs) that capture spatio-temporal patterns via
parameter sharing, thereby making predictive ML models more
efficient.** It can be seen that the density of water molecules
stacked over time (3d grids), or the time-averaged density maps
of water (2d grids) when fed into 3d CNNs and 2d CNNs
respectively, efficiently capture spatio-temporal variation in
water density while predicting the hydration free energy that
rationalizes interfacial hydrophobicity in protein folding.**
However, catalytic biomass conversion involves polar aprotic
cosolvents in addition to water, the volume ratio of which
impacts the rate and yield of the reaction, that is regressed
against voxel representations (density of water, the cosolvent
and the reactant in discrete volume elements of the simulation
box, across 3 separate channels) input to a CNN from MD
simulation data to facilitate rapid high throughput screening
via a ML surrogate.*® This pre-trained model (SolventNet) has
also been used to predict reaction rates in mixed-solvent envi-
ronments, with just 4 ns of classical MD (force-field-based)
trajectories, thereby speeding up the screening of solvent
compositions.*’

The focus of this manuscript is not to accelerate AIMD
directly, but instead to use a predictive ML model to inform
simulations about the possible solvent reorganization/re-
orientation during reactive events. The computational cost
involved in generating training data from MD simulations with
their associated labels, and the cost of training a ML model
itself, is projected to be significantly lower than having to
explicitly perform uninformed first principles-based MD simu-
lations on newer systems. Generating labels/targets to train
predictive ML models such as reaction rates*® and dissociation
time*® involves experiments or indirect sampling calculations
from simulation data. In this work, we seek to overcome the cost
of assigning labels using experiments or sampling calculations
by proposing a self-supervised 3d CNN autoencoder to extract
spatio-temporal features of trajectories of solvent molecules
around the reactant and product that are supplied from
multiple classical/AIMD simulations. The model can screen
several new solvent systems by assessing the extent to which the
solvent molecules may reorient by using only reactant trajectory
simulations. Finally, should first principles simulation be per-
formed on the product profiles of a system found to have lower
solvent configuration changes, one could eliminate simulating
explicit dynamics of solvent molecules. Reactant/product
trajectories were generated for three case studies covering the
direct effect of static and dynamic solvent reorganization in
cellobiose and in water-DMSO systems, respectively, in addition
to the indirect effect of solvent on catalyst-reactant interaction:

1. Glycosidic bond cleavage in ‘liquid cellulose’ during
pyrolysis: cellulose kinetics are affected'™* by the thermal
change in the condensed phase.” The equilibrium trajectories of
the cellobiose high temperature melt (solvent) along with the
reactant/product are generated using classical MD simulations,
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in combination with the thermodynamic integration method.*
These are equilibrium solvent trajectories and the correspond-
ing activation barriers are calculated. Therefore, this is an
example of solvent statics where the thermal change in
hydrogen bonding has a destabilizing effect on the reactant.

2. Glucose to fructose isomerization in water/methanol:
hydride transfer involving large asymmetric redistribution of
charges is the rate-limiting step of this Lewis/Brensted acid
catalyzed reaction®® comprising non-equilibrium charge trans-
fer, due to which solvent dynamics significantly impact reaction
kinetics. Since the solvent is polarizable and the trajectories are
generated using Car Parinello MD with metadynamics imple-
mentation, the slower solvent relaxation dynamics is captured
and the TS ends up being in non-equilibrium solvation.

3. Dehydration of fructose to HMF in water/DMSO: conver-
sion of sugars (glucose and fructose) to furanic compounds
(HMF) is widely studied in condensed phase biomass process-
ing.*>** The solvent alters the interaction between the proton
(catalyst) and fructose/HMF (reactant). Reactant/product
trajectories are generated using classical MD simulations with
metadynamics implementation. In this example the solvent
dynamics are captured and the free energy landscape is evalu-
ated as the proton moves towards and away from fructose/HMF.

This paper presents a self-supervised machine learning
model by way of using a 3d convolutional neural network (CNN)
autoencoder for spatio-temporal feature extraction from the
molecular simulation trajectories of the configuration of solvent
arrangement around reactant/product systems, the difference
between the root mean square deviation (RMSD) of which is fit
to a probability distribution via kernel density estimation (KDE)
to assess solvent configuration changes. This subsequently
informs the development of a Mahalanobis distance-based
classifier to predict the extent of solvent reorganization in newer
systems by assessing the distance of its reactant features from
the distribution of those encoded in systems where the reor-
ganization extent has already been quantified. The rationale
behind the choice of this distance-based classifier was to avoid
the training costs, as with neural network-based classifiers.”
This framework has the potential to reduce the cost of MD
simulations and that of training ML models by predicting the
extent of solvent configuration changes, as a basis to inform the
consideration of solvent molecules explicitly or not, while
simulating the final product configuration.

2 Methods

2.1 Molecular modeling methods

Simulation data for the 3 case studies are generated using
molecular modeling methods specific to the systems. In the
condensed phase kinetics of cellobiose, with ~ 60 molecules in
the melt, equilibrated MD simulations were performed prior to
QM calculations (ConTS), followed by a relative solvation-based
free energy correction (ReSolv)."® For the acid catalyzed fructose
dehydration, force field-based MD (TIP3P for water; OPLS-AA for
DMSO, fructose and HMF) and well-tempered metadynamics
are performed to study the impact of structure and local
ordering changes of solvent atoms on the interaction of fructose

© 2024 The Author(s). Published by the Royal Society of Chemistry
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and HMF with the hydronium ion.*® Finally, for the glucose
isomerization, the Car-Parrinello scheme with metadynamics
was used to simulate solvent effects on reaction dynamics.
Solvent molecules were treated quantum mechanically, and the
details of the modeling techniques are provided in the ESIL.{*

2.2 Self-supervised machine learning method

CNNs have been used to extract rotational and translation
invariant features from a wide variety of data modalities that are
represented as grids,** and more recently have been applied to
datasets from molecular simulations that can be expressed as
grids. Coordinates of all the atoms stacked in x,y,z channels
corresponding to the axes can be input to train a 1d CNN,* but
in systems with an arbitrary number of atoms, the input data
would have to be padded or truncated accordingly, thereby
impacting the patterns the CNN learns. Hence, the represen-
tation of atomic coordinates or molecular features extracted
from the MD simulations before being fed into the CNN is vital.
In the present work, we seek to use a voxel representation of the
atomic configurations to train the 3d CNN autoencoder, where
the x, y, z atomic coordinates with respect to the size of the
simulation box are discretized into volume elements bound by
grids.*® In order for the spatial location of the atoms to be
invariant of the grid resolution, the density distribution of
atoms in the voxels has been widely used as an input.** Posi-
tional atomic densities from MD simulations have been
supplied as x-y grids averaged across simulation time steps to
train 2d CNNis, or as tensors where separate x-y grids generated
for the water and hydrogen molecules have been stacked into
channels along the simulation time steps to train 3d CNNs to
predict interfacial hydrophobicity.*® Similarly, positional
densities of atoms in the x-y-z space recovered from classical
MD simulations, averaged across simulation time steps, have
been supplied as tensors stacked into channels grouped by the
category of the molecules viz., reactant, solvent and co-solvent,
to train 3d CNNs to predict reaction rates.*® This work differs
from those efforts in that the positional densities of the atoms
in the x-y-z space from MD coordinate trajectories are repre-
sented as voxels that are stacked across several simulation time
steps, shown in Fig. 1, to train a self-supervised 3d CNN
autoencoder that extracts spatio-temporal features.

The x-y-z atomic positions of cellobiose with respect to the
simulation box of dimensions L, x L, x L, is represented as
a probability density distribution of the atoms existing in
a certain discrete volume element of dimensions L X L X E,

N, N, N
where Ny, Ny, and N, (all chosen to be 20 in the present work) are
the number of grid elements that the simulation box is dis-
cretized into along each axis, as illustrated in Fig. 1(a). Since the
voxels are discrete representations of point clouds of molecules
in the simulation box, each of them must be of a size not
smaller than the order of magnitude of the atomic radius, to
avoid violating the continuum assumption and counter-
productively increasing the computational costs of training
a machine learning model. At the same time, choosing a voxel
size that is larger than the average length-scale of molecular

© 2024 The Author(s). Published by the Royal Society of Chemistry
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(a) Voxel representation of atomic density distribution in the simula-
tion box

g
Ny simulation time slices
n=2

-2 | ¥ € RNx XNy XNy XNy
v,l’f’

(b) Voxels stacked across the channel of simulation time steps

Fig. 1 The atomic coordinates from MD simulation data are, (a)
spatially represented as voxels at each time step, and (b) spatio-
temporally represented as time-stacked voxels.

orientation changes for a given solute-solvent system may lead
to the desired phenomena not being captured when training the
machine learning model. Additionally, the size of the voxel is
a hyperparameter that impacts how coarse-grained or fine-
grained the data presented to the machine learning model
would be, and therein impacts the network architecture of the
3d-CNN autoencoder. The voxel size can be varied indepen-
dently of the solute-solvent system, with the aforementioned
criteria in mind. Each simulation of the reactant and product
configurations for the transglycosylation of cellobiose at four
different temperatures (100 K, 500 K, 900 K, and 1200 K) has
been performed over 8 ns using GROMACS,*” and the coordi-
nate positions have been recorded every 1 ps. The positional
voxel density representations of the atomic coordinates are
stacked across N = (100 ps) simulation time steps as shown in
Fig. 1(b), to generate T = 80 spatiotemporal tensor samples
Xe RN N>NXNr - from the simulation trajectory of either the
reactant or product, for a given system. The molecular re-
orientation in time is captured by the spatio-temporal convo-
lution across time-stacked voxels, without the need to rearrange
system coordinates or fix the center of mass as a reference.
For the total number of N (=27 x number of systems
modeled) input tensor samples from both the reactant and
product trajectories of all systems, X for i = {1, 2,--N}, a 3d

Digital Discovery, 2024, 3, 130-1143 | 1133
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CNN autoencoder is trained as a hierarchical model that uses
a sequence of convolutional, activation, pooling, flattening and
fully connected layers in the encoder (E), before symmetrically
unrolling the sequence in the decoder (D) to reconstruct the
input as X@ = £(fe(x"?,6%),6"). The parameters of the encoder
and decoder functions (§ = {6, 6°}) of the self-supervised
autoencoder network are learned by minimizing the following
loss function:

LS (o gy .

i=1

The number of parameters in the 3d CNN autoencoder scales
with the choice of hyperparameters that govern the network
architecture in the hierarchy of operations. The convolutional
operation given by Ce Ry *"=*Nr*d comprises a 3d kernel of
dimensions (n¢, X Ney X R¢;) that performs convolutions across
a stride of s voxels in each dimension over the N time slices to
produce g feature maps in the output ¢e R"*"»*Mz*4 " ag given
by the following equation, where x; € {1, 2,..., 14, X2 € {1, 2,...,
Ngyh, X3 € {1, 2,..., Nyz}, j € {1, 2--+, g} and bje R is the bias term.

Ney

b lx1, X2, X3] = by +Z Z Z ZC,, [xl Xy, )@]X”

i=1 \—l \c—l !c—l
[x1+x'1+s—l,x2+x’2+s—1,

x3+x;+s—1] (2)

N—n,+2P
n,b:anrl 3)

The dimensions of the output (n,) across any specific axis are
impacted by the respective kernel dimension (n,), stride (s) and
padding (P), if any, given an input of size N, as indicated by eqn
(3). The purpose of padding is to preserve the input dimensions
in the convolved output.®® However, since the convolutional
operation is used to down sample the inputs for feature
extraction, zero padding has been used in this work. The
convolved features are then passed through a nonlinear acti-
vation function that does not modify the dimensions.

) = max (0,¢) (4)

Vo= fiWiey + br) (5)

As compared to activation functions such as the tanh and
sigmoid, the rectified linear unit, given by eqn (4), is preferred
as it does not suffer from gradient saturation in the event of
large magnitude inputs, thereby increasing the sensitivity of the
model to input representations.* Following this, the pooling
operation (PeR™*"*™=*4) jg used to down sample the acti-
vated output, to make the encoded representations invariant to
minor translations in the input,* resulting in a pooled output
ppe R o' "ol ™0 This follows the same lines as eqn (2) and
(3), except that there is no bias translation and the 3d max
pooling kernel of dimensions (n,, x np, x np;) merely outputs
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a maximum valued scalar as it strides over s voxels at a time
along the axes, for all the input feature maps. Several units
comprising the aforementioned convolutional, activation and
pooling operations can be hlerarchlcally stacked to transform
the input sample X into a tensor ¢'e RY =N NP of p feature
maps, before finally flattening it to result in a vector
ve RV VoV PX1 that is fed into a fully connected layer to result in
an output feature vector v 'eR !, given in eqn (5), where
W€ RN NN D and br.e W1 are the weights and biases,
parametrizing the fully connected layer, respectively. There can
be many such fully connected layers as indicated by the sche-
matic in Fig. 2, to finally obtain f' latent features in the bottle-
neck layer of the encoder. The structure of the decoder is seen to
mirror that of the encoder in reconstructing the input from the
features of the bottleneck layer via a series of upsampling
operations such as deconvolution and unpooling. If theconvo-
lutional operation is expressed as the multiplication of the
Toeplitz block of strided kernel coefficients with the input, then
the deconvolution can be expressed as its inverse, where
upsampling is achieved by multiplication with the transpose
Toeplitz block.®* Similarly, unpooling is performed by inserting
the maximum values into their index positions, cached during
the pooling operation.

Once trained, the bottleneck layer of the encoder is used to
extract latent features from the MD trajectories of the reactant
that are plugged into the quadratic distance-based classifier, to
predict whether or not the configurations of solvent molecules
change significantly in the product profile. This is based on the
key assumption that samples with the same label should have
similar latent features extracted by the autoencoder.®> However,
developing a classifier to discriminate between latent features is
supervised, in that there is a requirement for ground truth
labels, the generation of which is expensive and time
consuming.® This is surmounted by calculating the root mean
square deviation between features of the product and reactant
trajectory for a system, followed by using KDE to probabilisti-
cally assess systems with a higher extent of reorganization using
a threshold, based on which labels are assigned to the features
extracted from the reactant trajectory samples to develop the
Mahalanobis classifier, a choice deliberately made to also
eliminate the cost of training neural network classifiers.

RMSD = fE ( product ZfE X:(fdcldm (6)

XT: . (x — RMSD, ) )

=1

M~

P(RMSD,|y = 1)

P(y = 1|RMSD) = : 7
P(RMSD,|y = 0) + > P(RMSD,|y = 1)
=1

(8)

M~

For a particular system, the RMSDeR”*!, pointing to the
deviation of features of the product trajectory samples from the

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Architecture of the 3d CNN autoencoder-based classification model.

time average of features across the reactant trajectory samples,
is given in eqn (6). The probability distribution of x € [min
(RMSD), max (RMSD)], for each of the systems is fit using kernel
density estimation (eqn (7)), where the choice of the kernel
function (K) and bandwidth (b) are guided by grid search opti-
mization.* The systems with the least and highest probabilistic
mode of RMSD from the distributions are designated labels, y =
{0, 1}, corresponding to a large and small extent of solvent
reorganization, respectively. The posterior probability of the
other systems being labelled 1, given their RMSDs and the
assumption of equally likely priors, is determined using eqn
(8).° These encoded reactant and product trajectories in ques-
tion are calculated for the cellobiose system, which is also the
system on which the 3d CNN autoencoder is trained to learn the
feature encodings. Hence, there are no assigned labels for the
cellobiose systems until we proceed to look at the distribution
describing the RMSD (eqn (7)), based on which the posterior
probabilities of label assignment are computed using eqn (8). If
the posterior probability of the cellobiose system exceeds
a certain threshold, all the features corresponding to the
samples in the reaction trajectory are designated a label 1, else
0, giving rise to labeled samples {fE(Xg'gactant),y(i)} for all i € {1,
2,---N} supplied as reference data to a quadratic classifier based
on the Mahalanobis distance. The classifier is trained to detect
solvent reorganization patterns from a reduced set of encoded
features of the reactant trajectories in a kernel space
(f’E(Xﬁélctam)) for a new system, by assessing their closeness to
positively labelled trajectories of the cellobiose system, using
the mean and covariances of their kernelized features as
follows:

, ; _ ; . T
|:fE (Xr(el;ctant) - fE (Xr(el;ctam ’y(l) = 1):| C0V71

/

: (i . ©)
VE (Xr(e’z)ictam) _fE (Xr<el£)ictam |y(l) — 1):|
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The loss function of the 3d CNN autoencoder is minimized by
stochastic gradient descent, implemented using the Adam
optimizer on PyTorch with a learning rate of 10~>. The process
of gradient descent involves computing the gradient of the loss
function with respect to the weights of the layers and is effi-
ciently performed via the backpropagation algorithm. The
distance-based classifier is then implemented to assess the
extent of solvent reorganization in newer systems by measuring
the distance between their features and the distribution of
features extracted from the systems labelled as 1 (where larger
RMSDs are more probable).

The saliency of the highest magnitude latent feature ob-
tained by using the encoder to project the time aggregate of the
data voxels from the reactant trajectory for a given system is
calculated from eqn (10). The closeness of the encoded features
of the reactant trajectory of a new system, to that of the low
temperature cellobiose systems, is used as a basis to assess
solvent configuration changes in this manuscript. Hence,
saliency maps are an important tool to validate if the latent
features of the reactant trajectory for the cellobiose systems duly
sensitize the region of the simulation box containing the solvent
molecules.

S:M,where Yz%i)((’) (10)

reactant
t=1

3 Results and discussion

Section 3.1 demonstrates the self-supervised ML framework to
establish whether or not solvent configuration changes are
significant, using the cellobiose systems as a reference. A 32
core HPC cluster takes ~258 h of wall clock time (i.e., 258 x 32
= 8256 CPU-hours) to simulate just the reactant profile, at one
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of the temperatures for the cellobiose system. This amounts to
a total wall time of ~2064 h (i.e., 66 048 CPU-hours) to simulate
both the reactant and product profiles across 4 temperatures for
cellobiose. Training a 3d CNN autoencoder on all of the above
simulation generated data of cellobiose, using an identical
number of cores, takes ~3 h of wall time. In Section 3.2, the
insights drawn from the map between features of the reactant
cellobiose profiles and the extent of solvent configuration
changes are shown to generalize well across the different
systems considered (fructose dehydration and glucose isomer-
ization), when it comes to predicting the same from just the
reactant profiles. This eliminates the need to explicitly account
for the solvent molecules when simulating the product trajec-
tories, thereby limiting the computational cost. The trends from
the ML model predictions have been physically rationalized
using saliency maps, and also validated using the trends in the
thermodynamic free energy that accompany solvent configura-
tion changes.

3.1 Training the ML model on the cellobiose systems

Pyrolytic decomposition of cellobiose in the condensed phase is
primarily initiated by the glycosidic C-O bond cleavage (cf:
Fig. 3). Gas phase DFT calculations carried out for isolated
cellobiose decomposition showed that glycosidic cleavage via
the transglycosylation mechanism (Fig. 3) exhibited the least
enthalpic barrier. In addition to the C-O bond cleavage,
diffraction and spectroscopic studies have shown that an
anisotropic expansion of cellulose starts above 500 K with
abrupt changes in H bonding.*””7® Supporting this, recent
millisecond scale kinetic experiments have measured a differ-
ence in reaction kinetics®® at the transition (467 °C) between the
low temperature crystalline and high temperature amorphous
cellulose states. The neighboring molecules form the
condensed phase in which the reactant molecules break down
and the de-solvation (anisotropic expansion) effects would alter
bond cleavage energetics. The configuration of molecules
around the reacting species sheds light on how the condensed
phase affects reaction energetics. Therefore, the changes in
solvent orientation around the reactant cellobiose for the
transglycosylation mechanism have been simulated at four
different temperatures viz. 100 K, 500 K, 900 K and 1200 K.
Previous studies examining cellulose activation failed to capture
the observed shift in the kinetic regime, as measured in milli-
second-scale kinetics experiments. However, through explicit
modeling of the high-temperature reaction environment and
considering finite-temperature effects in the condensed phase,
we observe two distinct kinetic regimes, consistent with the
millisecond-scale experiments.’® This suggests that the de-/

OH
HO ° HO  oH
HO OH 0
o > 4+ HO
o 0%\ A% o OH
HO OH
OH OH

Fig. 3 Glycosidic bond cleavage in the pyrolytic decomposition of
cellobiose.®®
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stabilization effects arising from interactions with the melt-
phase configuration, determined by hydrogen bond distribu-
tion and hydroxymethyl group conformations, play a significant
role in determining the energetics of glycosidic bond cleavage.
Molecular dynamics (MD) trajectories of the cellobiose melt-
phase configuration (solvent) and its interaction with the reac-
tant/product (solute) calculated from first principles are recor-
ded at intervals of 500 simulation time steps over an 8 ns
duration, resulting in reactant or product profiles.

The voxels of atomic densities stacked over every 100 ps
result in 80 samples each, from the reactant and product
profiles, at each finite temperature simulation of cellobiose.
This leads to a total of 640 temporal voxels of data samples
across all 4 temperatures that are used to train the 3d CNN, with
80% used for training while the remaining 20% is used as
a validation set for early stopping. A 3d CNN autoencoder with
a structure as given in Fig. 2 is trained on these samples to
extract encoded feature representations in the bottleneck layer.
The root mean square deviation (RMSD) between these features
of the samples in the product profiles and the average of the
encoded features across all samples in the reactant profiles are

Cellobiose 100K

1.0 1.0
2 2
= 0.5/ 0.5
4 3
0.0 0.0
[} 2.5 5.0 7.5

0. 0.0 2.5 5.0 7.5
Time (ns)

Cellobiose 500K

Time (ns)

(a) ()

Cellobiose 900K Cellobiose 1200K

1.0 1.0
a a
0.5 0.5
3 3
0.0+ h v g 0.0+, . . .
0.0 2.5 5.0 7.5 0.0 2.5 5.0 7.5
Time (ns) Time (ns)
© @
1.0
0.8
0.6
'y
a
[3)
0.4

=== Cellobiose 100K
Cellobiose 500K

0.2
= Cellobiose 900K
0.0 == Cellobiose 1200K
0.0 0.2 0.4 0.6 0.8 1.0
RMSD

(e)

Fig. 4 RMSD between encoded features of samples in the product
trajectory and the mean encoded features across samples in the
reactant profile at temperatures: (a) 100 K, (b) 500 K, (c) 900 K, and (d)
1200 K, followed by (e) cumulative distribution function (CDF) from
probability density estimates of the RMSD for the cellobiose systems.

© 2024 The Author(s). Published by the Royal Society of Chemistry


http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dd00049h

Open Access Article. Published on 17 April 2024. Downloaded on 2/17/2026 6:31:32 PM.

Thisarticleislicensed under a Creative Commons Attribution-NonCommercial 3.0 Unported Licence.

(cc)

Paper

indicated in Fig. 4(a)-(d), across the four temperatures. Since
the encoded features are extracted from equilibrium simula-
tions of the cellobiose systems, it is permissible to average the
encoded features across all samples in the reactant trajectory, as
a reference against which the encoded features of the product
trajectory are compared, when defining the RMSD. The use of
RMSD as a descriptor of the extent of solvent reorganization
circumvents the need for expensive sampling strategies** to
compute metrics from the simulation data. It can be seen from
Fig. 4(c) and (d) that solvent configuration changes are less
prominent at higher temperatures. A kernel density estimation
is used to quantify the probability distributions of the RMSDs in
accordance with eqn (7) using a Gaussian kernel (K). The
bandwidth chosen by grid search cross validation is found to be
optimal at 0.1 and results in cumulative density distributions
given in Fig. 4(e), from which the cellobiose 100 K system and
the cellobiose 900 K system are seen to have the most (class 1)
and least probable (class 0) solvent configuration changes,
respectively. The density distributions of the cellobiose 100 K
and 900 K systems are then used to quantify the posterior
probability of a system being recognized as significantly reor-
ganized, conditioned on its RMSD, as outlined in eqn (8). The
average of the posterior probabilities across all the cellobiose
systems is then used as a threshold as shown in Fig. 5, to
recognize if significant solvent reorganization has been
observed in a system or not. This threshold is used to assign
labels only to the cellobiose systems, on the basis of which
solvent configuration changes in newer test systems will later be
assessed.

A probability distribution is fit to the RMSD fluctuations at
each temperature shown in Fig. 4(a)-(d) using kernel density
estimation (KDE). A kernel can be understood as a function
describing a smooth symmetric curve characterized by a shape

350
0.7
AH}|
300
0.6
E‘ 250 059
3 s
2 ©
{o;s 200 [Cessifcationthreshold N N\ ______ 0.4
9 2
0.3%
150
0.2
100 ABS e
100)...r+ o

600 800
Temperature (K)

1000 1200

Fig. 5 Free energy barrier vs. the temperature profile for cellulose
decomposition showing two reaction regimes transitioning at 900 K.
The slope and y-intercept give the entropic and enthalpic contribu-
tions to the free energy barrier, respectively. The tangents are fitted
between 500-900 K for the low temperature (black dotted lines) and
900-1200 K for high temperature regime (green dotted lines).
Posterior probabilities and the classification threshold using the ML
models are also indicated.
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factor, for instance, a Gaussian bell curve is a kernel, and its
shape factor is the standard deviation that characterizes the
spread of the probability distribution that the curve is an esti-
mate of. In KDE, each data point is modeled using a kernel, and
the contribution to the estimated probability density at a certain
RMSD is the weighted contribution from the kernels fit to all
datapoints within a window of that specific RMSD value. Hence,
KDE helps in estimating the probability distribution of data
when the true underlying distribution is unknown. The cumu-
lative density function from the probability distributions fit to
the RMSDs is shown in Fig. 4(e). The solvent configuration
changes are then quantified on the basis of the RMSD distri-
butions. The posterior probability of a system with large reor-
ganization calculated from the RMSD distribution is presented
in Fig. 5. At 100 K and 500 K, there is a higher probability for
temperature-induced orientation of the condensed cellobiose
molecules (i.e. the melt-phase analogous to a solvent). In the
earlier MD work published by the authors, free energy barriers
for glycosidic bond cleavage in cellobiose were calculated.
These reaction barriers include the enthalpic activation of the
condensed phase owing to static solvent reorganization and the
finite temperature entropic contributions. The trend of the
probability for solvent reorganization calculated here using the
3d convolutional neural network autoencoder seems to be
consistent with trends in the Gibbs free energy barrier for the
transglycosylation mechanism of the reacting cellobiose mole-
cules in the melt phase across the four different temperatures,
as given by Fig. 5. The free energy barrier (FEB) decreases almost
linearly with increasing temperatures and asymptotes above
900 K, at a constant value of ~105 k] mol™*. The reduction in
the FEB going from 100 K to 900 K is 267.76 k] mol ' and
suggests a strong impact of the temperature of the cellobiose
melt environment on the glycosidic bond cleavage. The slope
and the y-intercept of the free energy vs. temperature plot give
the entropic and enthalpic contributions, respectively. The
constant slope of the FEB curve at low temperature is indicative
of the constant gain in entropy (AS% ) for the decomposition of
the cellobiose melt to LGA. At higher temperatures the FEB
flattens indicating that the entropic contribution to the barrier
is zero, making it an enthalpy-controlled regime. Hence, the
linear slopes of the low temperature and the high temperature
curves form distinct decomposition regimes, also measured
using millisecond scale kinetics experiments.”* The tempera-
ture-induced conformational changes in the molecules going
from the crystal to the melt-phase influence cellulose chemistry.
At low temperatures, cellulose exists in its crystalline state with
an ordered intermolecular H bonding network which makes it
energy intensive for the twisting and breaking of cellulose
chains. At higher temperatures, the cellulose matrix expands
taking a low-density state and disrupts the ordered H bonding
network. As seen in Fig. 5, the free energy barrier is high which
decreases with temperatures to eventually settle above 900 K.
This is in coherence with the condensed phase reorganization
probability predictions. At 100 K/500 K, the probability for
reorganization is high as the neighboring molecules are close by
and they would have to reorient breaking other H bonds to
accommodate the reaction, whereas, at 900 K/1200 K, the
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temperature-induced shift in crystallinity pushes the neigh-
boring molecules away cleaving H bonds and reducing the
extent of their involvement in the reaction. Therefore, the free-
energy barrier calculated using molecular modelling, supports
and validates the qualitative trends in the RMSD probability
distributions when it comes to using ML to decipher the extents
of melt configuration changes in the decomposition of cello-
biose across different temperatures (Fig. 5), from which it can
be concluded that the barrier for glycosidic cleavage in the
condensed phase is heavily influenced by the reorganization
energy of the solvent.

The ratio of probabilities of an observed RMSD (change in
molecular configurations in the product trajectory from the
average of the configuration changes in the reactant profiles),
evaluated from the kernel density estimates of the two cello-
biose systems at the extremes of melt configuration changes
(100 K and 900 K), is called the posterior (eqn (8)). It quantifies
the probability of a cellobiose system having a similar extent of
solvent/condensed phase reorganization in the product (after
the conformational changes have equilibrated) as compared to
the reactant, at a temperature of 100 K. Its trend is similar to the
activation free energy barrier with temperature, indicating that
the reorganization of the melt-phase from the reactant to the
product governs the reaction kinetics. At lower temperatures,
the cellobiose melt is more ordered and interacts with the
reactant cellobiose via H bonds and hence reorients largely to
accommodate the structural changes when the reactant goes to
its TS. However, at high temperatures the condensed phase
matrix is already broken and its density is lower, because of
which the melt-phase molecules need not reorient significantly
between the reactant and its TS. Hence, prominent reorgani-
zation of solvent molecules at lower temperature results in
larger entropy differences, as compared to higher temperatures.

Thus far, the predictions from the ML model have been
rationalized by the physics of the reactive systems. However, it is
difficult to physically interpret the bottleneck features of the 3d
CNN autoencoder that inherently capture signatures mapping
to solvent configuration changes. Explainability in CNNs that
capture spatial information has been demonstrated using
saliency maps that comprise gradient information of the loss
function with respect to the input data and hence hold infor-
mation about regions of the input space that are sensitized
while minimizing a certain loss, in making target predictions
for supervised machine learning tasks.” Since we developed
a 3d-CNN autoencoder as a self-supervised ML model in this
work, the saliency maps have been analyzed as gradients of the
strongest activated neuron in the bottleneck layer with respect
to the averaged input data voxels. Inspection of the time-aver-
aged saliency maps reveals that the 3d-CNN autoencoder is
sensitized by a locally centered domain of the simulation voxel
(Fig. 6(a)) of the trajectories of the solvent molecules around the
reactant cellobiose, whose 2d contours are also shown in
Fig. 6(b). The activated intensities of the 3d-CNN in the central
region of the simulation box do not overlap with the reactant
cellobiose (Fig. 6(c) and (d)), but coincide with the regions
occupied by the condensed phase (Fig. 6(e) and (f)). It can be
deduced that the 3d-CNN autoencoder is sensitized by the melt-
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phase configuration changes in the bulk, rather than in the
vicinity of the reactant because the saliency maps correspond-
ing to the strongly activated feature in the bottleneck layer that
is used as a basis for distance-based classification are seen to
build on the spatio-temporal features extracted from the
Cartesian coordinates of atoms in the condensed melt-phase
(solvent). Ultimately, the reorganization of the bulk melt-phase
impacts the temperature-induced conformational changes in
the reactant cellobiose, and it has been validated that the ML
model captures the same by means of the feature saliency maps.

3.2 Testing the ML model predictions on fructose
dehydration and glucose isomerization

This section focuses on using the ML model trained on the
cellobiose systems to make predictions about the solvent
configuration changes in two other systems: (i) glucose isom-
erization and (ii) fructose dehydration, using the reactant
simulation trajectories in different solvent environments. This
is proposed to be achieved by obtaining the spatio-temporal
encoded features from the trajectory of solvent molecules
around the reactant molecules of different systems, from the
3d-CNN autoencoder before classifying them using the Maha-
lanobis classifier in terms of the distance of the features of these
systems from the distributions of features from the cellobiose
systems at lower temperatures, viz. 100 K and 500 K (established
as systems with significant melt-phase configuration changes).
Hydride transfer is the rate limiting step in glucose isomeriza-
tion and involves charge transfer in the reactant. Thereby,
solvent polarizability has a dominant effect on the associated
reaction activation free energy barrier. In the dehydration of
fructose, polar aprotic solvents such as dimethylsulfoxide
(DMSO) are known to result in higher reactivities. The stability
of the catalyst (hydronium ion) in the first solvation shell of
fructose as compared to the bulk of the solvent is seen to differ
across the composition ratios of the solvent : cosolvent, thereby
impacting the reaction kinetics in the conversion of fructose.
Simulations for hydride transfer in glucose isomerization
were performed using two different solvents viz., water and
methanol and have been recorded over 33000 and 45000
simulation time steps, respectively of 0.0964 fs each. The
solvation dynamics of these non-equilibrium simulations
indicate an increase in the carbon-hydrogen bond length due to
hydride transfer, commencing after ~8000 and 10000 time
steps, for the water and methanol systems, respectively. For the
purpose of prediction using our trained ML model, these initial
time steps will be treated as the reactant configurations.” A
voxel sample over every 100 time steps i.e. 9.64 fs would lead to
80 and 100 samples, for the reactant trajectories in water and
methanol, respectively. The spatio-temporal 3d CNN provides
encoded latent features for these samples from the reactant
trajectories. When we are interested in quantifying the overall
solvent configuration changes of the system as a whole using
these simulations, it must be noted that even highly reoriented
systems may have points in their trajectories where configura-
tions do not change much and vice versa for lower reoriented
systems. Therefore, the average of the Mahalanobis distance of
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(a) Normalized saliency maps of the input voxels averaged across the reactant cellobiose trajectory.
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(d) Normalized 2d contours of the volumetric maps of the reactant cellobiose with respect to the simulation box.
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(e) Volumetric maps of the melt-phase with respect to the reactant cellobiose
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(f) Normalized 2d contours of the volumetric maps of the melt-phase with respect to the reactant cellobiose.

Fig.6 Explainability of the classifier is illustrated using feature saliency to investigate regions of the physical simulation box that are sensitized: (a)
Saliency maps corresponding to the strongly activated bottleneck neuron in the 3d-CNN autoencoder; (b) 2d contours of the saliency maps in
(a); (c) Volume occupied by the reactant cellobiose in the simulation box; (d) 2d contours of (c); (e) Volume occupied by the melt-phase
cellobiose in the simulation box; (f) 2d contours of (e).
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Fig. 7 Predictions of solvent configuration changes using the average
distance of the reactant trajectory features from the cellobiose 100 K
and 500 K systems compared with the free energy changes in (a)
hydride transfer in glucose isomerization and (b) the migration of the
hydronium ion from the bulk solvent to the first solvation shell of
fructose.

each of the sample encoded features, from the distributions of
features of the low temperature cellobiose systems at 100 K and
500 K, is used to assess solvent configuration changes, as shown
in Fig. 7(a). This indicates that methanol reorients to a greater
extent than water during the hydride transfer reaction in
glucose isomerization. This is substantiated by the fact that
a change in the charge structure of glucose during the hydride
shift has the tendency to polarize methanol to a larger extent
than water because of which its activation free energy barrier
(AG (k] mol™")) for the hydride transfer is 50 k] mol~" higher*®
(Fig. 7(a)). The large electronic polarization of methanol results
in its significant reorientation during the hydride transfer and
much slower relaxation dynamics resulting in the non-equilib-
rium solvation of the transition state, while water undergoes
lower electronic polarization and subsequently reorients to
a lesser extent because of which its relaxation dynamics is near
equilibrium solvation in going from the transition state to the
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product, both of which are better solvated by water and result in
lower activation energy of hydride transfer.

For the fructose systems, MD simulations have been carried
out at different solvent compositions and have been recorded
every 200 time steps for a duration of 10 ns. Hence, a voxel
sample over every 100 ps would lead to 100 samples from each
of these trajectories. The average of the Mahalanobis distance of
each of these 100 fructose features from the distributions of
features of the cellobiose systems at 100 K and 500 K is shown in
Fig. 7(b). The results are seen to concur with the trends of the
relative stability of hydronium ions at different DMSO concen-
trations given by the difference (AG) in the free energy surface
(FES) minimum corresponding to the hydronium ion in the first
solvation shell of fructose and that of the FES minimum cor-
responding to the hydronium ion in the bulk solvent, as
shown in Fig. 7(b). The increase in AG when DMSO goes from
0 to 5% wt can be attributed to the instability of DMSO mole-
cules in the bulk solvent, generating a rich local domain of
DMSO molecules near fructose while the water (solvent) mole-
cules in the bulk stabilize the hydronium ion. However, as the
DMSO concentrations increase from 5 to 80% wt a clear
descending trend is observed in AG and the average distance
from the strongly reoriented cellobiose systems (class 1), sug-
gesting that the relative stability of hydronium ions in the first
solvation shell of fructose increases. Bronsted acid catalysis of
biomass components in water and co-solvent had a higher
proportion of water in the first solvation shell compared to the
bulk. Such water enriched local domains are formed with an
increase in the co-solvent concentration around the hydroxyl
groups of reactants, promoting proton transfer,'®”*””” making
the reaction highly dependent on the water concentration in the
first solvation shell. Aprotic solvents such as DMSO have been
reported to drastically increase the HMF selectivity and fructose
7% owing to the furanose conformation® that
stabilizes the TS**** and induces hydroxyl (fructose) interactions
with water.?> Moreover, with an increase in the DMSO concen-
tration acid-catalysis is enhanced as the relative stability of the
proton near fructose (reactant) and HMF (product), increases
and decreases, respectively.”” In polar aprotic solvents, the free
energy of H' solvation decreases by 24 k] mol~" compared to
water." Recombination of protons was promoted, leading to
decreased dehydration rates suggesting that polar aprotic
solvents significantly destabilize the proton. In the case of
glucose dehydration to HMF, glucose hydroxyl groups and
solvents compete for the proton. Addition of DMSO as co-
solvent improved the conversion, because of its lower affinity
for protons.***”

It must be noted that the free energy barriers indicate
different aspects in both of the systems discussed above. Hence,
an identical trend in the free energy barrier is not observed
across both the systems as they get closer in distance to the low
temperature cellobiose systems where the melt phase is found
to reorganize significantly. In the water and methanol systems,
the charge distribution in the reactant glucose due to the
hydride transfer polarizes the solvent molecules, and leads to
higher reaction energy barrier in more polar solvents such as
methanol that reorient to a greater extent by virtue of the

conversion
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reaction, therefore found to lie at a closer distance to the highly
reorganizing lower temperature melt-phase cellobiose systems.
However, in fructose systems, the relative concentrations of the
protic solvent (water) and the aprotic co-solvent (DMSO) govern
the instability of the hydronium ion in the bulk, thereby
providing a driving force for it to migrate towards the first
solvation shell of fructose in the presence of large concentra-
tions of aprotic DMSO. The free energy difference in this case is
a measure of the thermodynamic instability in the first solva-
tion shell as opposed to the bulk. Hence, lower free energy
corresponds to a decline in the relative instability, ie., an
increase in stability of the first solvation shell, prompting
solvent reorientation that subsequently facilitates the reactive
transformation of fructose into HMF, and is consistent with the
decrease in distance from the lower temperature cellobiose
systems (denoted as class 1 in ML classifier terminology).

4 Conclusions

In this study, three systems have been evaluated for configura-
tion changes in solvent molecules that are known to impact
reaction thermodynamics. The term solvent molecules broadly
encompasses the melt-phase in condensed cellobiose glycosidic
bond cleavage, polarizable solvents (water and methanol) in
glucose isomerization via hydride transfer, and water along with
organic co-solvent molecules in the acid catalyzed dehydration
of fructose. Cellobiose pyrolysis kinetics are impacted by the
melt temperature, while the hydride transfer in glucose isom-
erization involving charge transfer in the reactant is impacted
by polarity of the solvents, and finally the proton affinity of the
solvent/co-solvent is seen to impact the dehydration of fructose.
We have demonstrated the effectiveness of a self-supervised
framework for training predictive machine learning models to
assess solvent configuration changes, which are seen to arise
from different factors in each of the three systems presented.
The ML model is not only computationally efficient to train but
can also inform the decision of whether the solvent molecules
ought to be considered explicitly when performing molecular
dynamics simulations or not, thereby limiting the computa-
tional cost.

A 3d-CNN autoencoder for spatio-temporal feature extraction
is trained on both the simulation trajectories of the solvent
molecules surrounding the reactant and product molecules in
the condensed phase transglycosylation reaction of cellobiose
at different temperatures. The probability distributions across
the RMSD of the features between the product and the reactant
profiles are seen to show a higher probability of solvent
configuration changes for the lower temperature finite simula-
tions at 100 K and 500 K. These findings are consistent with the
linear decrease in the free energy barrier with increasing
temperatures, supporting that the reaction kinetics is impacted
by the reorganization of the melt-phase from the reactant to the
product. To assess the extent of solvent configuration changes
in newer systems, a quadratic classifier based on the Mahala-
nobis distance metric is then used to calculate the average
distance between features from the trajectory of the solvent
molecules around the reactant in test systems; and the
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distribution of features from the reactant trajectory of the
strongly reorganizing low temperature cellobiose systems
(100 K and 500 K). The ML model assesses methanol to reorient
to a greater extent than water and is consistent with the prior
findings in the literature where the changes in the charge
structure due to hydride transfer in glucose have a tendency to
polarize methanol to a greater extent than water, because of
which the reaction activation free energy is ~50 k] mol " higher
in methanol. For the fructose dehydration systems, the average
Mahalanobis distance from the cellobiose systems at 100 K and
500 K is seen to increase at first and then decrease almost
linearly with increasing concentrations of DMSO, consistent
with the trends in the difference between the free energy surface
minima that point to a larger impact of solvent configuration
changes on reaction kinetics with increasing DMSO concen-
trations. It has been demonstrated that the ML framework can
generalize well when it comes to predicting the extent of solvent
reorganization across different systems by using their reactant
trajectory simulations. Hence, it can be used to limit compu-
tational efforts when simulating product trajectories in systems
where solvent configuration changes are found to be lower, by
eliminating the dynamics of the said molecules and/or elimi-
nating the necessity for an explicit condensed phase environ-
ment. Consequently, if a library of solvents is to be screened for
their suitability in chemical reactions using molecular simula-
tions, one could assess whether or not to explicitly simulate the
solvent molecules with the aid of the ML framework presented
in this paper.
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