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processing of cavitation bubbles
to analyze the properties of petroleum products

Timur Aliev,a Ilya Korolev,a Olga Burdulenko,a Ekaterina Alchinova,a

Anton Subbota, a Mikhail Yasnov,a Michael Nosonovsky *ba

and Ekaterina V. Skorb *a

We have developed a new computer vision method of automatic image processing of cavitation bubbles to

classify petroleum products with different octane numbers (ONs) using an artificial neural network (ANN).

Ultrasonic irradiation induces cavitation bubbles, which exhibit growth, oscillations, and resonance

shapes. Gasoline solutions may have different physical and chemical properties. While a precise

understanding of how these properties impact bubble dynamics is challenging, training the ANN

algorithm on bubble images allows classification of gasoline bubbles with different ON values. The

integration of the ultrasonic cavitation method with computer vision and artificial intelligence techniques

offers a promising way for real-time ON assessment in liquid flow.
1. Introduction

The real-time measurement and control of properties of viscous
liquids in the uid ow is important for many practical appli-
cations. Ultrasonic exposure of liquids including petroleum
products can be used for this purpose. Cavitation with the
formation of small bubbles is the common effect of the liquid's
exposure to ultrasound.1–6 Ultrasonic treatment also causes the
dispersion of components in heterogeneous emulsions or
suspensions and alters the colloidal stability.

By subjecting liquids to ultrasonic treatment and analyzing
the response, it is possible to determine their characteristics. In
addition to analyzing parameters such as soundwave propaga-
tion speed,4,5 bubble size, and shape,7–10 cavitation has been
employed to estimate liquid's physical properties and compo-
sition.7,11,12 Cavitation involves localized pressure changes that
lead to the formation of bubbles composed of gas dissolved in
a liquid and vapors of the solvent itself. For the evaluation of
cavitation activity, the acoustic signal emitted by a sonotrode is
transformed into an electric signal, which is then measured at
a specic distance within the medium under investigation.

The behavior of cavitation bubbles is inuenced by the
environment surrounding them including the density and
viscosity of the solution.13–15 Cavitation processes have been
utilized in various industries, such as shock freezing in the food
industry,16,17 chemical synthesis,18–20 nanostructuring of mate-
rials,21,22 and many others. Bubbles are also used in biomedical
versity, 9 Lomonosov St., St. Petersburg,

University of Wisconsin-Milwaukee, N

A. E-mail: nosonovs@uwm.edu
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elds and drug delivery systems.14 Their ability to collapse
enables the targeted release of encapsulated drugs.15 Under-
standing the cavitation process and accurately predicting the
behavior of systems involving bubbles are crucial for the
successful implementation of these applications.

In our previous study, we analyzed the composition of water–
alcohol solutions based on the images of cavitation bubbles in
these solutions.7 The shape of the bubbles was contingent upon
the concentration of the water–alcohol solution. This
phenomenon stemmed from the disparity in liquid evaporation
during ultrasound exposure; the lower quantity of solvent
vapors within the solution had an impact on the bubble size and
consequently, on its oscillation.

Cavitation bubbles undergo a certain evolution aer their
initial nucleation. When exposed to ultrasound, the size of
bubbles oscillates due to the acoustic excitation causing
compressive and tensile stress. During the compressive phase,
bubbles shrink, while during the tensile phase, they expand for
the amount that exceeds shrinking thus resulting in the growth
of the average bubble radius. Following the oscillation stage,
bubbles oen destabilize and collapse or they decompose into
parts. The bubble collapse is a very rapid process oen leading
to shock waves, very high local temperatures and high pres-
sures, as well as to uorescence.7

While behavior close to instability is difficult to predict by
traditional deterministic methods, oscillating and collapsing
bubbles can provide large amounts of datasets (e.g., visual
images), which make them an almost ideal object for articial
intelligence (AI) and machine learning (ML) analyses and
searches for correlations in data.23 ML also enables efficient real-
time object tracking24–27 which is signicant for bubble behavior
description. In our previous study, we used articial neural
Digital Discovery, 2024, 3, 1101–1107 | 1101

http://crossmark.crossref.org/dialog/?doi=10.1039/d4dd00003j&domain=pdf&date_stamp=2024-06-08
http://orcid.org/0009-0009-5731-2770
http://orcid.org/0000-0003-0980-3670
http://orcid.org/0000-0003-0888-1693
http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d4dd00003j
https://pubs.rsc.org/en/journals/journal/DD
https://pubs.rsc.org/en/journals/journal/DD?issueid=DD003006


Digital Discovery Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 0

3 
A

pr
il 

20
24

. D
ow

nl
oa

de
d 

on
 6

/2
6/

20
24

 1
0:

39
:5

0 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n-

N
on

C
om

m
er

ci
al

 3
.0

 U
np

or
te

d 
L

ic
en

ce
.

View Article Online
network (ANN) algorithms to analyze visual images of ultrasonic
cavitation bubbles captured using a high-speed camera in water–
alcohol solutions. The changes in oscillation modes of cavitation
bubbles exhibit nonlinearity, which enables the application of
articial neural network (ANN) algorithms to analyze the distinct
motion patterns of bubbles. The ANN was trained to determine
the composition of these solutions based on the bubble images.7

In the present study, we will use a segmentation model with
bubble properties automatically determined from visual images
to further expand that approach and apply it to petroleum
products. We will discuss the changes in cavitation activity and
explore new applications for analyzing selected samples of
gasoline with different octane numbers (ONs) (92, 95, and 98).
Gasoline is a mixture of many different hydrocarbons, and its
bulk consists of small C4–C12 hydrocarbons. The ON charac-
terizes gasoline's resistance to detonation and it is measured
relative to a mixture of 2,2,4-trimethylpentane and n-heptane.
As different types of gasoline with different ONs have different
densities and compositions, cavitation bubbles may have
different evolution behavior. ANN algorithms will be utilized to
recognize the ON of gasoline by training networks on images of
bubbles captured in gasoline solutions with varying ONs. This
approach holds potential for qualitative and quantitative anal-
ysis of ow systems involving petroleum products.
2. Materials and methods
2.1. Materials

Several samples of gasoline were selected for the study. Specif-
ically, the samples included engine gasoline with the ON (RON)
of 92, 95, and 98 (Shell® gas station), gasoline-solvent (Nefras
C2-80/120) used in the rubber industry, and Shell FuelSave
Unleaded 92, 95, and 98 – complex mixtures of hydrocarbons
consisting of paraffins, cycloparaffins, aromatic and olenic
hydrocarbons with carbon numbers predominantly in the C4 to
C12 range, with the specied densities of 0.735 g cm−3,
0.750 g cm−3, and 0.765 g cm−3 for RON 92, 95, and 98,
respectively. Gasoline contained oxygenated hydrocarbons
which include methyl tertiary butyl ether (MTBE) and other
ethers as well as several additives at <0.1% v/v each.
2.2. Experimental methods

The ultrasonic generator UZG 55-22 (BSUIR, Belarus) was
employed for the experiment. The generator had a nominal rated
frequency of 22 kHz and a nominal maximum power of 100 W,
which could be reduced to lower values. Ultrasonic oscillations
were generated by the titanium sonotrode, which had a truncated
cone shape with a disk (15 mm diameter, 2 mm thickness) at the
edge. The sonotrode was positioned at an angle of 45° to the
surface of a glass Petri dish lled with the liquid being studied.
The immersion depth was adjusted to ensure that the entire disk
was fully submerged in the sample liquid.

Note that while the property of interest is the ON which
characterizes fuel's ability to detonate, even for a low ON
ultrasonic cavitation bubbles cannot cause detonation due to
their small size and energy.
1102 | Digital Discovery, 2024, 3, 1101–1107
To measure the cavitation activity, the portative cavitometer
ICA-5D (BSUIR, Belarus) was used. To get the relevant data, the
cavitometer's tip was submerged to the same level as the
sonotrode disk at a distance of 4.5 cm from the disk. The
cavitometer has standard soware for the real-time cavitation
activity registration and imaging. The total measurement time
was 60 s for each measurement. The measurement was con-
ducted for three values of ultrasonic generator specic power,
19 W cm−2 for the period 0–60 s, 38 W cm−2 for the period 61–
120 s, and 67 W cm−2 for the period 121–180 s.

The cavitation bubbles were formed in the liquid samples as
a result of the ultrasound treatment. The registration and
imaging of the cavitation bubbles were conducted with the
high-speed camera Phantom Miro C110, connected to the
microscope Mikmed-6 (LOMO, Russia) with a 10× objective.
The capturing frequency was 700 frames per second (fps) with
a resolution of 768 × 768 pixels. The image set was automati-
cally composed from the frame images as a single video le. The
video le was edited with the application Phantom CV 3.3 to
identify sections containing bubble formation, evolution and
collapse for each sample.
2.3. Articial neural network modeling

2.3.1. Soware and hardware. The following soware stack
was used for the computational model: the Python 3.9
programming language, the Pip package manager, the PyTorch
framework and add-on Lightning, and the Jupyter Notebook
computational environment. Furthermore, additional Python
modules were applied, such as Numpy for linear algebra
computations, Matplotlib and Seaborn for visualization, Pandas
for interaction with the dataset and data frame formation, and
OpenCV for preparatory image processing. All versions of
libraries for creating a virtual environment are described in the
GitHub repository. A personal computer with processor AMD
Ryzen Threadripper 3960X 24-core with a frequency of 3.8 GHz,
the RAM volume of 64 GB, and the 2 GeForce RTX 3090 graphics
card was used.

2.3.2. Collection, preprocessing, and curation of data. The
database for training a segmentation model based on YOLOv8
(ref. 28) weights consisted of 600 images marked with masks.
The basic condence coefficient of the model was set to 0.3.

Preparation of the database for classication based on
ResNet50 weights was carried out by decoding the obtained 27
experimental video les. So, the division into 3 classes was
obtained. A total of 59 441 images were received. To sort out
images without bubbles, a previously trained model based on
YOLOv8 weights was used, and 42 020 images with bubbles were
identied.

The data for the RON gasoline classication model were
divided into data obtained from the segmentation model. There
were frames divided into 4 classes: RON 92, 95, 98 frames and
bubble-free frames. To carry out cross-validation verication
and testing of the model, each class was divided into a training,
validation, and test sample in a ratio of 80 : 10 : 10.

Image preprocessing included standardization and normal-
ization in accordance with ResNet50 documentation. The data
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 The segmentation model of machine vision analysis showing (a) high-speed camera input, image isolation, necking, and density
prediction to calculate, (b) the area, boundary length, diameter and radius to supply to the (c) ANN.
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augmentation method, which includes rotations of images by
random degrees and ips horizontally and vertically, was also
used to avoid possible overtting of the model.

2.3.3. Classication and segmentation models. For
computer vision analysis, the ML segmentationmodel that allows
selecting clusters of pixels related to an object (bubble) from
images was used. The bubble contours were obtained (Fig. 1a)
and data on the bubble image's area, boundary length, diameter
and radius were obtained from the segmentation model (Fig. 1b).
The obtained features (boundary length and radius) were used to
Fig. 2 Examples of bubble images at different time steps (scale length
algorithm.

© 2024 The Author(s). Published by the Royal Society of Chemistry
train the classication model (Fig. 1c). The images were the rst
input set of the neural network, while the calculated parameters
were used as the second input set. If there was no bubble, then the
input was set to 0. The two input sets were combined.
3. Results
3.1. Observation and analysis of bubbles

Unlike for the water–alcohol solutions, which had been studied
earlier,7 in the present study we did not alter the concentration
500 mm) and variation of their area as obtained by the machine vision

Digital Discovery, 2024, 3, 1101–1107 | 1103
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of gasoline. However, the composition and some physical
properties of gasoline with different ONs tend to vary. This
includes the specic density. The measurements were con-
ducted on samples with the specied densities of 0.735 g cm−3,
0.750 g cm−3, and 0.765 g cm−3 for RON 92, 95, and 98,
respectively. During the course of the experiment, we observed
variations in the characteristic modes of oscillation of bubbles,
which could be attributed to the different densities of the
samples. Fig. 2 shows three examples of bubble evolution over
time in different gasoline samples, as obtained by the ML
algorithm. One can notice that the three bubbles demonstrate
quite diverse behavior in terms of their evolution. Thus, while
the maximum surface area is achieved at about 11–12 ms in all
three samples, the RON92 and RON95 samples show
a minimum surface area at 4 ms, while RON98 has a minimum
at 13 ms. Moreover, RON92 has another minimum at 18 ms,
while RON95 has a value close to the maximum at 18 ms. With
a larger number of bubbles studied, more detailed trends can be
determined. The total number of images studied constituted 59
441 frames.

For every frame of every video (total of 42 020 frames),
a statistical analysis of cavitation bubbles was performed. No
statistical correlation between bubble radii/area and ON was
found. Consequently, anML neural networkmodel was applied.
Fig. 3 (a) Confusion matrix representing the accuracy of each class of th
validation losses on the number of epochs during training. (c) Precision-
precision and recall metrics. (d) QR code with a link (https://github.com
code, model weights, and data.

1104 | Digital Discovery, 2024, 3, 1101–1107
3.2. Evaluating the effectiveness of a neural network model

The ML model was evaluated on a test sample that did not
participate in the training. Fig. 3(a) presents the confusion
matrix. The diagonal values of the confusionmatrix indicate the
fraction of correct prediction of the models. Thus, an average
accuracy of 96% was obtained.

Fig. 3(b) shows the values of validation accuracy and the loss
function of the number of epochs during training. There was no
overtting of the model, as validation accuracy increased, and
losses decreased. It took 20 training epochs to train the model,
the process took 3 hours. The Adam optimizer was used to nd
theminimumof the loss function. Its base learning rate was 10−3.
The scheduler ReduceLROnPlateau was also used to optimize the
learning rate. CrossEntropyLoss was used as a loss function. The
two heads of the model were combined using 4 linear layers. The
total number of training parameters was 104 944.

The model was also evaluated with precision and recall
metrics to assess the stability of the model (Fig. 3(c)).

To use the models, a web interface and API based on the
FastAPI framework were coded. The resulting soware allows
deployment on a computing server for analyzing both already
received videos and receiving data directly from a monitor for
analyzing cavitation bubbles in real time. The code, model
e classification model. (b) The dependency of validation accuracy and
recall curve demonstrating the stability of the model by evaluating the
/ShockOfWave/itmo-collab) to the github repository containing the

© 2024 The Author(s). Published by the Royal Society of Chemistry
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weights and data are presented in the repository on GitHub and
Fig. 3(d) contains a QR code with a link to this repository.

4. Discussion

As gasoline consists of different hydrocarbons, those compo-
nents which have light short molecules can easily evaporate. In
the gaseous form, these components tend to dominate in
cavitation bubbles and bubble behavior depends on their
properties. As different types of gasoline have different chem-
ical compositions, bubbles may behave differently inside
samples with different ON values.

We found that bubble evolution is quite complex and it
hardly can be accurately predicted for individual bubbles.
However, the data collection and ML implementation allowed
us to cluster the data belonging to different samples with
signicant condence of 94%, 79% and 97%, from diagonal
elements of the confusion matrix.

The high accuracy of the gasoline octane number classi-
cation based on the cavitation bubble image analysis of the
implemented algorithm (Fig. 4) allows us to suppose that the
shape of the bubbles correlates with the ON.

Dynamics of a spherical bubble is governed by the
Rayleigh–Plesset equation.

R
d2R

dt2
þ 3

2

�
dR

dt

�2

þ 4n

R

dR

dt
þ 2g

rR
þ DP

r
¼ 0 (1)
Fig. 4 Schematics of the experimental setup showing the liquid sample
Bubble images captured with the high-speed camera and processed by

© 2024 The Author(s). Published by the Royal Society of Chemistry
where R is the radius, r is the liquid density, g is the surface
tension, n is the kinematic viscosity, and DP is the pressure
difference inside and outside the bubble. Consequently, the

static equilibrium radius is Re ¼ 2g
DP

, as given by the Laplace

equation. Nucleation of the bubble and its collapse are meta-
stable processes so that the liquid and bubble states are sepa-
rated by a small energetic barrier. Under the harmonically
oscillating ultrasound, the pressure DP = DP0 + A cosUt reaches
negative values when at minimum, so that the bubble passes
through the tensile and compressive stages.7

At resonance, the destabilization occurs and the amplitude
of an initially small perturbation of the spherical shape grows
during periodic compression–expansion through a parametric
instability. Consequently, the bubble undergoes shape oscilla-
tions and, natural frequencies of a spherical harmonic distor-
tion of a droplet or bubble of order n (for n > 1) are given by the
Rayleigh formula:

un
2 = (n − 1)(n + 1)(n + 2)a (2)

where a ¼ g

rR0
3 (ref. 12) The lowest resonance frequency

corresponds to n = 2, given that n = 1 corresponds to the
displacement of the droplet as a whole. The value of the lowest

resonance frequency is u2 ¼
ffiffiffiffiffiffiffiffiffiffi
12g
rR0

3

r
. Moreover, n = 2
subjected to ultrasonic irradiation by the sonotrode causing cavitation.
software with an artificial neural network.

Digital Discovery, 2024, 3, 1101–1107 | 1105
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corresponds to the elliptical, n= 3 is the triangular, and n= 4 is
the quadratic mode shape. For the frequency f = u/2p, the
minimum resonance radius is

R2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12g

rð2pf Þ2
3

s
(3)

while mode n radius is

Rn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn� 1Þðnþ 1Þðnþ 2Þ

12

3

r
R2 (4)

The density of the gasoline samples varies between 735 kg
m−3 to 765 kg m−3, while surface tension changes from 0.02 N

m−1 to 0.03 N m−1. Consequently, the ratio of
g

r
changes from

26 × 10−6 m3 s−2 to 41 × 10−6 m3 s−2. At the ultrasound
frequency of f = 20 kHz (u = 125 600 rad s−1), the value of

R2 ¼
�
12g
ru2

�1
3
is between R2 = 27 mm and R2 = 31 mm, which is

consistent with the observations.
While the stability of the bubble can be estimated from

various stability criteria, it is usually very difficult to predict how
destabilization would occur. Therefore, statistical methods of
analysis may be useful to establish insights.
5. Conclusions

Ultrasonic irradiation of gasoline (petrol) generates cavitation
bubbles in the liquid. The properties of these bubbles and their
evolution are inuenced by the physico-chemical properties of
the liquids. Since the bubbles manifest near critical and
unstable behavior, it is very difficult to provide a criterion to
distinguish bubbles in gasoline with different ONs. However,
the large number of frames captured by a high-speed camera
allowed us to train the ANNmodel to cluster data images and to
distinguish between the three samples of petrol with different
ONs. This shows potential for using high-speed camera images
of cavitation bubbles to analyze in real time gasoline properties.
Training the model on a greater dataset of cavitation bubble
images for the samples provided by different producers will
likely result in higher accuracy.
Data availability
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study can access the repository to review the code
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