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esentative models to accelerate
scaled-up atomistic simulations of bitumen and
biobased complex fluids†

Daniel York,a Isaac Vidal-Daza,ab Cristina Segura,c Jose Norambuena-Contrerasde

and Francisco J. Martin-Martinez *a

Complex molecular organic fluids such as bitumen, lubricants, crude oil, or biobased oils from biorefineries

are intrinsically challenging to model with molecular precision, given the large variety and complexity of

organic molecules in their composition. Large scale atomistic simulations have been historically limited

by this complexity, which has hampered the bottom-up molecular design of these materials, something

especially relevant given the current surge of biobased fluids for sustainable applications and the cost of

trial-and-error experimental developments. To address this limitation, we have developed an author-

agnostic computational framework to generate data-driven representative models of any complex

mixture of organic molecules directly from Gas Chromatography-Mass Spectrometry (GCMS)

experimental characterisation, thus reducing human biases in model creation and providing a platform

for self-driven digital development of molecular organic fluids. The method proposed generates

statistically representative molecular samples that simplify the complexity of the fluid in a limited group

of molecules, while capturing the critical chemical features needed to describe the overall properties of

the mixture. As a case study, we generated a showcase of data-driven representative models from the

GCMS characterisation of a bio-oil from the pyrolysis of pine bark, specially produced for this study.

Pyrolytic biomass processing into bio-oils provides a waste valorisation route with applications in

biorefinery products like asphalt additives and biofuel precursors. Our case study focuses on complex

fluids such as bio-oils for asphalt rejuvenators for self-healing purposes or biofuel upgrading.

Nevertheless, the general computational framework developed in this manuscript provides a platform for

generating data-driven representative models of any bitumen or biobased organic fluid.
Introduction

At the dawn of articial intelligence and self-driving laborato-
ries for materials design, automated generation of unbiased
atomistic models that capture the complexity of molecular
uids in a computationally efficient way is a persistent chal-
lenge.1,2 Complex molecular uids like bitumen, lubricants,
crude oil, or biobased oils from pyrolysis or hydrothermal
liquefaction are intrinsically challenging to model with
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molecular precision, given the large variety and complexity of
molecules in their composition. This limitation has hampered
the development of computational platforms for bottom-up
molecular design of bitumen-like materials in the biorenery
space, even though it has been an approach that has been
proven extremely useful for decades in other areas of materials
science like protein modelling, drug design or nanomaterials
development. This lack of atomistic models is especially rele-
vant with the surge of biobased uids from bioreneries, e.g.,
biofuels, biobased lubricants, asphalt additives, and given the
economic impact of these materials. Asphalt bitumen, a dark-
coloured thermoplastic material composed of hydrocarbons
derived from the distillation of petroleum, is the principal civil
engineering material used for road construction worldwide.
However, environmental conditions and traffic load contribute
to premature cracking of the asphalt mixtures, reducing the
durability of our roads.3,4 As a reference, in the UK alone,
effectively maintaining a road network consisting of over 250
000 miles has required over £11 billion yearly since 2019.5

Among this, £100 million alone is dedicated to the lling of
potholes, which fundamentally occur due to cracks propagating
© 2024 The Author(s). Published by the Royal Society of Chemistry
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at the nanoscale because of a combination of asphalt ageing,
water inclusion, and extreme temperatures. Improving asphalt's
capacity to resist oxidation increases the functional lifetime of
the material and helps mitigate cracking. To this end, bio-oils
from pyrolysis of biomass waste are drawing attention as
asphalt rejuvenators due to their ability to scavenge free radicals
and hinder damage caused by oxidative ageing.6,7 Similarly,
there is also strong interest in their use of bio-oils as precursors
for transport fuels such as diesel, gasoline, or kerosene.8 Biofuel
application requires total or partial upgrading to uids
compatible with traditional renery streams, which implies full
deoxygenation of the molecular components. However, despite
the societal relevance of asphalt cracking or sustainable fuel
production and the countless initiatives for biomass waste
valorisation, there is still limited fundamental understanding of
the structure–property relationships of bitumen-like materials
like asphalt binders and bio-oils. One reason for this lack of
knowledge is the limited availability of detailed molecular
models for atomistic simulations. Current studies on bio-oils
from pyrolysis, biocrude oils from hydrothermal processing,
and petroleum asphalt are generally focused on the experi-
mental production and chemical characterisation, with limited
investigation of their properties at the nanoscale, or their
reactivity towards aging or deoxygenation using computational
approaches.9,10

Some models for bio-oils exist when looking at upgrading
methods and the evaluation of anti-oxidant performance, but
only one full atomistic model is available to date for a biocrude
oil derived from the hydrothermal liquefaction of algae.6,11,12 For
asphalt material, an atomistic model suggested by Li and
Greeneld has been accepted as a standard for molecular
dynamics simulations and theoretical studies, providing
substantial fundamental knowledge and highlighting the utility
of molecular modelling in this area.13,14 Li–Greeneld's atom-
istic model expands some previously developed models, and it
builds on the Yen–Mullins colloidal description of asphalt
structure, in which asphaltenes form nanoaggregates and
subsequently, clusters in a matrix of lighter molecules.15–18 Li
and Greeneld followed this colloidal representation and
leveraged experimental data to select model asphaltenes that
match real-world asphalt systems, e.g., AAA-1, AAK-1 and AAM-1
asphalt blends, as described by the Strategic Highway Research
Programme (SHRP).19 To complete the molecular composition
of their atomistic model, they included molecules that are
representative of the four solubility classes described by the
known SARA analysis, i.e., Saturates, Aromatics, Resins and
Asphaltenes.20 The resulting selection of molecules provided by
strategies based on chemical intuition and personal selection
yielded a starting point for computational studies that needed
atomistic models, i.e., density functional theory (DFT) calcula-
tions and full-atomistic molecular dynamics simulations,21–26

and also for those coarse grain models developed from such
selection of molecules.27–29

We believe that an author-agnostic platform will reduce
human biases as our automated data-driven approach develops
atomistic models of bitumen and biobased complex uids
based solely on experimental data and selection algorithms that
© 2024 The Author(s). Published by the Royal Society of Chemistry
are independent of the users end goals or specic case. We
believe that this will boost the performance of data-driven
atomistic simulations and allow for atomistic models to be
generated via a predened methodology rather than on a case-
by-case basis. To this end, we have developed a platform (see
Fig. 1) for model generation from experimental data, e.g., gas
chromatography-mass spectrometry (GCMS), liquid
chromatography-mass spectrometry (LCMS) or high-
performance liquid chromatography (HPLC), with a subse-
quent high-throughput computation of molecular properties
using DFT. The exponential growth of machine learning appli-
cations and the need for large data sets for training and vali-
dation add additional value to this automated generation of
models and the performance of DFT calculations. Utilising
these atomistic models for machine learning applications can
accelerate a bottom-up design and property prediction of
complex uids, an approach that has been successfully used in
synthetic biology, catalyst development and even controlled
lithium deposition.30–32 Existing transformer models could also
be utilised to suggest target molecules during the production of
complex uids, and to predict the properties of candidate
molecules.33,34 Other similar areas that also use articial intel-
ligence to nd solutions to complex problems could assist the
further development of model generation methodologies and
validation methods using adequate training data.35,36

The success of these applications, as well as the capacity the
models developed here to describe real complex systems are
constrained by the accuracy and detection limits of the GCMS/
LCMS/HPLC analysis used to generate the raw data. Therefore,
the most complete analysis possible that maximises the
number of molecules identied would be ideal to provide the
most extensive and accurate experimental characterisation of
the complex uid.

As a case study, the computational platform was tested with
bio-oil from the pyrolysis of pine bark, produced ad hoc for this
purpose, and chemically characterised using GCMS. Whilst
pine bark-derived bio-oil is the selected case study for proof of
concept, this general approach applies to other complex
mixtures of organic molecules.

Experimental details
Raw material and pyrolysis experiments

Pinus radiata bark from 15 to 20 year-old trees was provided by
a forest company located in Biobio Region (Chile). The proximate
analysis and elemental compositions of bark are presented in
Table 1. The elemental composition (CHNSO) of rawmaterial was
measured in a Leco CHNS 628 elemental analyser. The proximate
analyses for moisture content (ISO 18134-2), volatile matter (ISO
18123) and ash content (ISO 18122) were performed in a muffle
furnace (JSR JSMF-140H) by following the ISO standardmethods.
The pyrolysis experiments were performed in a continuous rotary
kiln (280 mm diameter and 3000 mm length) coupled with
a quench-type condenser to recover bio-oil. The details of the
setup are given in our previous work.37 A mount of 70 kg of Pinus
radiata bark with a particle size of 1–3 mm was fed by a feeder
screw at a rate of 17 kg h−1 into the reactor. The reactor was
Digital Discovery, 2024, 3, 1108–1122 | 1109
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Fig. 1 Schematic representation of the workflow for the author-agnostic computational platform developed in this work, which has been tested
for a case study of bio-oil from the pyrolysis of pine bark as a proof of concept. The platform integrates (1) the production of bio-oil with pyrolysis
followed by GCMS characterisation, (2) automated high-throughput DFT calculations, and (3) autonomous generation of molecular models
validated against the DFT data. Steps (2) and (3) are automated using python programming.

Table 1 Proximate analysis and elemental composition of pine bark

Proximate analysis (wt%)
Elemental
composition (wt%)

Moisture Ash Volatile matter Fixed carbon C H N Oa

12.8 1.97 72.2 25.8 55.8 5.5 0.25 36.4

a Calculated by difference.
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heated indirectly by liqueed petroleum gas (LPG) burners, and
the temperature was held to 450 °C. Pyrolysis products were
initially collected and condensed by quenching with water and
recirculating aqueous-phase bio-oil. The organic-phase bio-oil
was decanted and separated.
Bio-oil production and GCMS characterisation

The organic-phase bio-oil underwent fractionation through
liquid–liquid extraction employing a methanol/n-hexane
mixture. Two distinct fractions were isolated: one with
a phenolic nature and the other characterised as wax. The
process involved dissolving the organic-phase bio-oil in meth-
anol at a 1/6.6 mass ratio. Subsequently, the extraction was
performed using n-hexane at 25 °C, with a 1/1 mass ratio of the
methanolic solution to n-hexane. The organic-phase bio-oil,
phenolic fraction and wax were analysed by gas chromatog-
raphy (GC-2010 Plus, Shimadzu) coupled to a quadrupole mass
spectrometer (QP2010Ultra, Shimadzu). For organic-phase bio-
oil and phenolic fraction a ZB-5ms capillary column (60 mm
× 0.25 mm × 0.25 mm) was used with following parameters:
high purity helium B (99.999%, Air Liquide, Chile) at ow rate
1.04 ml min−1 as carrier gas; sample port temperature set at
250 °C and splitting ratio of 10 : 1. The column was initially set
at 40 °C for 1 minute; the rst stage was ramped up to 180 °C at
a rate of 5 °C min−1 hold for 2 min, and the second stage was
ramped up to 280 °C at a rate of 15 °C min−1 and hold for
20 min with the total run time of 58 min. For wax analysis,
a ZB-1HT INFERNO capillary column (30 × 0.25 mm × 0.25
mm) was used with the following program: helium at a ow rate
1110 | Digital Discovery, 2024, 3, 1108–1122
of 1 ml min−1 and injection port temperature of 300 °C. The GC
oven temperature was set as follows: hold for 2 min at 60 °C,
heat to 140 °C at a rate of 5°C min−1 and hold for 5 mi, heat to
300 °C at a rate of 3 °C and hold for 20 min with a total run time
of 96 min. The MS was operated in full-scan mode, with a scan
range of m/z 35–600, with electron ionisation voltage set at
70 eV. The eluted compounds were identied using the NIST
library. The compounds identied for bio-oil, phenolic fraction
and wax are presented in Table 2.
Computational details

DFT calculations were performed using ORCA 4.2.1.38 Geome-
tries of all molecular structures were fully optimised, and the
electron density and the associated chemical properties for each
molecule were calculated with the PBEh-3c functional. PBEh-3c
implements the Perdew–Burke–Ernzerhoff (PBE) exchange and
correlation functional within the generalised gradient approxi-
mation alongside a three-fold corrected (3c) Hartree–Fock
method to adequately describe dispersion forces and correct the
basis set superposition error.39,40 PBEh-3c is specially optimised
in ORCA 4.2.1, and it has been evaluated as an efficient and
accurate method for electronic structure calculations.40 In
conjunction with PBEh-3c, the def2-TZVP basis set was used,
a triple-zeta basis set with polarisation functions. Chemical
properties like the dipole moment and polarizability, as well as
the global chemical hardness (h) were calculated with this
method. The global chemical hardness is a conceptual DFT
reactivity descriptor that quanties the tendency of a molecule
to transfer electrons upon chemical reaction.41 In practice, h is
estimated from the ionisation energy (I) and the electron affinity
(A) following eqn (1). In an approximated way, the required
values for I and A are calculated following Koopman's theorem,
which states that the ionisation energy of a given molecule can
be estimated from the energy of the highest occupied molecular
orbital (HOMO) in its neutral electronic conguration, see eqn
(2).42 Following the same rationale, the electron affinity is esti-
mated from the energy of the lowest unoccupied molecular
orbital (LUMO), as in eqn (3). This approximation bypasses the
need for open-shell DFT calculations for the charged species of
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 2 GCMS characterisation of bio-oil produced by pyrolysis of pine bark at 450 °C, in addition to the composition of the complete bio-oil
(Cp.) and the composition of the separated bio-oil fractions, i.e., phenolic (Ph.) and wax (Wx.)

Molecular subclasses Molecule Ph. (%) Wx. (%) Cp. (%)

Furans Furfural 2.12 — 1.41
5-Methyl-2-furancarboxaldehyde 0.71 — —

Phenols Phenol 5.74 — 3.82
2-Methylphenol 9.89 — 6.59
3-Methylphenol 4.11 — 2.74
Catechol 3.29 — 2.19
2,4-Dimethylphenol 5.16 — 3.43
4-Ethylphenol 3.53 — 2.35
3,4-Dimethylphenol 1.86 — 1.24
2,5-Dimethylphenol 1.06 — 0.71
2,6-Dimethylphenol 0.52 1.43 0.82
2-Ethylphenol 0.45 — 0.30
4-Methy-1,2-benzenediol 9.42 — 6.27
2-Methoxyphenol 2.27 1.04 1.85
2-Methoxy-6-methylphenol — 0.22 0.07
2-Methyl-1,3-benzenediol 2.08 — 1.39
4-(2-Propenyl)-phenol 0.77 — 0.51
2-Ethyl-5-methyl-phenol 2.80 — 1.86
p-Cumenol 0.88 — 0.59
3,4,5-Trimethylphenol 0.85 — 0.57
2,3,6-Trimethylphenol 0.52 — 0.35
2,3-Dimethylhydroquinone 5.87 — 3.91
4-Ethylcatechol 4.42 — 2.94
2,6-Dimethyl-1,4-benzenediol 1.63 — 1.09
2-Methyl-1,4-benzenedicarboxaldehyde 1.19 — 0.79
2-Methyl-6-(2-propenyl)-phenol 0.87 — 0.58
2-Methoxy-4-vinylphenol 3.35 0.48 2.39
4-Ethyl-2-methoxyphenol 2.60 0.50 1.90
2-Methoxy-4-(1-propenyl)-phenol 2.11 0.28 1.50
Apocynin 1.14 — 0.76

Benzofurans 2,3-Dihydrobenzofuran 1.11 — 0.74
Aliphatic molecules with oxygen heteroatoms
(carboxylic acids, aldehydes, alcohols, esters)

Pentadecanoic acid 1.44 0.45 1.11
Hexadecenoic acid — 4.1 1.37
Palmitoleic acid 0.92 — 0.61
cis-Vaccenic acid 2.98 8.72 4.90
Octadecanoic acid 0.79 3.84 1.81
Nonadecanoic acid 1.0 — 0.66
Eicosanoic acid — 8.53 2.85
Tetracosanal — 0.58 0.19
Tetracosan-1-ol — 1.57 0.52
Tetracosanoic acid — 17.6 5.88
Hexacosanal — 0.43 0.14
Tetracosanoic acid methyl ester — 0.91 0.30
Hexacosanoic acid — 5.27 1.76

Hydrocarbons 1-Undecene — 1.36 0.45
1-Dodecene — 0.94 0.31
Dodecane — 0.41 0.14
1-Tridecene — 1.12 0.37
Tridecane — 0.48 0.16
1-Tetradecene — 1.39 0.46
Tetradecane — 0.77 0.26
1-Pentadecene — 1.52 0.51
Pentadecane — 0.65 0.22
Cetene — 1.69 0.56
Hexadecane — 0.51 0.17
1-Heptadecene — 1.25 0.42
Heptadecane — 0.53 0.18
1-Octadecene — 1.31 0.44
Octadecane — 0.46 0.15
1-Nonadecene — 1.31 0.44
Nonadecane — 0.8 0.27
3-Eicosene, (E) — 2.16 0.72

© 2024 The Author(s). Published by the Royal Society of Chemistry Digital Discovery, 2024, 3, 1108–1122 | 1111
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Table 2 (Contd. )

Molecular subclasses Molecule Ph. (%) Wx. (%) Cp. (%)

Eicosane — 0.57 0.19
10-Henicosene — 1.03 0.34
Heneicosane — 1.47 0.49
1-Docosene — 7.17 2.39
Docosane — 0.69 0.23
1-Tricosene — 0.76 0.25
Tricosane — 1.23 0.41
1-Tetracosene — 7.42 2.48
Tetracosane — 1.11 0.37
Pentacos-1-ene 0.82 — 0.55
Heptacos-1-ene — 0.53 0.18

Sterols Stigmast-4-en-3-one — 0.85 0.28
Stigmast-5-ene, 3-beta-methoxy- — 2.54 0.85

Fig. 2 Chemical composition of the bio-oil produced via pyrolysis of
pine bark and the chemical composition of the Phenolic (Ph.) and wax
(Wx.) fractions. Percentage composition of; (a) main molecular
subclasses in the bio-oil produced via pyrolysis of pine bark, (b) main
molecular subclasses in the phenolic fraction of the bio-oil, (c) main
molecular subclasses in the wax fraction of the bio-oil. (d) Py-GCMS
data for the bio-oil produced via pyrolysis of pine bark indicating the
molecules belonging to the phenolic fraction (orange), the wax frac-
tion (grey), and those identified in both.
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each molecule, accelerating the DFT high-throughput
calculations.

h = (I − A)/2 (1)

I = −EHOMO (2)

A = −ELUMO (3)

Results and discussion
Bio-oil composition

An analysis of the chemical composition of the complete bio-oil
from the pyrolysis of pine bark is shown in Fig. 2. The main
subclasses of molecules identied by GCMS were phenols, fatty
acids, and a range of alkene and alkane hydrocarbons. Phenolic
species accounted for over 50% of the bio-oil and were likely
produced from the pyrolysis of condensed tannins, predomi-
nantly composed of catechins, and coniferyl alcohol, a mono-
lignol building block of lignin. Fatty acids constituted the
second most abundant molecular subclass, probably from the
breakdown of triglycerides, and they account for almost 25% of
the bio-oil, in agreement with previous studies.43,44

When fractionated into lighter and heavier fractions,
phenols formed more than 85% of the lighter fraction, which is
now referred to as phenolic fraction. In comparison, fatty acids
(up to 52%) and hydrocarbons (up to 40%) formed the heavier
fraction, now called wax. As seen in Fig. 2d, some molecules
were identied in both fractions.

Representative model development

Two different strategies for model development have been
considered: (i) an abundancy-based system that selects a subset
of molecules depending on their abundancy in the GCMS char-
acterisation in relation to a dened threshold, and (ii) a molec-
ular classication system that selects molecules aer grouping
them into molecular classes and subsequent subclasses using
feature identication dependent on structural features and
1112 | Digital Discovery, 2024, 3, 1108–1122
atomic composition. Within each of these strategies, two
differentmethods were tested: (i) a x-threshold (FT)method and
a proportional threshold (PT) method for the abundancy-based
system, and (ii) an abundancy grouping (AG) method, and
a scored grouping (SG) method for the molecular classication
system. Both methods are tested with GCMS data, which is
limited by size of the database against which the compounds are
identied, and the resolution of experimental equipment, i.e.,
GCMS detection limits. However, our methods for model gener-
ation are independent of the number of molecules characterised
by the analytical equipment, and the same algorithms apply to
any experimental data provided independently of the
© 2024 The Author(s). Published by the Royal Society of Chemistry
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equipment's resolution, as long as the proportion of each
component within the complex uid is quantiable.

To implement the abundancy-based system, the proportion
of each molecule Pi is dened following eqn (4), where ai is the
abundance of a molecule in the model, and

P
aselected is the

summative abundance of the selected molecules.

Pi = ai/
P

aselected (4)

For the molecular-classication system, an extra consider-
ation is required as the selected molecules may vary vastly in
their relative abundancies in GCMS data, creating dispropor-
tional representation of molecules within the models. To miti-
gate the effect of these disproportionate relative abundancies,
a correction is implemented using eqn (5), where

P
asubclass is

the summative abundancy of all the molecules within a molec-
ular subclass,

P
aall molecules is the summative abundancy of all

molecules in the GCMS data, and Pi is the calculated proportion
of the molecule in question. This idea of a disproportionate
inuence is further explained in the ESI.†

Pi =
P

asubclass/
P

aall molecules (5)

Pi is always a normalised quantity, see eqn (6), where N is the
total number of molecules in each model.

XN
i¼1

ðPiÞ (6)

To analyse the accuracy and representativity of the resulting
models, i.e., FT, PT, AG, and SG models, a control model that
includes all the molecules characterised by GCMS was also
created and is referred to as the all-molecule model. DFT calcu-
lations were performed for the all-molecule model, and weighted
average molecular descriptors were calculated following eqn (7),
where again Pi is the proportion of amolecule within themodel, x
the descriptor being averaged, xall the weighted average for such
descriptor, and N the total number of molecules in the model.

xall ¼
XN
i¼1

ðPiÞðxÞ (7)

The molecular descriptors included the global chemical hard-
ness, dipolemoment, total energy, molecular weight, polarizability,
and oxygen content. Special attention was given to the chemical
reactivity, quantied by the global chemical hardness, given its
relevance in oxidative processes during ageing and deoxygenation
during upgrading. Given its signicance, the weighted average, and
the distribution of global chemical hardness across each repre-
sentative model were monitored against the all-molecule model.

We also carry out an analysis of the omission of molecular
subclasses in the all-molecule model of each fraction and their
effect on the model's representability of the properties of the
complete bio-oil was also performed to evaluate the necessity of
including each individual molecular subclass.

Given the complexity of bio-oils, isolating individual mole-
cules experimentally to create samples that mimic our
© 2024 The Author(s). Published by the Royal Society of Chemistry
computational models, is technically unachievable. An alter-
native could be the synthesis of molecular mixtures matching
the composition of our models, although this generation of
experimental mixtures would be dependent on the availability
of the modelled compounds (i.e., cost or complexity of synthetic
routes). Therefore, for further validation of our representative
models, we intend to carry out molecular dynamics simulations
to compare our model with available experimental data of the
complete bio-oil.
Abundancy-based model generation system

As mentioned before, the abundancy-based system tested two
methods for model generation: the FT and the PT. The FT
method uses a predened cut-off value of abundancy, using the
selection criterion shown in eqn (8), where ai is the abundance
of the molecule in question, and X is a predened selection
threshold. The PT method denes a selection threshold based
on the number of unique molecules in a mixture following eqn
(9), where ai is the abundance of the molecule in question, as is
the sum of all abundancies, and N is the total number of
characterised molecules.

ai > X (8)

ai=as
PN
i¼1

ai=as

$ 1=N (9)

Fig. 3 summarises the procedure for the abundancy-based
model generation system, indicating the FT method (pale
purple), the PT method (pale green-blue) and its automation
using Python code.

Conceptually, the FT method implements a locked selection
rule, which is tailored to a specic bio-oil composition and
abundancies of each compound. For the pine bark bio-oil case
study, we dened 5% as the xed abundancy selection criterion.
On the other hand, the PT method considers the relative
abundancy of each molecule in the mixture, allowing for
a dynamic selection rule that is dened for an individual
mixture on a case-by-case basis, as described in eqn (9). Fig. 4
shows the GCMS data and highlights the molecules that were
selected using the FT method (in pale purple) and those
selected using the PT method (in pale green-blue) for both the
phenolic (Fig. 4a) and wax (Fig. 4b) fractions.

The PT method yields a detailed atomistic model that is
a statistical representation of the mixture, whilst the FT aims to
select the molecules that constitute the largest proportions in
the composition of the bio-oil. Because of its denition, the PT
model will typically include all those molecules that were
considered in the FT model plus some additional ones unless
a mixture is extremely diverse and there were no molecules
abundant enough to be selected by a given xed threshold (e.g.,
5%), or if a threshold below the one dened by the PT method
was chosen. Fig. 4 shows how, in our case study, all the mole-
cules selected by the FT method are also selected by the PT one,
and no “FT-only molecules” are highlighted in the plot.
Digital Discovery, 2024, 3, 1108–1122 | 1113

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d3dd00245d


Fig. 3 Abundancy-basedmodel generation system for generating molecular models. The top part of the scheme shows the workflow for the FT
method (pale purple), and the bottom part shows the workflow for the PT method (pale green blue). The scheme offers the Python-coded
procedure to create the FT and PT models used for property calculation.

Fig. 4 Resulting selection of molecular species from the total GCMS
abundancy data (peak area) following the abundancy-based model
generation system with the FT method (pale purple) with a selection
threshold of 5% and the PT method (pale green-blue) with a selection
threshold of 2.08%. Molecules selected by both methods are high-
lighted with both colours and indicated with a hashed line. (a) Phenolic
fraction. (b) Wax fraction.
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Molecular classication model generation system

The core concept in the molecular classication system is that
each molecular subclass is important in the mixture as each
may be key to adequately describing the overall chemical
properties, even if they are only present in trace amounts.
Accordingly, molecules are classied using a feature identi-
cation algorithm based on their chemical structure and atomic
composition, followed by either a selection of the most
1114 | Digital Discovery, 2024, 3, 1108–1122
abundant ones from each subclass, i.e., AG method, or a selec-
tion based on a scoring function, i.e., SG method.

Our feature identication algorithm focuses on general
structures and heteroatom compositions of each molecule
rather than specic criteria like type of functional groups or
characteristics of branching, i.e., degree of branching, presence
of p bonds in branches, and number of different branches. This
approach is deliberately simple and aims to develop a general-
ized method for any mixture, whilst preventing over-
classication which would increase the complexity of result-
ing models.

The SG method's scoring function quanties how a given
molecule's molecular properties match the weighted averages of
each DFT-calculated molecular descriptor. The nal expression
for the scoring function is described by eqn (10), where xall, yall,
etc., refer to the weighted averages of the properties, and x, y,
etc., are the corresponding values of those properties for
a molecule within the subclass under consideration. The
molecules with the best score, i.e., closest to 1.0, are then
selected to represent that subclass in the nal atomistic model.

score ¼ 1

1 þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxall � xÞ2 þ ðyall � yÞ2 þ.

q (10)

Fig. 5 summarises the procedure for the molecular classi-
cation system, indicating the AG (intense purple colour) and the
SG (intense green-blue colour) methods considered and their
automation using Python code.

In the case of pine bark, there are two molecular classes:
molecules with no heteroatoms and those containing oxygen.
Nevertheless, separate classes would have also been dened if
the bio-oil had included other elements in the molecular
composition. For example, if the bio-oil had also contained
nitrogen and sulphur, classes of molecules containing all
possible combinations of two heteroatoms in their structure
would have been considered, as well as one class with the three
of them. Once these heteroatom-containing classes are dened,
the method denes subclasses based on chemical structure
using feature identication, i.e., presence of rings and different
ring sizes (Fig. 5).

Following the procedure described in Fig. 5, the classica-
tion algorithm generated ve molecular subclasses for the
phenolic fraction, i.e., furans, phenols, benzofurans, fatty
acids and hydrocarbons, and four molecular subclasses in the
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 5 The molecular classification system for generating molecular models. (Top) Molecular classification algorithm and (bottom) the selection
algorithm for both AG (intense purple) and SG (intense green blue) methods.

Fig. 6 Resulting selection of molecular species from the total GCMS
abundancy data (peak area) following the abundancy-based model
generation system with AG method (intense-purple) and the SG
method (intense green blue). Molecules selected by both methods are
highlighted with both colours and indicated with a hashed line. (a)
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wax fraction, i.e., phenols, fatty acids, sterols, and hydrocar-
bons, for the pine bark bio-oil. Fatty acids were the most
common oxygen-containing aliphatic molecules in the wax
fraction, although one aldehyde and one alcohol molecule
were also included in the fatty acid molecular class. Never-
theless, this subclass will be referred to as the ‘fatty acid’
molecular subclass for ease of reference. Fig. 6 shows the
GCMS data and highlights the molecules selected with the AG
method (in intense purple) and those selected with the SG
method (in intense green-blue) for both the phenolic (Fig. 6a)
and wax (Fig. 6b) fractions.

For the phenolic fraction, the same molecules were
selected by the AG and SG method for each molecular
subclass, except for phenols. The phenolic subclass contained
28 different molecules, with the most abundant constituting
12.5% of this molecular subclass. In this case, the most
abundant molecule did not dominate the composition (i.e.,
more than 50%) of the phenolic subclass and a different
molecule was selected with the SG method that matched the
weighted average descriptors more closely. For the wax frac-
tion, only the sterol group is common across the selection
from the AG and SG methods, with the other 3 molecular
subclasses (phenols, fatty acids, and hydrocarbons) contain-
ing a wide range of molecules. In these large molecular
subclasses, and similarly to the phenolic subclass in the
phenol fraction, the most abundant molecule did not domi-
nate the composition of the subclass since the SG method
selected the molecule that yielded the best score.

Fig. 7 and 8 summarise the molecules selected by the FT, PT,
AG, and SG methods for the phenolic and wax fractions to form
the data-driven representative models, where different colour
boxes were used, following the same colour code adopted across
the manuscript. FT (pale purple colour), PT (pale green-blue
colour), AG (intense purple colour), and SG (intense green-
blue colour) model, together with the all-molecule model
(pale green colour). For each model of the complete bio-oil and
the phenolic and wax fractions, the number of unique
© 2024 The Author(s). Published by the Royal Society of Chemistry
molecules selected and the proportion of the bio-oil they
represent is summarised in Table 3. The values reported in the
table are calculated using eqn (4) for each representative model.
Phenolic fraction. (b) Wax fraction.
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Fig. 7 Molecular models generated for the phenolic fraction of pine-bark derived bio-oil using the FT (pale purple coloured box), the PTmethod
(pale green-blue coloured box), the AG method (intense purple coloured box), and the SG method (intense green-blue coloured box), together
with the all-molecule model (pale green coloured box).

Fig. 8 Molecular models generated for the wax fraction of pine-bark derived bio-oil using the FT (pale purple coloured box), the PTmethod (pale
green-blue coloured box), the AG method (intense purple coloured box), and the SG method (intense green-blue coloured box), together with
the all-molecule model (pale green coloured box).
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Comparative performance of data-driven representative
models

Table 4 summarises the weighted average descriptors for the
complete bio-oil and the phenolic and wax fractions using the
1116 | Digital Discovery, 2024, 3, 1108–1122
all-molecule model. These descriptors, calculated from DFT
results, constitute the benchmark to compare the equivalent
values from each of the representative molecular models
developed in this work, i.e., FT, PT, AG, and SG. The results of
the benchmark are shown in Fig. 9, where the radar plots
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 3 Number of molecules and their summative proportions in
each mixture for each representative model (FT, PT, AG, and SG
models) calculated with eqn (4). “Cp.” denotes the complete bio-oil,
“Ph.” the phenolic and “Wx.” the wax fractions

Model

No. of molecules % Fraction represented

Ph. Wx. Cp. Ph. Wx. Cp.

All-molecule 36 47 75 100.00 100.00 100.00
FT 5 6 3 36.08 54.71 18.73
PT 17 12 27 71.74 70.61 73.43
AG 5 4 5 16.92 20.11 17.20
SG 5 4 5 9.11 13.73 7.21
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graphically analyse the tting of the values of global chemical
hardness, dipole moment, total energy, molecular weight,
polarizability, and oxygen contents for the FT, PT, AG, and SG
models with respect to the all-molecule one (shadowed in grey
in Fig. 9).

Comparing the abundancy-based methods in Fig. 9, the PT
model outperforms the FT model overall in all cases because
a larger number of molecules are selected with the PT method.
Nevertheless, the PT model slightly underestimates the total
energy, the polarizability, and the oxygen context and slightly
overestimates the dipole moment. In particular, the PT method
performs exceptionally well for the complete bio-oil (Fig. 9a). It
also matches most weighted average descriptors of the phenolic
fraction (Fig. 9b), although it clearly underestimates the oxygen
content. The proportion of molecules containing two oxygen
atoms is 33% lower than it is in the all-molecule model as there
are 8 molecules containing multiple oxygen atoms that do not
meet the PT model criteria yet account for a combined abund-
ancy of 8.5% within the phenolic fraction. However, it very
accurately describes the reactivity, which is especially relevant
in this type of material. Compared to the FT model, the
performance of the PT model highlights the signicance of
creating a statistical representation of the bio-oil rather than
just selecting the most abundant molecules in each mixture.
Overall, the FT method performs best when modelling the
phenolic fraction (Fig. 9b) because most molecules in the frac-
tion are phenols (80%), and all molecules selected are from this
molecular subclass. Conversely, the FT method performs worst
when modelling the wax fraction (Fig. 9c) as the composition is
much more diverse and more challenging to be encapsulated
with a pre-dened selection rule. Generally, simpler, or more
homogenous mixtures (i.e., most molecules belonging to the
Table 4 Weighted average descriptors calculated from DFT for the all-m
and wax (Wx.) fractions

Model Mw (g mol−1) h (eV) Polarizability (a.u.) Dipo

Cp. 197.55 4.13 152.81 1.43
Ph. 138.38 3.74 102.27 1.60
Wx. 304.07 4.82 243.85 1.15

© 2024 The Author(s). Published by the Royal Society of Chemistry
same molecular subclass) are more effectively modelled by the
FT method.

Shiing the focus to the molecular classication system, the
SG model outperforms the AG model in all cases, although the
AG model seems to be better suited for less diverse mixtures
where a molecule clearly dominates the composition of
a molecular subclass. The consistent performance of the SG
model indicates that the use of a scoring function provides
a superior method for molecule selection among molecular
subclasses, resulting in a better representation of weighted
average descriptors. Like the PT models of each fraction (i.e.
complete bio-oil, phenolic and wax), the SG one closely matches
the weighted average global chemical hardness of the all-
molecule benchmark in each case. It is also the most accurate
describing molecular weight and oxygen content. This variation
between the performance of the SG and AGmethods occurs due
to the existence of molecular subclasses with several molecules,
i.e. the hydrocarbon, fatty acid, and phenolic subclasses. In
these cases, different molecules are selected by each of the
methods where themost abundant molecule, selected by the AG
method, differs from that selected by the SG method. In these
cases, the most abundant compound in the subclass does not
represent the average descriptors of that subclass.

The AG method performed best when modelling the
phenolic fraction (Fig. 9b), even though the SG model still
performed better. This improved performance of the AG model
is attributed to the most abundant molecules in many of the
molecular subclasses being those that most closely match the
average descriptors of that subclass – in these cases molecular
subclasses are small or contain molecules with very similar
properties (i.e. fatty acids of differing lengths). Only the mole-
cule selected from the phenolic molecular subclass differs in
themodels generated for the phenolic fraction using the AG and
SG methods.

From the analysis of Fig. 9, there is no clear champion
model, but the most suitable method varies depending on the
mixture being modelled, hence the development of an auto-
matic platform for model generation and validation. In the case
of the complete bio-oil and the phenolic fraction, the PT
method performs best when comparing the model's weighted
average descriptors against those of the all-molecule model.
Differently, the SG method provides a better model for the wax
fraction (Fig. 9c), even though the PT model contains three
times as many molecules, highlighting the situations where
each excels. The PT model performs better when the bio-oil
fraction is dominated by a single molecular subclass (i.e. the
olecule model of the complete bio-oil (Cp.) and both the phenolic (Ph.)

le moment (D) Total energy (eV)

Atomic composition (%)

C O H

−16426.84 77.74 11.30 10.96
−12165.78 73.96 17.93 8.11
−24098.27 80.84 5.86 13.30
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Fig. 9 Radar plots showing the weighted average descriptors
calculated from DFT for the all-molecule model (pale green line and
grey shadowed filling) and each of the data-driven representation
models, i.e., FT (pale purple line), the PT method (pale green-blue
line), the AG method (intense purple line), and the SG method
(intense green blue). It shows the results for (a) the complete bio-oil,
(b) the phenolic fraction and (c) the wax fraction. Molecular weight

1118 | Digital Discovery, 2024, 3, 1108–1122
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characterisation identied the fraction to be comprised of
86.6% phenolic compounds) and a statistical sample of this
subclass is optimal. Whereas the SG model triumphs where the
bio-oil fraction is not solely dominated by a single molecular
subclass, and it is more important to represent each class with
the molecule that most closely matches the average descriptors
for that class.
Distribution of chemical reactivity descriptors

Given the relevance of bio-oils for asphalt rejuvenators or
upgrading to biofuels, we found important to describe the
distribution of individual values of global chemical hardness
across the sampled molecules in all the representative models,
in addition to the average descriptors. Fig. 10 shows histograms
with the distribution of values for global chemical hardness in
the all-molecule model as well as in each of the representative
models. Whilst the distribution of global chemical hardness
across models is the most important for our uses, distributions
of the other weighted descriptors, i.e., polarizability, dipole
moment, and molecular weight, are also calculated and
provided in the ESI.†

As seen in Fig. 10, the FT model fails to represent the
distribution of global chemical hardness in all cases (Fig. 10a–
c), and unlike the PT method, it does not select enough mole-
cules to reect the diversity of values in the reactivity descriptor
accurately. Whereas the AG and SG models include a much
better distribution of global chemical hardness. For instance, in
the case of the phenolic fraction (Fig. 10b), the AG and SG
models include an extra peak that corresponds to the hydro-
carbon subclass, which is not present in the FT or PT model
histograms. This occurs as hydrocarbons are present in very
small amounts in the bio-oil and do not meet the selection
criteria of the FT and PT models but are included in the AG and
SGmodels by design. A similar observation is seen where the FT
and PT models fail to capture the distribution of global chem-
ical hardness in the wax fraction (Fig. 10c), and the peak
between 3.5 and 4 eV is absent in both models. This peak
corresponds to the phenolic molecular subclass and, which
again, is present in the AG and SG models by design, high-
lighting that the omission of phenols by the abundancy-based
methods affects the description of the chemical properties of
the mixture, particularly the description of their reactivity.
Model sensitivity analysis of omitted molecular subclasses

Since the omission of phenols by the abundancy-based
methods when modelling the wax fraction has been high-
lighted to be relevant to the description of weighted average
descriptors and weighted descriptors distribution, we imple-
mented a model sensitivity analysis to analyse the effect that
omissions of each molecular subclass have on the weighted
descriptors distribution, and especially on the global chemical
(Mw) is in g mol−1, global chemical hardness (h) is in eV, polarizability
(P) is in a. u., dipole moment (D) is in Debye, and total energy (E) is in
keV for clarity.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 10 Histograms with the distribution of values for the global chemical hardness in the all-molecule model (pale green, bottom) and each
representative model considered in this work, AGmodel (intense purple, top), FT (pale purple), PT (pale green-blue), and SG (intense green-blue)
for (a) complete bio-oil, (b) the phenolic fraction and (c) the wax fraction of pine bark-derived bio-oil.
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hardness. This helps provide information on which approach
(i.e. abundancy-based model generation system or molecular
classication model generation system) is most suitable for
a given mixture. A breakdown of the molecular subclasses
included in each representative model for the complete bio-oil
and the phenolic and wax fractions is shown in Table 5.
Fig. 11 shows the distribution of global chemical hardness
where each different molecular class has been deliberately
omitted from the all-molecule model for the complete bio-oil,
the phenolic and wax fractions.

The analysis shown in Fig. 11 identies key molecular
subclasses for the distribution of global chemical hardness in
Table 5 Breakdown of molecular subclasses included in each represent
molecular subclass is included in the model. “X” indicates that no molecu
indicates that this molecular subclass was not identified by Py-GCMS ch
wax fraction

Molecular subclass

Complete bio-oil Pheno

All FT PT AG SG All

Phenols O O O O O O
Fatty acids O O O O O O
Hydrocarbons O X O O O O
Furans O X O O O O
Benzofurans/sterols O X X O O O

Fig. 11 Histograms with the distribution of values for the global chemic
phenolic fraction and (c) the wax fraction of pine bark-derived bio-oil. T
(dark green) and for mixtures excluding a specified molecular subclass (

© 2024 The Author(s). Published by the Royal Society of Chemistry
the bio-oil and the two main fractions. For example, this
distribution in the phenolic fraction is mostly affected by the
omission of phenols and fatty acids but nominally by the
omission of benzofurans, furans and hydrocarbons (Fig. 11b)
and in Fig. 9b the performance of the PT model is not affected
by the exclusion of benzofurans and hydrocarbons. In the wax
fraction only the omission of phenols affects the distribution
(Fig. 11c). This analysis highlights phenols to be included in any
model, and it supports the implementation of a molecular-
classication system, which is more suited for modelling the
wax fraction.
ative model. “O” indicates that at least one molecule belonging to this
les belonging to this molecular subclass are included in the model. “—”
aracterisation of that fraction, e.g., no furans were characterised in the

lic fraction Wax fraction

FT PT AG SG All FT PT AG SG

O O O O O X X O O
X O O O O O O O O
X X O O O O O O O
X O O O — — — — —
X X O O O X O O O

al hardness in the all-molecule model for (a) complete bio-oil, (b) the
he distribution of global chemical hardness is shown for all molecules
lighter greens). W/O is shorthand for ‘without’.
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Fig. 12 Graph showing the minimum number of (a) molecules and (b)
atoms required for full-atomistic molecular dynamics simulations
using the all-molecule model (pale green), the FT model (pale purple),
the PT (pale green-blue), the AG model (intense purple), and the SG
(intense green-blue) for the complete bio-oil (Cp.), the phenolic
fraction (Ph.) and the wax fraction (Wx.) of bio-oil derived from pine
bark.
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Representative models applicability to multi-scale atomistic
simulations

The generation of data-driven representative models facilitates
the scalability of atomistic simulations by describing average
chemical properties and property distribution with a small
number of selected molecules, hence dramatically reducing the
number of interacting particles required to describe the overall
behaviour of complex organic uids. The implementation of
these atomistic models is expected to accelerate ab initio and
classical molecular dynamics simulations, as well as to enable
less computationally demanding high-throughput DFT
calculations.

To quantify the minimum number of molecules and atoms
required for an atomistic simulation, each component within
a model must have the possibility of interacting with each of the
other components and with itself simultaneously. Eqn (11)
determines the number of unique molecule-to-molecule inter-
actions within a molecular system or model where, n is the
number of components and r is the number of components in
each combination, which for simplicity we will restrict to r = 2,
meaning that only bimolecular interactions happen
simultaneously.

c(n,r) = n!/(r! + (n − r)! (11)

For example, to represent each possible molecular interac-
tion for molecule A in the FT model constituted by ve mole-
cules (FT model of the phenolic fraction), and only considering
bimolecular interactions occurring simultaneously, at least six
molecules of A would be required to allow for each possible
interaction, i.e., the interaction of A with itself (twomolecules of
A required), and the interactions of A with each the other four
molecules (4 molecules of A required). The same reasoning
applies to the other four molecules different from A in the
model, so in total, 30 molecules would be required, within the
FT model, to consider all possible molecule-to-molecule inter-
actions. However, this procedure assumes that all molecules are
equally proportional in the mixture, which is not the case. To
address this technicality, eqn (12) calculates the minimum
number of molecules, but considering their relative proportions
or stoichiometry, where ai is the abundancy of molecule i, as is
the abundancy of the least abundant molecule, and N is the
number of uniquemolecules. All concentrations are normalised
with respect to as and scaled by a factor of N + 1 (the +1
accounting for the interaction with the molecule itself). The
sum of these scaled values is the minimum number of mole-
cules required whilst still retaining their relative proportions in
the mixture. For example, the FT model of the phenolic fraction
requires 41 molecules, 11 more than before, but more accu-
rately describing the mixture.

Minimum no: of molecules ¼
XN
i¼1

ðai=asÞðN þ 1Þ (12)

To exemplify the impact of reducing the number of molecules
in a complex bio-oil, Fig. 12 shows the minimum number of
1120 | Digital Discovery, 2024, 3, 1108–1122
molecules and atoms within that are required for each of the
representative models to perform a full-atomistic molecular
dynamics simulation while considering all possible intermolec-
ular interactions resulting from all the molecules characterised
by GCMS and retaining their relative proportions in the mixture.
Fig. 12 shows data for the complete bio-oil for the pyrolysis of
pine bark, as well as for the phenolic and wax fractions. The FT
model requires the lowest number of atoms, but it oversimplies
themixture. AG and SGmodels require similar numbers of atoms
among them, but they need a lower number of atoms than the PT
model, as fewer molecules are utilised to describe the overall
properties. Conversely, the PT model of the phenolic fraction
requires less atoms than its AG and SG models.

Generally, the all-molecule model requires 10–100 times
more atoms than the FT, PT, AG, and SG models, without even
considering the required increase in system size beyond the
minimum in molecular dynamics simulations that aim to
describe agglomeration and clustering of particles.45,46 In our
case study, the number of atoms in the all-molecule model for
© 2024 The Author(s). Published by the Royal Society of Chemistry
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the complete bio-oil is almost 3.5 million, which reduces to
roughly 10 thousand for the SG model, potentially the best-
performing representative model. It implies a scale-up in
complexity of around 500 times for a molecular dynamics
simulation that utilises the particle-mesh Ewald method, with
its associated increase in computational time and computa-
tional resources required.47,48

The order of magnitude of the scale-up in complexity when
using the all-molecule model concerning any other representa-
tive model considered is in a similar range for the particle-mesh
Ewald method. Other methods, like the fast multipole method,
scale linearly, following a O(N) function.49 The fast multipole
method has been reported to outperform the particle mesh
Ewald method in large systems with an inhomogeneous distri-
bution of particles (i.e., water droplets in vacuum).50Regardless of
its performance with other methods when computing long-range
interactions, the increase in time complexity for the fast multi-
pole method is still more than 300 times higher if representative
models are not adopted to reduce complexity.

Conclusions

The large variety and complexity of organic molecules in uids
like bitumen, crude oil, or biobased oils from pyrolysis or
hydrothermal liquefaction has hampered the development of
atomistic models for bottom-up molecular design of bitumen-
like materials in the biorenery space. Existing strategies for
atomistic model development are based on chemical intuition
and personal selection of the molecular components. We have
developed an author-agnostic data-driven computational plat-
form that reduces human biases in model generation from
experimental data. Given bio-oils relevance for asphalt rejuve-
nators or upgrading to biofuels, we specically focused on
accurately describing the chemical reactivity. Two approaches
were investigated: an abundancy-based system that selects the
most abundant species within a mixture (FT and PT methods)
and a molecular-classication system that categorises molecules
into classes and subclasses based on heteroatom and similarities
in chemical structure using a feature identication algorithm (AG
and SG methods). In all cases, our platform analysed weighted
average descriptors of several chemical properties and weighted
descriptor distribution across the sample of molecules. As proof
of concept, this computational platform was tested with bio-oil
from the pyrolysis of pine bark, which was produced ad hoc for
this purpose, although our approach is applicable to any complex
mixture of organic molecules.

There is no clear champion method for model generation,
but the most suitable alternative varies depending on the
mixture being modelled, hence the development of an auto-
matic platform for model generation and validation. Neverthe-
less, among the different methods developed and tested, the
abundancy-based PT method, and the molecular classication
SG method performed particularly well when describing the
complexity of the molecular mixture with a reduced sample of
selected molecules. Their good performance highlights the
importance of generating a statistically representative sample of
molecules, and the convenience of implementing a scoring
© 2024 The Author(s). Published by the Royal Society of Chemistry
function for molecular selection. While the PT method excels
when the composition of a mixture is dominated by a subclass
of similar compounds (i.e., the complete bio-oil and phenolic
fraction, which consist of 57.2% and 86.6% phenolic molecules,
respectively), the SG method performs best when a mixture
contains a diverse mixture of molecular subclasses, such as the
wax fraction, as it provides a way to encapsulate each chemical
group within a mixture.

The adoption of these data-driven representative models
reduces the number of atoms required for molecular dynamics
simulations by a factor of 10 to 100, which implies, for our case
study, a reduction in time complexity by factors of between 100
to 1000 times for a molecular dynamics simulation that utilises
the particle-mesh Ewald method, or the fast multipole method.

Given the societal relevance of asphalt cracking or sustain-
able fuel production, in addition to the countless initiatives for
biomass waste valorisation, a platform for faster and accurate
molecular dynamics simulations and high-throughput DFT
calculations is essential to unlock structure–property relation-
ships of bitumen-like materials like asphalt binders and bio-oils
from bioreneries. Furthermore, at the dawn of self-driving
laboratories, with an exponential growth of machine learning
applications, and the need for large data sets for training and
validation, innovative strategies for an automated generation of
atomistic models that enable digital development of organic
complex uids using computational chemistry and multiscale
modelling is especially relevant.
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