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closed-loop approach towards
autonomous discovery of electrocatalysts for
nitrogen reduction†

Lance Kavalsky, a Vinay I. Hegde, b Bryce Meredig b

and Venkatasubramanian Viswanathan *a

Electrocatalyst discovery is an inherently multiobjective challenge that can benefit from closed-loop

approaches towards acceleration. However, previous computational closed-loop efforts for

electrocatalysis have often focused on a single objective to be optimized. Here, we propose

a multiobjective closed-loop strategy driven by sequential learning (SL) that employs a product of

normalized property metrics to score candidates. In each iteration, a candidate catalyst system is

autonomously selected via the multiobjective score, as implemented in our AutoCat software, and

evaluated using a high-throughput density functional theory (DFT) pipeline. As a demonstration, we

apply this scheme towards a model problem of searching for single-atom alloy (SAA) electrocatalysts for

nitrogen reduction, balancing three targets: activity, stability, and cost. We limit our search to dopants on

close-packed surface facets of simple transition metals, resulting in a total of 441 SAA systems in our

design space. We show that our proposed formulation of the multiobjective scoring system and the SL

framework efficiently explore the SAA design space to find optimal candidates. We also propose

a ranking scheme that quantifies the effectiveness of an identified candidate in balancing all the target

objectives, taking into account the uncertainty in the preliminary evaluation method (DFT) itself. Based

on this scheme, we identify a few top-performing SAA candidates—Zr1Cr, Hf1Cr, Ag1Re, Au1Re, and

Ti1Fe—for further investigation.
1 Introduction

A rapid discovery of novel high-performing electrocatalysts is
crucial to facilitate an electrochemical revolution in the chem-
icals and materials industry.1,2 However, identifying the most
promising catalyst systems from a large number of possible
design spaces represents a signicant challenge.3 This chal-
lenge is exacerbated with increasing nuance in electrocatalyst
design, expanding to novel materials classes, where identifying
activity trends to nd the optimum can be highly non-trivial.
Not only does a newly-identied catalyst need to possess the
optimum catalytic activity, it needs to satisfy several other
performance constraints to be relevant at the industrial scale.
For example, (1) any promising candidate system must be
economically viable (e.g. able to be synthesized at scale at
relatively low cost), (2) the candidate system must be thermo-
dynamically and operationally stable, and so on. Thus, the
discovery and design of an ideal high-performing catalyst needs
to balance several criteria, not limited to catalytic performance,
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making the search inherently a multiobjective optimization
problem.

Closed-loop computational frameworks as a tool to address
this challenge in particular, and accelerating materials
discovery in general, have recently been gaining traction.4–6

Such frameworks typically employ a sequential learning (SL)
approach using predictions from machine learning (ML)
models trained on existing data to identify promising systems
in an unexplored design space, and evaluate such candidates
with physics-based simulations (e.g., density functional theory
(DFT)) in an iterative feedback loop. This approach, when
combined with end-to-end automation and optimized run-
times, has the potential to signicantly (by up to 20×) accelerate
materials discovery endeavors.7 Such closed-loop frameworks
have been leveraged for electrocatalysis, e.g., for CO2 reduction8

and oxygen evolution.9 However, prior efforts in this space have
focused almost exclusively on optimizing the single objective of
catalysis activity within the loop, with relatively limited
consideration for other criteria such as cost and catalyst
stability which are equally important. It is therefore crucial to
incorporate multiobjective optimization in closed-loop frame-
works for electrocatalyst discovery, as seen elsewhere for
molecular design.10–12
Digital Discovery, 2024, 3, 999–1010 | 999
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Such a closed-loop computational framework that can
simultaneously optimize several properties of interest will allow
us to tackle some of the biggest current challenges in electro-
catalysis, e.g., electrochemical nitrogen reduction (NRR)
towards sustainable ammonia production.13–15 Ammonia is
critical for synthetic fertilizers, and forecasts predict its market
size to reach between 220–402 million tons produced by 2050.16

Currently, almost all industrial synthesis of ammonia uses the
environmentally-harsh Haber–Bosch process, which is single-
handedly responsible for 2% of global energy consumption.13

Thus, nding a high-performing electrocatalyst for NRR that is
cost-effective as well as stable in a timely manner is likely to
have an outsized impact on the global energy landscape.

As an example design space, single-atom alloys (SAAs) are
a novel class of materials with unique electronic and geometric
properties and have shown much promise for catalytic
applications.17–19 Transition metal atoms dispersed in the dilute
limit on a host surface can exhibit free atom-like d-states.20 This
unusual electronic character of these SAA systems can be
leveraged by modulating their binding with reaction interme-
diates.21,22 In addition, approaching the dilute limit of disper-
sion of a transition metal species on a host surface can also be
cost-benecial, by maximizing the utility of expensive-yet-active
species in a catalyst. However, the unique properties and
behavior of SAA materials preclude choosing host and dopant
combinations based purely off of their performance as separate
bulk materials. Further, a search over this design space is
inherently multiobjective, with the ideal system possessing
several characteristics such as high activity, selectivity against
parasitic hydrogen evolution, low material and synthesis costs,
and stability towards dopant segregation and aggregation.
Therefore, the use of an iterative closed-loop approach to guide
the exploration of this promising SAA design space is particu-
larly well-motivated.

In this work, we propose a scoring scheme to support
multiobjective closed-loop searches consisting of a product of
normalized property metrics. Demonstrating this approach we
use AutoCat, an open-source python soware package, to
perform a multiobjective search over the SAA design space.
This soware provides tooling for both electrocatalyst struc-
ture generation to be fed into DFT calculations and general-
izable interfaces for the multiobjective closed-loop search.
Combined with scripts to automate the required DFT calcula-
tions for evaluation, we show a fully autonomous multi-
objective closed-loop framework for discovering promising
SAA NRR electrocatalysts. Here we consider a simplied de-
nition of ideal NRR electrocatalysts dened by proxies for three
key target metrics—catalytic activity, material cost, and ther-
modynamic stability—all of which are readily amenable to our
scheme. Our search places equal importance on all three
metrics, and the limitations and implications of this model
problem will be discussed. As a complement to the results of
this search, we propose and apply a multiobjective ranking
system aer candidate evaluation to highlight systems of
potential value within the connes of our dened ideal for
further investigation.
1000 | Digital Discovery, 2024, 3, 999–1010
2 Results and discussion
2.1 Design space and initial training data

SAAs consist of a transition-metal (TM) host with highly-
dispersed atoms of another TM species at dilute concentra-
tions embedded on the host surface (Fig. 1a), and the entire
design space can be enumerated via three variables: host
species, host surface facet, and dopant species. The host and
dopant species can be chosen from the transitionmetal block of
the periodic table. To help reduce the dimensionality of the
design space, for all potential host metals we consider only the
close-packed surface facet (111 for face-centered cubic, 110 for
body-centered cubic, and 0001 for hexagonal close-packed).
Moreover, we consider only substitutional doping of a single
TM atom at the surface, leading to one surface per host–dopant
combination. Other viable doping congurations include dimer
formation, supporting the TM as an adatom, and burying the
TM into the subsurface;23 these are beyond the scope of the
present study. Individual SAAs (i.e. a single dopant–host
combination) with a dopant of species X into a host of species Y
will be denoted as X1Y. In total we consider 22 TM species as
dopants and 21 TM hosts (Fig. 1b). Thus, the total design space
of SAAs we use for searching is 441. Even though the size of the
design space is relatively limited, performing a successful DFT
calculation of each candidate surface is non-trivial (e.g., relaxing
a large supercell with vacuum, including converging unex-
pected spin states). Even when using informed initial structure
guesses, a high-delity DFT relaxation calculation can take on
the order of days per candidate SAA system.7 Thus, a brute force
evaluation of the entire design space poses a challenge.

As a closed-loop sequential learning (SL) approach iteratively
trains a surrogate MLmodel for predicting the target properties,
an ideal starting setup would be to acquire a training set of
examples that sample uniformly from the full design space. For
applications where new data generation is expensive or time-
consuming, such as here with high-delity density functional
theory (DFT) calculations, leveraging already existing data is
desirable. However, existing data is usually not uniformly
distributed throughout the design space and may further be
constrained to a small local neighborhood in it. Here, we use
the structures from Tsiverioti et al.21 as part of our initial
training set. This data consists mostly of Au hosts with a variety
of TM dopant species, and is relatively local compared to the full
SAA design space. We complement this set by randomly
selecting and evaluating additional systems from the 3d block.
Thus, our initial dataset consists of 18 SAA systems. Fig. 1b and
c illustrates the total design space, as well as the host and
dopant species present within this initial set. We exclude Mn
due the signicantly higher computational expense associated
with its complex ground state crystal structure with a large 29-
atom primitive unit cell.24

To visualize how this initial training set covers the design
space, we use the uniform manifold approximation and
projection (UMAP) method,25 a dimensionality reduction and
visualization technique. Featurizing all of the design space
compositions using the Magpie feature set,26 we apply UMAP to
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 (a) Illustration of an SAA with a substitutional dopant on the surface. (b) Elements highlighted in green (red) indicate their inclusion in
(exclusion from) our full SAA design space. (c) Host (lower left quadrants) and dopant (upper right quadrants) species that are present in the initial
training set indicated in blue. (d) Full SAA design space projected onto 2-D using UMAP. Blue circles indicate that an SAA system is present in the
initial training set and grey circles visualize the full design space.
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project onto a two-dimensional space (Fig. 1d). Blue circles
represent SAA systems that are present within our initial
training set and grey circles represent the full SAA design space
considered here. Note that our training data is limited to a few
clusters in the design space with large regions completely
unexplored. This is fairly representative of real-world conditions
where oen previous data is leveraged as a springboard for
materials design.
2.2 Electrocatalyst discovery as a multiobjective problem

Taking inspiration from existing approaches to closed-loop
multiobjective design in general,10,11,27–29 here we dene
a framework specically for treating electrocatalyst discovery as
a quantiable, multiobjective problem.

Dening a multiobjective problem entails identifying all the
objectives or target properties and their relative importances. In
this work we will dene the model ideal SAA NRR electrocatalyst
using three properties: (1) NRR activity, (2) material cost, and (3)
SAA stability. First, the ideal candidate must be active towards
NRR. A common occurrence across the electrocatalysis space is
the scaling of the adsorption energies which leads to an activity
volcano and maximum predicted performance. From this
activity volcano, an optimal adsorption energy window may be
dened around the peak. Here, we will use a previously reported
activity volcano with DGN as the descriptor.30 Second, the ideal
electrocatalyst should avoid the use of any prohibitively
expensive chemical species. As a proxy for the cost of elements,
© 2024 The Author(s). Published by the Royal Society of Chemistry
we use the previously-tabulated Herndahl–Hirschman Index
(HHI) for global reserves;31 the lower the HHI, the more abun-
dant the element. While this neglects cost associated with
materials synthesis, which may be a source of additional
expenses, particularly at scale, HHI is applied here as a rst
approximation with a view towards added delity in future
development. Third, by denition, an SAAmust have the dopant
atoms at the host surface to participate in the reaction. Thus,
our ideal SAA must consist of a host–dopant pairing such that
the dopant species thermodynamically segregate to the surface
instead of the bulk of the host. This tendency can be estimated
via the segregation energy, DEseg, a property that has been
previously calculated for a number of TM species;32 a larger
negative DEseg indicates higher tendency for a dopant to
segregate to the host surface. A full description of stability
would incorporate electrochemical stability, adsorbate-induced
segregation, and aggregation energy (ability to avoid agglom-
eration into clusters on the surface). In this study, for the
purposes of constraining our model problem to simple metrics,
we rely solely on segregation energy.

It is worth emphasizing that our target system dened by
these three metrics does not provide an exhaustive description
of all properties possessed by an ideal SAA electrocatalyst for
NRR. Aside from the limitations already described, selectivity
represents another essential metric for a feasible NRR electro-
catalyst. Moreover, tuning of the electrolyte to suppress HER is
a design axis not currently considered by this model problem.
Digital Discovery, 2024, 3, 999–1010 | 1001
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These limitations highlight the trade-off between selecting
metrics that provide a complete description of the ideal while
remaining straightforward to calculate. Through denition of
the ideal using these three manageable property metrics for
activity, cost, and stability, we aim to demonstrate a scoring
scheme that effectively balances targets relevant for electro-
catalysis. Additionally, the formulation of each of these target
metrics could serve as an example or foundation for future work
that innovates towards both more realistic objectives while
remaining compatible with closed-loop frameworks.

Having established this model problem and its ideal system
dened by the three aforementioned target metrics, we can
calculate “partial scores” of each candidate in the unexplored
design space to help identify the most promising ones to eval-
uate. Associated with activity, cost, and stability we dene Aj
(eqn (1)), Cj (eqn (2)), and Sj (eqn (3)) of the j-th SAA system in
the unexplored region of the design space, respectively. All three
metrics are normalized with a target value of 1.

Before describing how each of these three terms are dened,
it is worth reemphasizing that these partial scores are how we
dene the optimal candidate, and can bemodied, extended, or
replaced as appropriate for searches related to other electro-
catalysis applications. Calculation of these partial scores has
been implemented within AutoCat.

First, to quantify predicted catalytic performance of candi-
date system j we dene Aj as follows:

Aj ¼
ð
W
N

�
DGpred

j;N ;
�
s
pred
j;N

�2
�
dDGN (1)

where N is the normal distribution, W is the activity target
window, DGpred

j,N is the predicted adsorption energy of N on
system j, and spredj,N is the uncertainty in the adsorption energy
prediction. In this work we dene the target window to be
±0.3 eV from the volcano peak previously reported.30 Aj is
similar to a likelihood of improvement metric, whereby incor-
porating uncertainty allows for a balance of exploration and
exploitation in the search for high-performers.

Second, as a proxy for material cost we dene Cj for system j
as follows:

Cj ¼ 1

Nt

XNt

i¼1

Ni

�
1� HHIj

i �minðHHIÞ
maxðHHIÞ �minðHHIÞ

�
(2)

where Nt is the total number of atoms in the SAA slab, Ni is the
number of atoms in the cell of species i, HHIj

i is the raw HHI
score for species i, max(HHI) is the maximum HHI score in the
full dataset, andmin(HHI) is theminimumHHI score in the full
dataset. The global reserve HHI scores for each element were
obtained from ref. 31.

Third, to quantify the stability of the j-th host–dopant
combination at stabilizing the dopant at the host surface we
dene Sj:

Sj ¼ 1� DEseg
j �minðDEsegÞ

maxðDEsegÞ �minðDEsegÞ (3)

where DEsegj is the segregation energy for the j-th SAA,
min(DEseg) is the minimum segregation energy in the dataset,
1002 | Digital Discovery, 2024, 3, 999–1010
and max(DEseg) is the maximum. For the segregation energy
values, we used values from a previously tabulated dataset.32

To autonomously select candidate systems in each iteration
in the multiobjective closed-loop workow, we need to collapse
these partial scores for each target metric into a single overall
score that can be used to rank candidates. There are various
possible approaches towards combining these scores. For
example, the previously proposed Chimera takes a lexicographic
approach where metrics are ranked by importance and used to
restrict the design space.27 Another approach uses distance
from the Pareto frontier.28 Here, we make the choice that all
three target properties are of equal importance. Since Aj, Cj, and
Sj are all normalized, dimensionless, and with a target value of
1, we will formulate our acquisition function (AQ) for the j-th
system as a product:

AQj = Aj × Cj × Sj (4)

In each iteration of the closed-loop, the candidate SAA system
with the highest AQ score is selected for evaluation. Note that
while we formulate the AQ score balancing three equally-
important metrics, the approach presented here is easily
extensible to other properties such as selectivity, a higher
number of target properties, and properties with varying relative
importances. When using the product form of the acquisition
function as presented here, it is important that all individual
metrics are normalized suitably (e.g. here with a target value of
1) to prevent any single metric from dominating the overall AQ
score.

Formulating the AQ in this way has multiple implications.
The rst is in terms of candidates that are predicted to have
poor performance in one of the metrics. For example, if the
material cost of an SAA system was to be extremely high this will
result in a Cj value close to 0 and thus a poor overall AQ score,
automatically ruling it out as a promising candidate to evaluate.
On the other hand, if a candidate were predicted to be highly
performing in one of the metrics (e.g. Aj of 1), this is insufficient
in itself and in turn places emphasis on the other metrics to
determine the most promising candidate. Additionally, this
score formulation assumes equal importance to activity, mate-
rial cost, and stability. While to-date there have been substantial
difficulties identifying suitably active NRR electrocatalysts, we
argue that identication of an active material must still be cost-
effective and thermodynamically stable to represent a commer-
cially viable technology.

Alternatively, AQ can be formulated as a summation of
weighted terms. Recent examples using this approach with
Bayesian optimization are experimental electrochemical reactor
protocols33 and electrocatalyst stoichiometry for xed compo-
sition.34 A drawback of using a summation is the need for
choosing appropriate weights for each term in the sum.
Previous domain knowledge can guide this selection, but could
be a barrier towards application in new domains.

Our approach here can also be contrasted with multi-
objective ltering approaches where hard thresholds are
dened for each metric based on prior knowledge to screen
materials.35–38 When relevant large databases already exist,
© 2024 The Author(s). Published by the Royal Society of Chemistry
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screening can be an attractive strategy for materials discovery.
However, choosing such property thresholds can be ambiguous
for some design problems. In addition, using hard thresholds
can result in false negatives, e.g. when a candidate property is
predicted to lie close to but not beyond a threshold, without
accounting for any underlying uncertainty in the prediction
and/or in the threshold itself. Our approach requires no such
strict prior encoding, and allows for the full design space to be
explored as determined by the AQ. Moreover, when large
amounts of relevant data does not currently exist, the closed-
loop SL-driven approach does not depend on the trans-
ferability of ML models and generates data on the y as needed.

Another common approach to compare to is a closed-loop
design where a single objective is optimized (e.g. activity) and
then the most promising candidates further investigated and
ltered based on the other properties.8,9 While this approach
works well for data-scarce applications (and will generate data
as needed), by optimizing for a single objective rst, candidate
systems that require a small compromise in one property for
a better all-around performance may be missed. Incorporating
the multiobjective nature of the problem directly into the AQ
allows for this balance to be discovered autonomously in the
loop. More explicit comparisons between closed-loop SL and
thresholds-based ltering approaches are provided in Section
2.5 and ESI.†
2.3 Workow topology

Our approach towards autonomous discovery is that of Forests
with Uncertainty Estimation Learned Sequentially (FUELS).39

This approach combines high-throughput materials evaluation
with candidate selection to autonomously explore a given
design space and has been successfully applied in areas such as
thermoelectrics39 and conducting organics.40 The core principle
is that a random forest-based ML surrogate is trained on
existing data and its predictions with uncertainty estimates are
used to calculate AQ scores to identify promising candidate(s) to
evaluate, retrain ML surrogates upon new evaluations, and so
on, in an iterative manner. Such a closed-loop autonomous
approach for materials discovery has the potential to accelerate
the search for optimal candidates in a design space by a factor
of 20× over the traditional approaches.7

The FUELS approach adapted for SAA electrocatalyst search
results in the workow illustrated in Fig. 2. The process starts
with training a random forest surrogate on the initial dataset
(described in Section 2.1) to predict N adsorption energies with
uncertainty. Using these predictions and uncertainties, the AQ
scores, as dened in eqn (4), are then calculated for the entire
unexplored design space. The candidate system with the high-
est score is selected and fed into an automated DFT pipeline.
This pipeline conducts two DFT geometry optimizations: cata-
lyst surface without any adsorbates as well as with N at the
hollow site adjacent to the dopant. We choose to evaluate this
single surface site for N adsorption as previous work has iden-
tied it to be the most thermodynamically favorable for single
adatoms on SAAs.41 From these calculations along with the gas
phase energy of N2 (which is a constant), the N adsorption
© 2024 The Author(s). Published by the Royal Society of Chemistry
energy, DGN, can be extracted and added to the dataset. With
this newly acquired data point, the ML surrogate may be
retrained and scores recalculated, thereby closing the loop.
Additional details into the implementation of this workow and
the open-source soware we have developed to support it,
AutoCat, are provided in Section 3.3.

We note that our framework does not preclude the inves-
tigation of all unique surface sites for a candidate system, as is
typically done in targeted catalyst studies, in each SL iteration.
This would allow for a fully-general evaluation of the design
space without the need for utilizing domain knowledge-based
simplications such as likely adsorption sites or scaling rela-
tions. However, this increased generalizability is at the cost of
increased evaluation cost (i.e. number of DFT calculations per
iteration), which we have previously identied as the most
time-consuming task in a closed-loop computational
workow.7
2.4 Autonomous search for SAA NRR electrocatalysts

Applying the above workow we conducted an autonomous
search for SAA electrocatalysts for NRR. The full loop was
allowed to iterate 16 times until signs of convergence in the
design space was observed (i.e., multiple consecutive selections
of candidates with a Re host). In Fig. 3a we show the search
projected onto the UMAP space. For the rst few iterations we
observe an exploratory behavior, with candidates selected
spanning the full design space. As the search progresses, the
number of examples the surrogate is trained on increases, and
there is a shi towards exploitative behavior. Specically, we
observe in the last few iterations an emphasis on the Re host
region of the design space as evidenced by the clustering
around the Ag1Re. We also observe a reluctance of the search to
revisit the regions where the training data is concentrated. This
could be an indication that the training data in these regions is
both sufficient for the model to learn these parts of the design
space and it is not where the optimum lies.

The observed transition from exploration to exploitation is
a reection of our AQ. In the early iterations, uncertainty in the
adsorption predictions are high as the underlying trends have
yet to be learned. In Fig. 3b we visualize the uncertainty in the
candidate property prediction as a function of SL iteration. We
note that the highest uncertainties are mostly within the rst
few iterations and the lowest mostly in the last few iterations.
However, a longer trajectory or multiple additional independent
trajectories would be needed to claim an overall decreasing
uncertainty.

In Fig. 3b we also visualize the AQ scores of the selected
candidates for evaluation over the search. As desired, an overall
increasing trend is observed. Since AQ embeds both the pre-
dicted value alongside its uncertainty estimate, this trend
represents both the condence of the model that the candidate
is promising and its actual promise. In other words, low AQ
values for the candidate in the early iterations does not neces-
sarily mean that the model predicts poor performance for that
system, but rather could imply high model uncertainty. Addi-
tionally, we highlight that while the optimal value of AQ is 1 and
Digital Discovery, 2024, 3, 999–1010 | 1003
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Fig. 2 Workflow for closed-loop discovery of SAA electrocatalysts. First, a candidate is selected from the design space for evaluation. Next, that
candidate is relaxed with and without a N adsorbate to calculate the adsorption energy DGN. With this new datapoint, the ML adsorption energy
surrogate f̂q is re-trained on all obtained data. Here, q refers to the trained weights used within a given surrogate f̂ . Using this surrogate, candidate
scores are calculated through the multiobjective AQ formulation to encode activity, cost, and stability metrics. Closing the loop, the highest
scoring candidate is selected for evaluation.
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the trend is increasing, as our design space is discretized this
value may not be achievable from the SAAs.

To get a better sense of the interplay between the three target
metrics, we can decompose the AQ scores back into their
respective quantities (Fig. 4). On the le the search trajectory on
the activity volcano is shown with the target window in green.
Initially, the search mainly focuses on the weak binding leg
before exploring the strong binding leg. As the training set only
consists of systems on the weak binding leg, this identication
of systems on the strong binding leg demonstrates the explor-
atory nature of the search. In the latter stages, the search homes
Fig. 3 (a) UMAP visualization of the design space with candidates colo
efficient explore versus exploit balance by first exploring the previously
neighborhood. (b) Acquisition function score of the selected candidate sy
The AQ score demonstrates an overall increasing trend indicating th
decreasing trend is hinted at for candidate uncertainty, which is indicativ
space.

1004 | Digital Discovery, 2024, 3, 999–1010
in on the strong binding leg near the peak and just inside the
target window, showing the transition towards exploitation. Of
the 16 candidates evaluated, 9 fall within the target activity
window.

On the right of Fig. 4, the stability and cost axes of the search
are visualized. The green star indicates the optimal zone of this
objective space. Similarly to the activity and UMAP plots, we see
an initial exploration along the HHI and segregation energy
axes. This is then followed by a concentrated search, focusing
on the systems with a Re host closer to the center of the space.
red as a function of iteration count. Our workflow demonstrates an
unseen region of the design space before homing in on the Re-host
stem and its adsorption energy prediction uncertainty at each iteration.
e simultaneous optimization of the three target metrics. An overall
e of the surrogate model learning the underlying trends in the design

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 Objective space visualization of the activity volcano (left) and normalized HHI vs. segregation energy (right). The shaded activity window
and green star represent the target regions for each plot. As the search progresses an increasing number of the candidates lie within the target
activity window. Correspondingly, candidates focus on a central region of the HHI vs. segregation energy space to balance all three target
metrics.
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The concentration of the search in the latter stages implies
that using Re as a host is among the most optimal region of the
design space to balance all three target metrics. In terms of
activity, this aligns with previous work that shows Re111 lies
near the volcano peak,30 and illustrates SAAs as a method
towards ne-tuning adsorption behavior to increase activity.
Furthermore, this emergent design criteria demonstrates the
utility of closed-loop frameworks beyond singling out individual
systems, but also identifying trends and development methods.
2.5 Ranking candidate systems

Ranking of identied candidates is important for prioritizing
systems to investigate experimentally. Within a single objective
paradigm for discovery, ranking identied systems based on
their promise can be done based upon their evaluated target
values. For example, if one were to optimize solely for activity,
one can rank promising systems based on their proximity to the
activity volcano peak. Generalizing to multiobjective, however,
ambiguity can arise from having multiple target criteria to
consider based on relative performance for each axis.28

Moreover, such a ranking should consider the uncertainty of
the evaluation technique, here, DFT. As the exchange–correla-
tion (XC) term within DFT is currently unknown, its approxi-
mation introduces an inherent fundamental uncertainty when
evaluating our systems. Note that this is distinct from the
uncertainty used in calculating Aj, which is the uncertainty in
the ML-predicted value of the adsorption energy.

Bayesian error estimation (BEE) is an approach that enables
quantication of this DFT uncertainty from XC approxima-
tion,42 and has been successfully applied for electrocatalysis
previously.21,43–45 BEE generates an ensemble of XC functionals
by sampling a previously t posterior distribution, thereby
generating an ensemble of energies for subsequent analysis.
Incorporation of BEE within a ranking scheme provides an
avenue for increased robustness through taking into account
the underlying uncertainty in a DFT evaluation.
© 2024 The Author(s). Published by the Royal Society of Chemistry
Formulating a score to allow such a ranking, we draw from
our denition of AQ. While AQ uses activity predictions to
quantify the promise of unlabelled systems, we can dene an
analogous quantity called the rank score (RS) to be used aer
the DFT evaluation is complete. This metric is similar to AQ in
that it collapses the three properties into a single scalar. We
dene RS for the j-th system as follows:

RSj = cactivej × Cj × Sj (5)

where Cj and Sj are the cost and stability metrics (as dened
within AQ) and cactivej is the condence that the adsorption
energy lies within the activity window. This condence term is
calculated using BEE and can be interpreted as the fraction of
ensemble members that lie within the activity window for
system j. Additional details for calculation of this quantity is
provided in Section 3.2.

Note that, unlike AQ, RS is calculated using results from
a DFT-based evaluation of a candidate (i.e., the cactivej term).
Thus, RS cannot be used to guide an SL-based design space
search, in contrast to AQ which is calculated for as-yet uneval-
uated candidates. Instead, RS aims to quantitatively rank or
prioritize already-evaluated candidates for further investigation
(e.g. experimental validation) based on how well they balance all
the considered objectives.

Using RS we rank the evaluated candidates with the scores of
the top 5 systems shown in Fig. 5. Leveraging the fact that all of
the partial scores are dimensionless and normalized with
a target value of 1, we draw conclusions about the interplay of
these three properties. To start, based upon this scheme Zr1Cr is
identied as the system that most effectively balances our
dened target metrics for activity, cost and stability. However,
its cactivej is lower than Hf1Cr. As they both have identical Cj, the
superior Sj of Zr1Cr is sufficient to overcome this relative de-
ciency. Thus, the multiobjective approach to ranking allows for
emphasis on all-round performers by considering factors
beyond solely activity.
Digital Discovery, 2024, 3, 999–1010 | 1005
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Fig. 5 Top 5 ranked candidates by RSj in decreasing order with its 3
constituent partial scores (cactivej , Sj, Cj) displayed alongside. The RSj
bars in this plot have been rescaled by taking the cube-root for
readability. From a multiobjective perspective, demonstrating a high
performance in one of the partial scores does not guarantee a high
overall rank (e.g. Ti1Fe). Further, high scores for multiple objectives
facilitate a more holistic ranking. For example, Zr1Cr ranks higher than
Hf1Cr, despite having a lower cactivej , due to its superior Sj and similar Cj

scores.
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Considering the top two ranked systems as dened by our
multiobjective ranking scheme, Zr1Cr and Hf1Cr, it is inter-
esting to note that while Zr and Cr have been proposed for NRR
as mononitrides,46 and Hf complexes have been reported to
cleave N2,47 to our knowledge these species have not been
proposed for this application within SAAs. These ndings point
towards the ability of this closed-loop approach to discover
interesting systems within feasible, yet unexplored regions of
the SAA design space. However, as previously discussed, this
comes with the caveat that our simplied property metrics do
not provide a full description of the ideal NRR electrocatalyst.

Comparing the scores of the fourth and h ranked systems
illustrates another example of the benets of a quantitative
multiobjective ranking scheme. While the activity and stability
metrics of Au1Re are better than for Ti1Fe in direct comparison,
the cost metric of Au1Re is noticeably worse than for Ti1Fe
(higher Cj indicates a more cost effective material). Without
a method to quantitatively compare, ambiguity could arise as to
which system should be of higher priority. By introducing RS as
a quantitative metric, any such ambiguity is removed.

In corroboration with the sequential learning trajectory, the
platform homed in on Re-host systems, 2 of which are present
in the top 5. Thus, reinforcing the autonomously unearthed
design principle of Re-host SAAs. Discovery of design principles
alongside individual systems is a desirable outcome towards
accelerating discovery as it can highlight design space regions
of importance.

As mentioned earlier, a viable alternate approach is to use
pre-dened threshold values for the various target metrics (e.g.,
<0 eV segregation energy) to lter out candidates in the broader
design space. Such an approach can require extensive domain
1006 | Digital Discovery, 2024, 3, 999–1010
knowledge to dene threshold values, especially for objectives
where the target values are not obvious, and otherwise-
promising candidates may be excluded by one or more
threshold-based lters. For example, using a lter of <0 eV for
segregation energy and a lter of >0.8 for the normalized HHI
value, would lter out 4 out of the top 5 candidates identied
here (see ESI† for details).

In summary, we demonstrate a multiobjective approach for
autonomous discovery of electrocatalysts and use it to identify
several promising SAA candidates for NRR. Moreover, we
propose a ranking scheme for identied candidates that
considers multiple properties of interest. Looking ahead, we
believe that coupling autonomous multiobjective searches with
a multiobjective ranking scheme is useful to prioritize identi-
ed candidates for subsequent experimental studies.
3 Methods
3.1 Computational details

All spin-polarized DFT calculations were conducted using
GPAW48,49 via the Atomic Simulation Environment (ASE).50 A
target grid spacing of 0.16 Å and a Monkhorst–Pack k-mesh of 4
× 4 × 1 were used for all systems. To approximate the electron–
electron exchange–correlation, the BEEF-vdW XC functional
was applied.42 For ion–electron interactions, the projector
augmented wave method was used. Fermi–Dirac electron
smearing with a width of 0.05 eV was applied to improve
convergence.

All host structures were represented as 3× 3 supercells using
the close-packed surface facet (111 for fcc, 110 for bcc, and 0001
for hcp). All slabs had four layers with the bottom two held xed
at their bulk locations. A single dopant was placed via substi-
tution at the surface to generate the SAAs. The initial magnetic
moments of the dopants were guessed based on their ground
state magnetic moments, as tabulated in ASE.

For the adsorbate structures, the N was initially placed at the
adjacent hollow site to the dopant. The initial guess for adsor-
bate height was made as per the AutoCat default. This is
calculated by the following procedure:

(1) Fix the x–y coordinate of the adsorbate.
(2) Identify all surface nearest neighbors (NN) for that site.
(3) For each NN, estimate a pairwise height estimate via

a right triangle where the hypotenuse is the sum of the covalent
radii (as compiled in ASE) of the NN and adsorbate.

(4) Take the average of all pairwise height estimates to obtain
a nal height estimate.

The adsorption energy is calculated through the following
expressions:

DEN ¼ EN* � 1

2
EN2

� E* (6)

DGN = DEN + DZPE − TDS (7)

where EN* is the total energy of the relaxed combined structure,
EN2

is the total energy of N2, E* is the energy of the SAA slab,
DZPE is the zero-point energy, and TDS is the vibrational
© 2024 The Author(s). Published by the Royal Society of Chemistry
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entropy. We calculated the ZPE in the harmonic approximation
for the adsorbed N, and applied the ideal gas approximation to
calculate the vibrational correction to N2.
3.2 Calculating ranking scores

When applying the BEE approach to calculating adsorption
energies, we obtain an ensemble of adsorption energies by
sampling from a previously t posterior distribution.42 In this
work, we take 2000 samples which yields an ensemble of XC
functionals. Using each of these functionals within our energy
functional, we then obtain an ensemble of 2000 adsorption
energies. Analysis of this ensemble can provide insights into the
sensitivity of our ndings towards XC choice, and quantify the
associated uncertainty.

For each of our evaluated candidates, we leverage its result-
ing ensemble to calculate a condence, cactivej , that its adsorp-
tion energy lies within the target activity window. We dene this
condence for the for the j-th candidate as:

cactivej ¼ 1

Nens

XNens

i¼1

Q
�
w� ��DGj;N

i � DGpeak
N

��� (8)

where Nens is the number of members within the ensemble, w is
the width of the target activity window on either side of the
peak, Q is the Heaviside function, DGj,N

i is the adsorption
energy of the i-th member of the ensemble for the j-th candi-
date, and DGpeak

N is the adsorption energy that corresponds to
the peak of the activity volcano (from ref. 30). In this work we
choose w to be 0.3 eV, but this parameter may be tuned to make
the search more strict or lenient towards acceptable distance
from the volcano peak.
3.3 Workow implementation

The closed-loop workow shown in Fig. 2 was automated using
existing Python-based open-source packages as well as AutoCat,
a new package specically developed for catalyst materials
design, with bespoke Python scripts implementing the interface
between the various packages. The scripts and associated data
les are made available via GitHub (see the “Code availability”
section).

3.3.1 Density functional theory calculations. For each SAA
system of interest, the following automated workow is
performed:

� The clean SAA substrate crystal structure is generated using
AutoCat.

� Input les for DFT (GPAW) calculations of the SAA
substrate are automatically generated via the dinputgen
package (https://github.com/CitrineInformatics/d-input-gen).

� All calculation management, including submission of the
DFT job to high-performance compute (HPC) clusters, moni-
toring, restarting failed/interrupted jobs, and collection of
successful job les, is performed using the FireWorks
package.51

� Raw output les from successful DFT calculations are
parsed into the Physical Information File (PIF) format,52

including images of the crystal structure and references to raw
© 2024 The Author(s). Published by the Royal Society of Chemistry
output les, using the dtopif package (https://github.com/
CitrineInformatics/pif-d).

� Once the clean SAA substrate is fully relaxed, the N-
adsorbed crystal structure is generated via AutoCat, and
GPAW input les generated via dinputgen, jobs handled by
FireWorks, and data parsed by dtopif into PIFs.

� The underlying ASE database with previously-calculated
data is updated with the new calculation.

3.3.2 Sequential learning. We used the scikit-learn imple-
mentation of random forests with default values for all hyper-
parameters (i.e. ensemble of 100 decision trees, squared error to
measure the quality of a split, no specied maximum depth for
growing each tree, etc.). The uncertainty in prediction was
estimated as the standard deviation of predictions from the
individual estimators in the ensemble. Feature vector repre-
sentations of the compositions were generated via Magpie
descriptors. Our motivation towards composition-based featu-
rization over structural features was the limited structural
variety of our design space. By conning our SAA design space
to 1 surface facet per host–dopant combination, and limiting
hosts to only fcc, bcc, and hcp bravais lattices, just 3 structurally
unique active sites are present. While combining composition
and structure based features may be a route towards improved
surrogate accuracy, previous reports have shown that well-
calibrated prediction uncertainties have a larger impact on SL
discovery outcomes than minor improvements in model accu-
racy alone.53

The design space of 441 SAA systems is represented within
relevant interfaces implemented in AutoCat, and stored as an
ASE database on disk. In each sequential learning (SL) iteration:

� The training set of SAA systems (i.e., all examples with
a previously-calculated label, DGN, the N adsorption energy) is
featurized into Magpie descriptors26 using the matminer
package.54

� A random forest-based predictor is trained to predict DGN

for unexplored systems in the design space. We used the
implementation within the scikit-learn package,55 modied to
estimate uncertainty in a given prediction as the standard
deviation in the predictions of all individual tree-based
estimators.

� A candidate from the unexplored design space with the
highest acquisition score, incorporating the predicted adsorp-
tion energy and its uncertainty, cost, and stability targets (as
described in Section 2.2), is selected for evaluation.

� The selected candidate is processed via the DFT calculation
workow as described in the previous section, to obtain the
DGN.

� The design space is augmented with the results from the
current iteration and the ASE database is updated with the
modied design space. The above process is iterated upon,
retraining the predictor with the new data and selecting a new
candidate from the unexplored design space, until a certain
number of iterations are complete or a certain number of
potential high-performing candidates are identied. In other
words, at the rst iteration the training set consists of the 18
systems described in Section 2.1, and incrementally grows by
one SAA system aer each SL iteration. The interfaces
Digital Discovery, 2024, 3, 999–1010 | 1007
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implemented in AutoCat, such as DesignSpace, Predictor,
CandidateSelector, SequentialLearner, and others fully auto-
mate the above-described workow.
Code availability

AutoCat is an open-source python package and is available at
https://github.com/aced-differentiate/auto_cat with tools for
conducting multiobjective autonomous discovery of
electrocatalyst materials.
Data availability

All data and Python scripts required to perform the analysis
presented in this work are made available via the GitHub
repository at https://github.com/aced-differentiate/auto-
electrocatalyst-discovery. Data shared includes DFT output
data, BEE distributions for the candidate systems, parameters
used to dene the activity volcano, and serialized
SequentialLearner and DesignSpace objects that contain
search history statistics. Scripts shared include drivers for
autonomous management of the DFT calculations and SL
loop iteration, calculating AQ & RS scores, extracting partial
scores, generating UMAP embeddings, and reproducing all
gures from the paper. The open-source soware used for this
study, and their respective version numbers, are as follows:
GPAW v20.1.0, ASE v3.19.1, AutoCat v2022.3.31, pymatgen
v2022.11.1, reworks v1.9.6, and scikit-learn v0.24.1.
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