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are tools for optical chemical
structure recognition

Aleksei Krasnov,*a Shadrack J. Barnabas,a Timo Boehme,a Stephen K. Boyerb

and Lutz Weber *ac

The extraction of chemical information from images, also known as Optical Chemical Structure

Recognition (OCSR) has recently gained new attention. This new interest is ignited by various machine

learning methods introduced over the last years and the new possibilities to train image models for

specific tasks such as OCSR. In the present paper, we have compared 8 open access OCSR methods

(DECIMER, ReactionDataExtractor, MolScribe, RxnScribe, SwinOCSR, OCMR, MolVec, and OSRA) using an

independent test set of images from patents and patent applications as this is an application area of

general interest – precision and recall are highly desired by those who are analysing the intellectual

property of chemistry patents. As a result, the used methods have shown different strengths when

predicting structures from different images containing different modalities and chemistry categories.

These existing methodologies for image extraction overall remain unsatisfactory, indicating a need for

further advancements in the field. Further, we have created a machine learning image classifier,

classifying images into one out of four image categories and applying the best performing OCSR method

for each category. This classifier, the image comparator tools, and datasets have been made available to

the public as open access tools.
Introduction

Chemists very oen communicate their scientic ndings and
knowledge by using images containing chemical structures
instead of a pure textual description of their work. Whilst
describing chemistry in text by using chemical nomenclature
based names is a common standard in publishing, these names
are oen rather long for complex structures and therefore hard
or slow to recognize even by trained chemists. As an alternative,
readers will recognize depictions of those chemical structures
or reactions much faster.

Unfortunately, and to our best knowledge, only very few
scientic journals or patent offices deliver the structures of
published compounds in a computer readable chemical struc-
ture format. For example, the US Patent office is the only patent
office that extracts and makes available chemical structures or
chemical reactions as ChemDraw CDX as well as MDL Infor-
mation Systems MOL les from respective patent images.

Nevertheless, chemical patents form the basis of the chem-
ical and pharmaceutical industry – either claiming novel
substances or their applications. It is therefore of the highest
interest for such companies and national patent offices to
, Halle (Saale), Germany. E-mail: aleksei.

nie.com

Stuttgart, Germany

the Royal Society of Chemistry
collect all previously claimed or mentioned chemical structures
in patents and publications to allow for novelty checks and
freedom to operate opinions. The conversion of chemical
names as found in text or chemical structures in images by
specialised algorithms is used by several companies to create
structure and substructure searchable content for the majority
of scientic publications and patent documents. Whilst the
conversion of text images using optical character recognition
(OCR) into chemical rule based names, trivial names or hybrid
names and nally into chemical structures from the resulting
OCR text is an established procedure, but it is not the topic of
this present work. In contrast, the conversion of images to
chemical structures (optical chemical structure recognition,
OCSR) still represents a signicant challenge for established
soware tools like Kekulé, CLiDE, OSRA and others described
by Rajan et al.1

In the recent past, the development of articial intelligence
(AI) such as transformer based machine learning tools has
ignited a novel interest in image processing and the creation of
generative models that lead to the rapid development of novel
applications for predicting chemical structures from their
images. Such AI based image-to-structure methods are Mol-
Scribe2 and RxnScribe,3 DECIMER,4 ReactionDataExtractor,5

Img2Mol,6 SwinOCSR7 and OCMR8 that have recently become
available and that were shown to outperform previous rule
based, analytical methods both in recall as well as in precision.
Digital Discovery, 2024, 3, 681–693 | 681
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Nevertheless, older rule based, analytical algorithms like
OSRA9 which was developed originally at the National Cancer
Institute of the USA, followed later by a similar method called
MolVec10 are constantly updated. OSRA is therefore still used by
many groups and is also used by our company to extract
chemical compounds and reactions from patent images of WO,
EU, and US patents. These compounds are integrated into the
search engine of the open access SciWalker application11 which
implements a comprehensive chemical substructure search in
preprints, publications, and patents.

It was therefore of great interest for us to evaluate which of
those novel methods could replace our approach using the rule
based OSRA. The mentioned recent publications on those AI
methods provide performance data, comparing precision and
recall. For example, in Qian et al.2 besides Img2Mol, SwinOCSR,
OSRA, and MolVec also MSE-DUDL, ChemGrapher, Image2-
Graph were compared to MolScribe's structure prediction
quality, all showing considerably lower performance. In the
present work, we are comparing our current tool OSRA with
MolScribe, RxnScribe, DECIMER, ReactionDataExtractor, Swi-
nOCSR, and the most recently published OCMR8 which became
available aer our ChemRxiv preprint.12 MSE-DUDL, ChemG-
rapher, Image2Graph are not available publicly which was
a requirement for our evaluation. Img2Mol was not evaluated as
it does not predict stereochemistry and was extensively char-
acterised in ref. 2 as being considerably inferior to MolScribe.

However, since the quality of any image to structure
conversion is heavily dependent both on the image quality and
its content modalities, we felt that we needed to develop and use
our own task oriented dataset of images to perform an inde-
pendent qualitative analysis on images from various patents.
We also have created two new soware tools to facilitate multi-
curator quality analysis of OCSR predictions – a Java based tool
“ImageComparator”13 to compare reactions and multistructure
images as well as a Python based script “ExcelConstructor” that
allows create Excel sheets for fast quality analysis of single
molecules.14 Both ExcelConstructor and ImageComparator are
described and available for download in the supplementary
material. To convert predicted SMILES15–17 to images for manual
inspection, the open access chemistry package CDK18,19 was
used. Thus, the developed methods were created and designed
to allow a faster manual inspection of the prediction results –

they do not inuence the respective quality criteria. Other
interested users may take advantage of those when performing
their own OCSR quality control efforts.

To this end, we manually selected 2702 images from patents
and patent applications to contain chemical structures of
different types, chemical reactions as well as images that do not
Fig. 1 Image JPOXMLDOC01-appb-C000040.tif from WO-2016199761

682 | Digital Discovery, 2024, 3, 681–693
contain interpretable chemical structures. This dataset is a new,
independent test set for image-2-structure recognition methods
that provides heterogeneous data including images with
different resolutions and different chemistry content types. The
dataset is not intended to represent all available images con-
taining chemical structures but is rather inspired by our
everyday task of identifying chemicals in patent images. Thus,
each of the selected images was in the centre of interest for one
of our chemistry clients – both from pharma as well as from
chemistry – comprising a mixture of small to medium sized
molecules, from inorganic complexes up to peptidic structures
and typical heterocyclic structures. In most cases, these images
were found to pose problems with a correct structure prediction
using our OSRA tool. Thus, this image collection is rather an ad
hoc collection of molecules with different modalities instead of
a systematic collection following clearly dened principles.

Whilst the US patent office provides complex work units
(CWU) with high, sufficient resolution images, especially older
EP or WO patent images are oen not of high quality. However,
since much of the novel intellectual property oen appears rst
as a WO application, those lower quality images are of specic
interest to chemists in the industry.

An example from WO-2016199761-A1 represents a reaction
as shown in Fig. 1. The reaction product is a plant disease
control agent of interest for the agrochemical community and
described in PubChem as CID 140317046, provided by the
WIPO to PubChem but without reference to the respective
patent. It is also part of SciWalker's chemistry compound
database with its identier OCID 190138015958 but not found
as a compound in WO-2016199761-A1. Similarly, it was not
found in Google Patents.

In another example from the United States Patent Office
(USPTO), US-08680111-B2 is a patent of high interest for drug
discovery – this Pzer patent describes novel compounds that
inhibit anaplastic lymphoma kinase (ALK) and was published in
2014. Its CWU les contain 1 sequence listing of a 13-mer
peptide KKSRGDYNTMQIG in XML format, in total 238 TIF
image les, as well as 234 Chemdraw CDX les and 234 MDL
MOL les. In addition, 1 drawing with a crystal structure and 3
not interpretable image les are found. The chemical structure
les were created by the USPTO from the images originally as
Chemdraw les and then exported also as MDL MOL20 les.

Classifying those 238 images manually, 49 contain Markush
like structures (for an example see Fig. 2) or collections of
substituents or scaffolds as part of the claimed compounds.

At the current development stage of image-2-structure
conversion it is not yet possible to extract meaningful chem-
istry information from such images of Markush type structures.
-A1.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 2 Image US08680111-20140325-C00029.TIF from US-
08680111-B2.
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Further, 187 images contain single or multistep reaction
sequences that lead to the exemplied and claimed
compounds of this patent. The claimed compounds are
macrocyclic compounds with images that are most likely not
very easy to translate into chemical structures. An example is
shown in Image S1 of the supplementary material.14 The nal
reaction product of the synthesis sequence shown in S1 was
published by PubChem as CID 89807863 and was found in
a total of 8 patent documents. The underlying SureChEMBL
(https://www.surechembl.org/search/) workow uses,
according to our information, the commercial program
GLiDE21 for image-2-structure extraction. The same
compound is also found by our SciWalker structure extraction,
registered as OCID 190067469284 in 6 related patent docu-
ments, e.g. the related EP-2822953-B1 grant but not in appli-
cation EP-2822953-A1 and grant EP-2822953-B9. Using OSRA
version 2.1.3 to extract both reactions and compounds for
SciWalker in production, we did extract 1539 unique chemical
structures for EP-2822953-B9 (https://sciwalker.com)
automatically. However, the OCID 190067469284 compound
was missing among them.

We feel it is important to emphasise that this present work
was not intended to investigate the underlying methodolog-
ical reasons for specic strengths and weaknesses of each
OCSR tool. In contrast, we were more interested in identi-
fying an improved overall process for image-2-structure
recognition to deliver improved compound and reaction
information in SciWalker and databases such as Google
Patents or PubChem.
Experimental
Image dataset

A dataset of hand selected 2702 images from patents and
patent applications has been manually separated into 3 buckets
(Table 1) and is available in the supplementary material.
Table 1 Description of manually split dataset with images

Bucket Image content
Numbe
images

A Single chemical structure 1454
B Multiple chemical structures 661
C Single and multistep chemical reactions 481

© 2024 The Author(s). Published by the Royal Society of Chemistry
Image-to-structure soware

Decimer v2.4.0, ReactionDataExtractor v2.0.0, MolScribe v1.1.1,
RxnScribe v1.0, MolVec v0.9.8, OCMR, SwinOCSR, and OSRA
version 2.1.5 have been downloaded and installed according to
instructions as described in the original publications. These
programs have been applied as meaningful to the images from
the different buckets, as listed in Table 1.

Quality control and scoring

The range of different chemistry modalities of interest as used in
patent depictions is very broad – ranging from using text based
descriptions such as peptide sequences or typical text abbrevia-
tions of solvents or reagents, up to partly hand drawn structures
or combining structures together with depictions of polymer
resins, biomolecules or other materials. We explicitly have to
emphasise that the investigated OCSR methods were not able to
extract correct chemical information from those modalities. If
found in an image of our dataset they are typically rated as wrong
prediction, resulting in a decreased precision and F score.

Four chemists were involved in independent quality control
procedures. We have used a simple scoring scheme: when the
structures were correctly predicted, a score of 1 was given,
otherwise, it was set to 0. Precision, recall, and F1-score were
calculated as:

Precision = TP/(TP + FP) × 100%

Recall = TP/(TP + FN) × 100%

F1 = 2 × (precision × recall)/(precision + recall) =

2 × TP/(2 × TP + FP + FN)

Our evaluation method has used only an exact match of
chemical structure connectivity tables as a scoring criterion –

which is the same as used in the extensive evaluation provided
by the MolScribe paper.2 Other publications have used the same
exact prediction and the Tanimoto similarity as an additional
metric.4,7 SwinOCSR also uses BLEU and ROUGE7 which are N-
gram based precision methods developed for machine trans-
lation. OCMR has used the Levenshtein distance between the
predicted SMILES string and the ground truth SMILES to
quantify the dissimilarity of the predicted SMILES.8 The use of
any such similarity metric like Tanimoto, Levenshtein, BLEU, or
ROUGE is in our opinion not useful when one needs to perform
a novelty check on a given molecule from any document, since
any similar but not exactly the same molecular structure would
not affect its novelty.
r of
Applied soware

Decimer, MolScribe, Molvec, OCMR, SwinOCSR and OSRA
Decimer, MolScribe, OCMR, SwinOCSR and OSRA
ReactionDataExtractor, RxnScribe, and OSRA

Digital Discovery, 2024, 3, 681–693 | 683
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Fig. 3 Excel file to compare and score the structure predictions of the various OCSR tools.
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To compare results for bucket A we leveraged ExcelCon-
structor. In the created spreadsheet, the original image and the
images generated from the predictions for each method are
available in one row to facilitate quality control for the chemists
(Fig. 3).

To qualify single molecules, the Excel sheet is a good way but
fails for multi structure (bucket B) and reaction images (bucket
C) as they become very crowded. Therefore, a Java program
ImageComparator was written.13,14 ImageComparator reads
a CSV le with the image location in the rst column and the
respective SMILES15–17 output in the second column to generate
a tabular view of input images and predicted structures. These
table rows can be inspected and given a score that can be stored
for later control, see Fig. 4.
Results

Scoring results for the different predictions from the curators
were checked for discrepancies and jointly corrected to achieve
a commonly accepted result. Although it would be possible to
introduce a graded scoring, for example by using a Tanimoto
similarity score between the predicted and the correct chemical
structure, we have preferred to use a simple metric which only
accepts 100% correct predictions for the reasons outlined above.

Thus, Table 2 contains the scoring results of 400 single
structure images. These 400 images were randomly selected
from bucket A.

Whilst a true positive (TP) score was given for a correctly
predicted structure, a false positive (FP) was a wrongly
684 | Digital Discovery, 2024, 3, 681–693
predicted structure. A false negative (FN) hit corresponds to an
image where the soware did not predict a chemical structure.
For example, FN values are considered to be: missed predic-
tions, none/NaN, ‘hinvalidi’, ‘false’ values, and possible errors
during the run of the OCSR program. A few false negative
predictions were found in the complete set of predicted
structures of bucket A (see supplementary material). However,
in the evaluated sample set of 400 images, there were no FN,
except for SwinOCSR, which had 12 FN values. From the
numbers in Table 1, we have calculated the precision, recall,
and F-score values as shown in Fig. 5.

For images with multiple structures, the situation is clearly
less favourable. For this use case, OSRA outperformed all other
AI based programs which is understandable since they were all
trained on single structure images. For the multi structure
prediction mode, OSRA has some in-built default limitations
like the number of atoms in a single structure in such an image
needs to be greater than ve in order to be predicted, smaller
compounds are neglected. For example in US-08680111-
B2_image_702.TIF (Image S2 in the supplementary material)
we see 20 ve-membered rings and 4 six-membered heterocyclic
rings systems – from those only the 4 six-membered compounds
were predicted correctly.

For multi-structure images, we evaluated only a smaller
fraction of structure predictions due to an overall poor predic-
tion (Table 3). The precision was calculated as follows – for
example, if three structures were correctly predicted from a total
number of six predicted structures from such an image the
precision is 50%. If only ve out of 6 structures were predicted,
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 ImageComparator user interface to compare the original image with the predicted reactions (here a RxnScribe example is shown) or
multiple chemical structures below (OSRA example).

Table 2 Comparison of 6 different OCSR methods to predict single
structure images

Method TP FP FN TP + FP + FN

SwinOCSR 253 135 12 400
OSRA 256 144 0 400
MolVec 298 102 0 400
OCMR 308 92 0 400
Decimer 337 63 0 400
MolScribe 348 52 0 400
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the missing was counted as a false negative (Fig. 6). Among
tested OCSR tools OCMR and SwinOCSR programs show the
lowest metrics for multi-structure images and will not be
© 2024 The Author(s). Published by the Royal Society of Chemistry
discussed further (see the supplementary material). If better
results will be obtained for such multi structure image modal-
ities in the future, a more in depth quality assessment is
indicated.

103 randomly selected reaction images were selected that
contained 284 reactions or reaction steps in total for evaluating
the quality of predicting reactions (Fig. 7). To compare predic-
tions from OSRA, RxnScribe, and ReactionDataExtractor we
have disregarded the output of all three programs for reaction
reagents that are typically shown above or below the reaction
arrow – these are oen a mixture of text and chemical structure
images. Thus, although not qualifying the correctness of such
reagent extraction, both RxnScribe and ReactionDataExtractor
Digital Discovery, 2024, 3, 681–693 | 685
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Fig. 5 Precision, recall, and F-score of 6 different OCSR methods to
predict single structures.

Fig. 7 Precision, recall, and F-score of OSRA, RxnScribe, and Reac-
tionDataExtractor to predict reactions.

Table 3 Comparison of 20multiple structure images (OSRA, Decimer,
MolScribe) containing 146 single structures

Method TP FP FN TP + FP + FN

OSRA 66 48 32 146
Decimer 59 204 23 286
MolScribe 38 92 26 156

Table 4 Comparison of OSRA, RxnScribe, and ReactionDataExtractor
to predict reactions

Method TP FP FN TP + FP + FN

OSRA 135 75 74 284
ReactionDataExtractor 2.0 107 111 66 284
RxnScribe 219 67 6 288

Fig. 6 Precision, recall, and F-score of OSRA, Decimer, MolScribe for
predicting multiple structures (for OCMR and SwinOCSR seesupple-
mentary material).
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were found to be able to extract more reagents than OSRA could
(Table 4).

The approach to obtain TP, FP, and FN values for reactions
has been the same as for the single molecule images. It is
interesting to note that RxnScribe has predicted more than 284
686 | Digital Discovery, 2024, 3, 681–693
reactions; this seems to happen as any detected arrow is
generally predicted as a chemical reaction.

The respective quality control les for Tables S1–S3 are
found in the supplementary material.
Discussion

In general, the quality of structure predictions from images is
highly dependent on the structure and image modalities of the
selected image test set. There is no commonly accepted general
or standard set of images for such quality measurements.
Instead, we have selected a set of patent images that were of
general interest to the chemical and pharmaceutical industry.
Different test sets will produce different precision and recall
results.
Single molecules

In summary, our study showed that each of the methods has
achieved a high recall rate of close to 100%, indicating that the
methods were able to predict molecules for each or most of the
chemistry containing images of small organic molecules.
However, their precision rates varied considerably, with Mol-
Scribe achieving the highest precision at 87%, followed by
DECIMER at 84%, MolVec at 74%, and OSRA at 64%. The F-
scores also have reected these trends, with MolScribe having
the highest F-score at 93% and SwinOCSR having the lowest at
77% (see Fig. 5). These ndings highlight the strengths and
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 8 A common transition metal complex Ia from US-7001437-B2
above and MolScribe's prediction below. For MolScribe – green arrow:
isonitrile group instead of nitrile group, yellow arrow: wrongly pre-
dicted valency of 4 at the nitrogen atoms participating in a dative bond.
In contrast, OSRA is interpreting the dative bonds between the
nitrogen atoms and nickel correctly but the ionic bonds between the
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limitations of each method in accurately predicting molecules
from images.

Judging the quality of compound structure prediction is
a complex task – we agreed on the following stringent scoring
method using the following scoring principles:

� A compound structure was considered to be correct when
all atoms, their valencies, and bonds were recognized correctly.

� Abbreviations of superatoms had to be recognized
correctly.

� A variable group like R had to be translated into any heavy
atom or group * for SMILES.

� Charge of the structure had to be recognized correctly.
� Correctness of stereochemistry prediction was not

considered a scoring criterion.
Besides these overall results, we would like to stress certain

other qualitative image modalities below that are relevant for
a successful prediction and prediction quality.

Image – rotation invariance. It is worthwhile to note that
DECIMER and MolScribe have been trained with randomly
rotated images of chemical structures – this leads to a rotation
invariant prediction of chemical structures whereas OSRA is not
rotation invariant and it makes sense to have all images also
rotated by 90° clockwise, selecting the prediction from the
images with 0° and 90° rotation with the best respective
prediction condence value.

Image – size invariance. One of the disadvantages of OSRA is
that its predictions depend on the actual size of the drawn
structures. OSRA has been developed on typical 300 dpi images
of patents, therefore the size dependency is irrelevant in our
production environment for converting patent images to
structures but needs to be kept in mind when processing other
images. Similarly, we see some chemical structure relative size
to the overall image size dependency for DECIMER, SwinOCSR,
OCMR, and MolScribe as well.

Image – hand drawn structures. Although DECIMER has
collected a training set of hand drawn structures22 it is not yet
able to predict chemical structures from such hand drawn
images with a quality that is sufficient for a production. This
result has also been found for MolScribe, SwinOCSR, OCMR,
MolVec, and OSRA which have been designed to recognize
single molecules.

Image – captions. Structures in images very oen have
captions/labels that are especially useful when they are refer-
enced in the further text or images of the document. Thus,
a chemical structure is typically referenced in reaction schemes
or tables without the need to re-draw the structure. Unfortu-
nately, none of the present methods was able to reliably
recognize and name a structure using such a corresponding
label or caption.

All methods presented have been trained with small mole-
cules that are organic small molecules. Therefore, in the
following we would like to mention further properties of small
molecules that have been captured correctly or not during
a structure prediction.

Salts. DECIMER, MolScribe, SwinOCSR, OCMR, MolVec, and
OSRA are all able to recognize salt forms.
© 2024 The Author(s). Published by the Royal Society of Chemistry
Stereochemistry. With the exception of MolVec, all methods
(DECIMER, MolScribe, SwinOCSR, OCMR, and OSRA) were able
to correctly recognize cis–trans and tetrahedral stereochemistry,
other forms of stereochemistry are not recognized – for example
octahedral stereochemistry of metal complexes, axial or helical
stereoisomers.

Dative bonds. Transition metal complexes typically contain
coordinative (dative) bonds. Many industrial organic chemistry
synthesis procedures rely on transition metal complexes as
catalysts and consequently there are alsomany patents claiming
their structure and uses.

The current data model of SMILES does not implement dative
bonds – with the exception of the newest RDKit24 using a non-
standard “/” arrow to designate dative bonds. Since MolScribe
and OSRA are able to create MOL les as predictions, it would be
possible to set a bond type to a dative bond in the output MOL
les. Unfortunately, none of the evaluated OCSR tools were able to
recognize those metal complexes and their coordinative bonds at
a satisfactory level. To a certain degree, OSRA could extract dative
bonds – OSRA version 2.1.5 has been developed aiming at
generating MOL les that contain such bond types. When ana-
lysing such images of coordination complexes with MolScribe,
conventional single bonds between the metal and the donor
nitrogen atoms were predicted, increasing the charge for the
nitrogen atom to +1 with its dative bond (see Fig. 8). In the SDF le
prediction using OSRA four dative bonds were predicted, it
remained unclear why nickel got a charge of +1. Also, with the
same image a frequently occurring error of MolScribe was
observed – converting nitriles to isonitriles which can be attrib-
uted to its novel logic of interpreting superatoms.

Markush structures. The variety of possible Markush struc-
ture modalities in patents is extensive and may contain partly
hand-drawn up to completely abstract representations such as
oxygens and the metal are not understood.

Digital Discovery, 2024, 3, 681–693 | 687
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Fig. 9 Two simple Markush structures.
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for peptide drug conjugates a sequence of arbitrary letters, e.g.
D–L–P. These are typically not useful inputs for a successful
structure prediction. However, more simple Markush structures
such as those containing simple R-groups can be translated by
DECIMER into an advanced, non-standard SMILES notation. As
an example, Fig. 9 shows two 122 × 110 pixel images – the le
being correctly recognized by DECIMER as C1]C(C]C(C]C1
[R3])[R1])[R2] whilst the right was incorrectly predicted as C1]
C(C]C(C]C1[Al])[R1])[Al]. MolScribe has recognized the le
Fig. 10 Prediction of large cyclic peptides.

688 | Digital Discovery, 2024, 3, 681–693
correctly as [1*]c1cc([2*])cc([3*])c1 but fails also with the right
hand structure, predicting *c1cc(*)cc([1*])c. OSRA delivers
*c1cc(cc(*)c1)* for the le and Nc1cc(*)cc(*)c1 for the right
structure. These above labelled R-group Markush-type SMILES
are not standard SMILES but dedicated extensions in CDK and
RDKit. It is worthwhile to mention that MolScribe generates
a standard MOL le which contains standard R1, R2, and R3
denitions. More should be possible in future methods when
implementing version V3000 extended RGles (Rgroup les)
formats. Thus, in order to correctly recognize simple Markush
structures in the future it would certainly be needed to create
a larger training set of such simple Markush structures. The
development of dedicated models would open the avenue to
also automatically enumerate simple Markush structures in the
text and tables of patents.
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Oligomers. Both MolScribe and OSRA succeeded in predict-
ing some cyclic peptides correctly, even when present as multi-
structure images as shown in the image WO-2021090855-
A1_image_1925.tif (S3 in the supplementary material). As
OSRA is not rotation invariant, it was useful to rotate these
images clockwise by 90° to obtain correct predictions by OSRA.
When clipping one structure of the four, and processing this
resulting cyclic peptide image, DECIMER does not recognize
this molecule as a single structure but dissects it into 2 inde-
pendent partial structures (Fig. 10, from supplementary image
S4), while OSRA andMolScribe both predict this highly complex
structure, including its stereochemistry, in a correct way.

This structure has a molecular weight of 1416.18 Dalton,
which means that also larger small molecules can be predicted
well using MolScribe and OSRA. Both programs produce MOL
le output formats with 3D coordinates that try to mimic the
original image – a useful feature that allows a faster comparison
of prediction results. However, when doubling the size of the
molecule by creating a 2830.34 Dalton large dimer of the shown
cyclic peptide (see supplementary material, Image S5), Mol-
Scribe throws an error while OSRA still predicts the respective
structure well. MolScribe is resizing the image to 384 × 384
resolution for both training and inference, we suspect that this
will reduce the needed information to a degree that large
molecules will not be predicted correctly as a consequence.

Polymers. None of the methods reported here were able to
predict polymeric structures from their representations in
images. Thus, polymeric structures can be described and con-
verted to an image containing the repeating groups in paren-
theses by a special version of MOL les, the RG les.20 So far,
none of the current OCSR methods were able to predict such
polymers from images.

In many cases however, the 2D structure of sugars, peptides,
proteins, or oligonucleotides is described by letter codes for
sugars, amino acids, or nucleotides and not with full structure
image representations. Thus, in US patent documents we nd
special sequence les in complex work units (CWU) les. For
example, RGD stands for the tripeptide H-Arg-Gly-Asp-OH or
arginylglycylaspartic acid. However, none of the present OCSR
tools were able to recognize such chemistry from images that
contain such sequence codes. Instead, rule based systems
together with optical character recognition are currently
enabling the extraction of such polymeric structures from text
but are outside the scope of this work.
Multiple molecules

All OCSR programs had difficulties achieving good results when
predicting structures frommulti structure containing images as
evidenced by Table 2. This is not surprising as both DECIMER
and MolScribe have been trained on images containing only
single molecules.

One question is how one should treat multiple molecular
structures in one image – is it a substance where the image
describes the composition of a substance or are the structures
to be recognized as separate molecules? For example, MolScribe
generates dot separated SMILES if it nds multiple compounds
© 2024 The Author(s). Published by the Royal Society of Chemistry
in an image. This is problematic as dot separation of chemical
entities in SMILES typically represents different parts of
a compound mixture if not connected via linking atom labels.
Such mixtures are typical salt forms containing the cation and
the anion separately.

Also, looking at the resulting SMILES from MolScribe, it had
generated some obviously wrong or meaningless or halluci-
nated results like SMILES that consist of a series of asterisks,
e.g. from EP-1678168-B1_212.tif *$*$*$*$*$* as a series of 6
asterisks. Cumulative asterisks were generated from EP-
1678168-B1_423.tif with an output of:

**$*O$[H]C(]NO)C1]C(SC)N]C(N)N]C1NCC(]O)

NC1]CC]CC(C(F)(F)F)]C1

When trying to convert predicted SMILES into InChI or
InChI keys,23 further problematic asterisk situations are
discovered, for example atoms containing [*H], [Cn] or [*+].
Therefore, it seems advisable to include some sanity checks
when using predicted chemical structures, ltering out invalid
SMILES and chemical structures with hypervalent atoms or
wrong isotopes. At the current stage of OCSR development, this
task is le to the user of such tools.

Also, a simple conclusion is that retraining of structure
predictions from multiple structures on an image is denitely
needed. This is a rather unfortunate nding, as in patents multi
structure images are found quite oen. So far the best available
method for this modality remains OSRA, provided we also have
applied the error lters described above.
Reactions

Three methods were available to predict reactions from images:
OSRA, RxnScribe, and ReactionDataExtractor 2.0. It is generally
accepted that judging the quality of reaction prediction is
a complex task – we have agreed and applied a simple, less
stringent scoring method using the following principles:

� A compound structure was considered to be correct when
applying the rules for recognizing single structures as
mentioned above.

� The reaction always needs to have at least one correct
starting material and one correct product.

� The starting material(s) and the product(s) need to picture
the main features/reacting atoms of the reaction.

� Reaction conditions are not required for correctness and
were omitted in the evaluation.

� When small but wrong hallucinated single atoms were
predicted as reactants or products, for example, C as a single
carbon atom or Y like a yttrium atom, the reaction was still
assumed to be correct provided larger reactants and products
were present and the other criteria were met. Our reasoning for
this rule was that one could potentially remove those single
atoms in a post-prediction step with a rule based approach.

� If a reagent from reaction conditions (placed over the
reaction arrow) was recognized as a reactant, the reaction was
still considered as correct.
Digital Discovery, 2024, 3, 681–693 | 689
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Fig. 11 A wrongly drawn reaction direction in an example from US-8680111-B1 patent.
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� Stoichiometry was not considered to be a required
criterion.

� The recognition of complete multi step synthesis schemes
is not required.

The following explicit exclusion criteria were applied and
corresponding reaction predictions were assigned a score of 0:

� No reactants and/or products are recognized.
� A formally incorrect SMILES was created.
� Product is recognized as a reactant and vice versa.
� When in a multistep reaction a reactant or product from

a different reaction step was used as a reactant or product in
a given reaction step.

It was interesting to see that sometimes the depicted reac-
tions input was wrong – as per an error of the chemist drawing
the reaction arrow in the wrong direction – but the RSMI
extraction of this incorrect content was still formally correct. For
example, in image US-08680111-B2_765 (Fig. 11) – the direction
of the reaction in the image is wrong. Also, the last reaction in
this patent image is erroneous but the extracted reaction is
correct and was therefore given a score of 1.

Sometimes the reaction itself is wrong, Image S6 in the
supplementary material gives an example where a Boc-protected
amine was directly converted into a methyl-amino group using
hydrochloric acid. However, as the formal reaction prediction
was correct, the score was given as 1.

Compared to RxnScribe and OSRA, ReactionDataExtractor
2.0 had sometimes problems with correctly identifying the
product and reactant role of compounds in a reaction – most
likely since the arrow detection and image segmentation were
not as good.

Similar to MolScribe, a frequently observed error in
RxnScribe included a nitrile that was misrecognized as an iso-
nitrile. In other cases, RxnScribe added some erroneous inert
reactants, e.g. like ethane, whilst the main starting material and
product were correctly recognized – in these cases we never-
theless considered this reaction as correct. The same forgiving
procedure was used when in the image a polymeric resin
holding a reagent/reactant was represented by a circle which
was translated by RxnScibe as a methyl group.

A separate problem was the correct translation of supera-
toms to chemical structures. For example, “Tr” was not recog-
nized as a trityl group, such as found in US-08680111-
B2_894.TIF (Image S7). OSRA has the convenient option to
690 | Digital Discovery, 2024, 3, 681–693
dene the structure of those superatoms in a separate le that is
used during prediction whereas AI methods did not allow for
such a feature.
Classifying images

Our current pipeline of predicting structures from images uses
OSRA version 2.1.5. Assuming a hypothetical 1 : 1 : 1 mixture of
single structure, multi structure and reaction images and with
the found OSRA precision values for these three modalities we
would end up with an average score of F1 = (78 + 62 + 64)/3 ×

100% = 68% score. Using a hypothetical hybrid system with
MolScribe for single images, OSRA for multi structure images
and RxnScribe for reactions would yield a better overall F1 = (93
+ 62 + 86)/3 × 100% = 80% score. To achieve this goal, we need
to pre-process the images by a classier that is able to distin-
guish between these 3 different image modalities. Also, classi-
fying whether or not the image does or does not contain any
chemistry can avoid processing time and costs. Therefore, we
have developed a Chemical Image Classier (ChemIC) that
classies any image into one of those 4 categories.

We used a pre-trained convolutional neural network (CNN)
ResNet-50 model together with PyTorch.25 The dataset used for
generating the image classier consists of 16 000 images that
were collected from different sources:

(1) Chemical data images extracted from EP, US, and WO
patents by OntoChem.

(2) Images from theMolScribe datasets2 https://pubs.acs.org/
doi/10.1021/acs.jcim.2c01480.

(3) DECIMER-hand-drawn molecule images dataset.22

(4) Images from the Rxnscribe training set.3

(5) Formulae images from the im2latex-100k dataset.26

The dataset for training the chemical image classier
consists of two directories. The “classied” directory contains
manually labeled images. These images are divided into four
distinct categories, with each category including 4000 images:

� One_molecule.
� Several_molecules.
� Reactions.
� Other.
In the “for_model” folder, we have collected the images for

training, validation, and test steps by using train_test_split
helper function from scikit-learn library:27
© 2024 The Author(s). Published by the Royal Society of Chemistry
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� Training_set: 12 804 images.
� Test_set: 1604 images.
� Validation_set: 1604 images.
The model was trained on a high-performance machine with

40 Intel(R) Xeon(R) Gold 6226 CPUs, taking 6 hours to complete.
Training was initially set to 100 epochs, each involving dataset
processing and loss computation. As epochs progressed, loss
decreased, indicating improved performance. Validation accu-
racy ranged from approximately 98.88% to 99.25%. Early stop-
ping at epoch 26 prevented overtting due to no improvement
in validation accuracy. Upon completion of training, the model
is evaluated on a separate test set, which the model has not
seen. The metrics were calculated by averaging over the classes,
weighted by the number of samples in each class. It achieves an
Fig. 12 Borderline classification cases. (a) Original image US0731469
prediction.

Fig. 13 Segmentation of US-20220048929-A1_image_1674.TIF.

© 2024 The Author(s). Published by the Royal Society of Chemistry
impressive accuracy of 99.62% (see supplementary material for
more information).

The expected overall performance improvement of 80%
using a ChemIC classier enabled hybrid system including
OSRA, MolScribe and RxnScribe on a mixed dataset was not
checked within the scope of this work but may be published
later.

The performance of the image classier might be further
enhanced by expanding the dataset, and varying the architec-
ture of the models and hyperparameters. Moreover, there are an
extensive number of images where molecules are borderline
cases – in most of these cases the model can classify the content
on such images as one molecule/substance (Fig. 12). If these
images are being sent to MolScribe or DECIMER, they both will
recognize molecules and predict SMILES. Note, that in the
1-20080101-C00001.png. (b) MolScribe's prediction; (c) DECIMER's

Digital Discovery, 2024, 3, 681–693 | 691
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example shown below DECIMER managed to predict correct
SMILES, whilst MolScribe seems to be inaccurate due to the
close location of the molecules on original images.

Files with the python code to perform model training and
evaluation process as well as les to start using ask web service
with trained model for classication images could be found in
the folder ImageClassier from the supplementary material
(ref. 14) – detailed instructions are given in the included
manual.

An alternative method to processing multi structure image
les would be to segment those images into single structure
images and subsequently apply OCSR on those segmented
images. However, when processing large numbers of images
from patent documents automatically one does not know a pri-
ori which image shall be regarded as multi structure image. In
contrast, the US Patent office complex work (CWU) units
contain manually created ChemDraw les that also contain
multiple structures as provided by the patent applicant. Simi-
larly, other patent offices clip chemical structures from the
patent image les, but these clipped images also include multi
structure images. Thus, it is not clear why these structures were
not clipped or segmented – for example, segmenting compound
images from mixture or complex salt forms would lead to
a misinterpreted chemistry information.

Nevertheless, applying ChemIC on all images allows us to
identify multi structure images that could be submitted to
image segmentation and subsequent single image processing –

with the caveat from above that we may generate more
unwanted overtly granular information.

To demonstrate this, we have applied the DECIMER seg-
menter28 as an example segmentation method to the multi
structure images used in Table 3 above. One problem of this
segmentation method is shown in Fig. 13, where some of the
atom labels at the border of the segmented images were lost
during segmentation.

Applying this segmentation method using the expand option
set true to the 20 images from Table 3 together with the best
performingMolScribe and DECIMER OCSR on the resulting 146
images lead to 120 correctly recognized structures for MolScribe
and 101 for DECIMER, corresponding to precision of 82% (F1-
score 90%) and 69% (F1-score 82%), respectively. Using the
expand option set false we have got only 83 correctly recognized
structures for MolScribe and 100 for DECIMER, corresponding
to a precision of 57% (F1-score 72%) and 68% (F1-score 81%),
respectively. Thus, the combination of expanded segmentation
and MolScribe yielded better results than using OSRA on multi
structure images, making it a good approach in a ChemIC
driven modular OCSR pipeline.

Conclusions

This article compares image to structure prediction methods to
aid decisions which algorithm is best to use for which image
modality. MolScribe and RxnScribe were found to be superior to
OSRA when extracting single structure and reaction informa-
tion from images. For single, small organic molecule structures
Decimer and MolScribe gave similar but better results than
692 | Digital Discovery, 2024, 3, 681–693
OSRA or MolVec. OSRA performed better on images of large
molecules, transition metal complexes and images with
multiple compound structures. As a result, we constructed
a chemical image classier (ChemIC) to classify images for
different chemical modalities and funnel the image into the
most appropriate image-2-structure method. Multi structure
image segmentation followed by single structure OCSR turned
out to be an interesting alternative to direct multi structure
OCSR.

However, some more immediate improvements of AI
methods appear to be meaningful in the near future – for
example improved resizing of images to allow for predictions of
larger molecules as well as using training sets with multiple
chemical structures. Although signicant improvements could
already be achieved with the novel AI based OCSR methods in
a short time period, some serious problems are waiting to be
solved by new approaches in the future. In most cases we are
attributing those deciencies to the limitations of the selected
image learning sets that are missing for example label or
caption resolution, images with multiple structure, more
complex chemistries like oligomers, polymers and metal
organic molecules. Thus, when separate OCSR models are
trained for those modalities the chemical classier idea as
above could be implemented to integrate those different
machine learning modules. Alternatively, a joint model with all
these modalities could be considered.

In addition, we believe that any forthcoming new OCSR
method should include a V2000 or V3000 RGles20 as an output
– enabling the prediction of more complex Markush and poly-
meric structures using a commonly accepted standard chem-
istry structure format instead of creating non-standard smiles.
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