
Digital
Discovery

PERSPECTIVE

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 2

1 
D

ec
em

be
r 

20
23

. D
ow

nl
oa

de
d 

on
 7

/1
9/

20
25

 1
2:

20
:3

4 
PM

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online
View Journal  | View Issue
Event-driven dat
aModelyst LLC, Palo Alto, CA 94306, USA. E

statt@modelyst.io
bDivision of Engineering and Applied Scie

Pasadena, CA 91125, USA. E-mail: gregoire@
cLiquid Sunlight Alliance, California Institute
dToyota Research Institute, Los Altos, CA 94

Cite this: Digital Discovery, 2024, 3,
238

Received 9th November 2023
Accepted 20th December 2023

DOI: 10.1039/d3dd00220a

rsc.li/digitaldiscovery

238 | Digital Discovery, 2024, 3, 238
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The materials research community is increasingly using automation and artificial intelligence (AI) to

accelerate research and development. A materials acceleration platform (MAP) typically encompasses

several experimental techniques or instruments to establish a synthesis-characterization-evaluation

workflow. With the advancement of workflow orchestration software and AI experiment design, the

scope and complexity of MAPs are increasing, however each MAP typically operates as a standalone

entity with dedicated experiment, compute, and database resources. The data from each MAP is thus

siloed until subsequent efforts to integrate data into complex schema such as knowledge graphs. To

lower the latency of data integration and establish an extensible community of MAPs, we must expand

our automation efforts to include data handling that is decoupled from the resources of each MAP.

Event-driven pipelines are well established in the computational community for building decoupled data

processing systems. Such pipelines can be difficult to implement de novo due to their distributed nature

and complex error handling. Fortunately, the broader computational science community has established

a suite of cloud services that are well suited for this task. By leveraging cloud computing resources to

establish event-driven data management, the MAP community can better realize the ideals of

extensibility and interoperability in materials chemistry research.
1 Introduction

Materials Acceleration Platforms (MAPs) comprise the integra-
tion of automation and computation in experimental workows
to accelerate the discovery of materials as well as the underlying
scientic knowledge.1,2 Critical analysis within the MAP
community has led to the identication of a portfolio of
remaining challenges,3–5 which can be broadly explained as
furthering the extensibility and interoperability of MAPs as well
as establishing universal data management protocols. Mean-
while, the successes of individual autonomous and self-driving
laboratories has inspired and claried the vision of global,
interconnected MAPs.6–9 This vision may realize a million-fold
increase in knowledge generation by accelerating scientic
learning cycles from the traditional year-long cadence set by
publications and conferences to sub-1 minute learning cycles
via deep integration of articial intelligence (AI). At a scientic
level, realizing this vision requires development of AI that
-mail: brian.rohr@modelyst.io; michael.
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–242
comprehends and reasons about scientic data so that the
automated learning cycles better emulate those of human
scientists.2,10–12 At a practical level, the greatest obstacle is the
development of extensible and scalable management of MAPs
and the data they produce. Recent progress in the design of
ontologies13,14 and their integration with complex data schema
such as knowledge graphs,14–18 provide a vision for the encoding
of knowledge from a community of MAPs. For example,
MatKG17 represents the knowledge from published abstracts
and gure captions as relationships (edges) among materials
properties, descriptors, applications, etc. (nodes).17 Such
approaches provide new opportunities for human and machine
learning from diverse data. The machinery for real-time inter-
action among MAPs and databases is relatively underdeveloped
in the materials chemistry community.

While the present discussion focuses on data management
for MAPs, these challenges of constructing data pipelines
mirror the broader challenges in management of materials and
chemistry experiment data. Beyond the throughput of data
generation, the experimental methods themselves are
constantly evolving, requiring the data pipelines to be equally
dynamic. The experimental data are produced by a wide variety
of data acquisition soware and instruments, which may be
located across multiple labs. Metadata may be within the scope
of the soware or may be exclusively known by human
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 An event-driven data management system is built upon
a central event bus, to which event producers such as lab instruments
submit data and metadata packaged as events. Consumers of the
events include any number of databases and visualizers. Analysis can
be automatically triggered per rules pertaining to the type and details
of the events, consuming select events and producing new events
containing the analysis results. Active learning algorithms are
a particular type of aggregate analysis that additionally produce
experiment designs, thereby closing the experiment–data manage-
ment–analysis loop. The event bus has an integrated event store,
a ledger of experiment and computation events that can be replayed
as consumers are upgraded.
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researchers, requiring manual data entry and linking to the
primary data. The workows and associated data management
requirements are oen unique to a lab, and consequently the
researchers typically construct bespoke data management
pipelines, which dilutes effort toward their primary domain of
expertise. These challenges are exacerbated by the standard
researcher turnover in academic groups and have ultimately
resulted in a lack of community-wide data pipeline infrastruc-
ture. Improved data engineering methodologies are needed to
handle these problems and make scientic data pipelines more
exible, transparent, maintainable, and interoperable.

A key strategy to depart from the status quo is to decouple
data management from the resources of experiment execution.
The scope of automation within an instantiation of a MAP is at
the level of a workow, which includes all physical and
computational resources to design and execute a series of
experiment processes, typically spanning synthesis, character-
ization, and performance evaluation.19–21 Traditionally, a MAP
has a dedicated database that may serve as the source data for
AI-based experiment design as well as the destination of data
produced by the experimental and/or computational workow.
The deep integration of data handling and workow orches-
tration is the most straightforward way of creating a fast
learning loop within a single workow, but implementing fast
learning cycles across interconnected MAPs requires data to be
managed by an independent arbiter that is robust to the
continual addition and removal of operational MAPs. Cloud-
based workow orchestration has been demonstrated,22,23 and
extending the use of cloud services to include event-driven
pipelines will enable the next generation of data management.

We have recently presented an event-based schema for data
management,24 a schema for the resting state of data, for which
a knowledge graph is a complementary schema.18 While event-
driven pipelines and schema are natural partners, the pipeline
can interface with any number of databases and a variety of
schema.25 On the data generation side, the HELAO-async work-
ow orchestration soware19 and the Globus platform23 explicitly
represent workow execution as a series of events, which also
facilitates interfacing with event-driven data management. We
assert that any computational or experimental workow is
naturally represented as a sequence of events, where each event
comprises the set of actions and settings that produce a new
piece of data. To help introduce the concepts and tools for
implementing event-driven pipelines in materials chemistry, we
herein summarize challenges, opportunities, and tools estab-
lished in the broader eld of computational science.26–29
2 Event-driven pipelines: advantages
and key concepts

Fig. 1 illustrates an event-driven system for management of
materials and chemistry data, where any synthesis, character-
ization, performance evaluation, etc. experiment constitutes an
“event”. Events also include raw data being recorded by an
instrument, a human entering metadata, or data analysis being
performed. While the data ow in Fig. 1 is well suited for
© 2024 The Author(s). Published by the Royal Society of Chemistry
coupling to automated experiments, manually-performed
experiments or analyses may also generate events, for example
through a web form where manual data entry comprises an
event producer whose published events enter the event bus
alongside automatically-published events. Workows that
currently employ a laboratory information management system
(LIMS) may seek to incorporate the LIMS into an event-based
pipeline. Provided that the LIMS has an application program-
ming interface (API) for accessing data, this API could be
congured to send events to the event bus. Regular polling of
the API may be necessary to detect new data, potentially causing
delays in the system. Additionally, developing soware to
monitor for new data would create an obstacle in integrating
data streams into a unied system. Therefore, it is advanta-
geous to host user interfaces for data input on infrastructure
that can directly interact with the event bus.

Fig. 1 illustrates that events from any number of (manual or
automated) producers are recorded, alongside their source and
the time that they occurred, in a central “event bus”. Then, any
number of functions can listen to the event bus and execute code
when certain types of events occur. For example, this code could
perform analysis of raw data, make insertions into a database, or
trigger the execution of an active learning acquisition function
that ultimately triggers the execution of new experiments.

The centralization of the event bus in lab operations has
a variety of benets. It offers lab-wide transparency of the
Digital Discovery, 2024, 3, 238–242 | 239
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Table 1 Examples of cloud services that collectively enable an event-
driven approach to data management. For each type of service, the
offerings from Amazon Web Services (AWS), Google Cloud Platform
(GCP), and Microsoft Azure are listed

Service AWS GCP Azure

Executing functions Lambda Cloud functions Azure functions
Event bus Event bridge Pub/sub Event grid
Queues SQS Cloud tasks Queue storage
Logging Cloud watch Cloud logging Monitor
Permissions IAM IAM Azure AD/RBAC
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experiment and computation events being executed. Since events
can trigger execution of analysis functions, incorporating real-
time data processing is straightforward, where completion of
any analysis is modelled as a new event. Real-time data pro-
cessing is critical to a future-proof data management system as
researchers increasingly use AI-based decision-making in the lab.

An event-driven data pipeline allows downstream consumers
to use events without needing to understand how they were
produced. For example, if one researcher has an idea for a new
way to analyze a stream of raw data being captured in the lab,
they can implement a listener that runs the analysis without
needing to interact with the data acquisition code or resources
of the event producer. This independence bolsters the inter-
operability and maintainability of the system. If the researcher
nds a bug in their analysis code or changes their database
schema, they can use the event system to replay the historical
event stream against the new code.

The event replay capability also eliminates the need for
writing a translator to upgrade data to a new or additional
database. The same code that ingests new data can also ingest
legacy data by replaying the event stream. Legacy data and new
data can even be sent to separate consumers based upon
version identiers within the event, enabling specicity in the
responsibility of each consumer by reducing the scope of data
any given consumer needs to consider. When there are multiple
types of instruments, especially commercial instruments with
different native data formats, the translation layer that unies
the data format for database ingestion and analysis can be
developed asynchronously from the instrument control so-
ware. The event replay functionality thus enables new instru-
ments (data producers) to be brought online without waiting for
full development of the data consumers. Perhaps most foun-
dationally, the event store serves as a ledger of what occurred in
the lab, establishing a ground truth that is the cornerstone of
traceability and reproducibility efforts.
3 Cloud computing solutions to
challenges in implementing event-
driven pipelines

Although event-based systems are very powerful, they can be
difficult to implement from scratch. Regarding data security,
creating an event bus that only certain users can interact with
means that an identity management and permissions system
needs to be in place. Per the design principle of unifying data
management over many experiment workows, an event-driven
system uses distributed computing to aggregate events from
many producers, requiring the event bus to robustly handle
concurrent requests, which is not trivial to implement.
Furthermore, error handling and debugging become increas-
ingly difficult as more decoupled systems are chained together,
motivating incorporation of robust logging systems. Altogether,
it would take an experienced team of programmers a signicant
amount of time to implement such a system from scratch.

Cloud computing addresses the majority of the challenges
with implementing such systems. As detailed in Table 1,
240 | Digital Discovery, 2024, 3, 238–242
modern cloud service providers offer an event system, identity
management, web security features, permissions system,
compute platform to run custom code, managed database
services, and robust logging systems. These services may be
deployed to bring various aspects of lab automation into the
cloud,22,23,30 and we believe that event-based data management
comprises the most universally useful implementation of cloud
computing for MAPs.

While we recognize that learning to use these tools creates an
activation barrier to widespread adoption of event-driven data
management, we believe that this barrier is less signicant than
that faced by the ongoing transformation of experimental
science via custom programming of automated workows.
Among materials and chemistry experimentalists, program-
ming skills went from a rarity to an expectation in a matter of
years. A similar evolution of skill set will occur as the value of
cloud computing is increasingly recognized.

Cloud-based event-driven pipelines streamline complexity by
using conguration les that are easily shared, in stark contrast
to the extensive and intricate codebases typical of traditional git
repositories. As the community establishes and shares per-
formant congurations, the modular and intuitive nature of
event-driven data management via cloud services will foster
widespread deployment. In this manner, the general cloud
computing tools summarized in Fig. 1 will be implemented into
broadly-applicable materials chemistry data management
systems within the next 1–2 years.

4 Conclusion

Materials and chemistry research inherently presents challenges
for realizing exible, maintainable, interoperable, and trans-
parent data pipelines. The decoupled nature of event-based
systems helps address these key challenges. Although event-
based systems were once very difficult to implement, cloud
computing has greatly reduced the barrier to using them, and it is
now realistic for materials and chemistry data pipelines to take
advantage of event-based architectures. The event-replay feature
of the event bus enables experimental platforms to continue
generating event-managed data while the community renes the
ontologies and schema that enable global integration of mate-
rials chemistry data. To enhance data consistency and foster
collaboration, it is crucial for the community to embrace stan-
dardized formats and bolster data standardization efforts, which
pave the way for a streamlined integration across MAPs.31,32
© 2024 The Author(s). Published by the Royal Society of Chemistry
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C. W. Coley, Y. Bengio and M. Zitnik, Nature, 2023, 620,
47–60.

13 J. Morbach, A. Yang and W. Marquardt, Eng. Appl. Artif.
Intell., 2007, 20, 147–161.

14 M. Kra, J. Bai, S. Mosbach, C. Taylor, D. Karan, K. F. Lee,
S. Rihm, J. Akroyd and A. Lapkin, Research Square, 2023,
DOI: 10.21203/rs.3.rs-3141873/v1.

15 R. Choudhury, M. Aykol, S. Gratzl, J. Montoya and
J. Hummelshøj, J. Open Source Sow., 2020, 5, 2105.

16 K. S. Aggour, A. Detor, A. Gabaldon, V. Mulwad, A. Moitra,
P. Cuddihy and V. S. Kumar, Integr. Mater. Manuf. Innov.,
2022, 11, 467–478.

17 V. Venugopal, S. Pai and E. Olivetti, arXiv, 2022, preprint,
arXiv:2210.17340, DOI: 10.48550/arXiv.2210.17340.

18 M. J. Statt, B. A. Rohr, D. Guevarra, S. K. Suram, T. E. Morrell
and J. M. Gregoire, Sci. Data, 2023, 10, 184.

19 D. Guevarra, K. Kan, Y. Lai, R. J. R. Jones, L. Zhou,
P. Donnelly, M. Richter, H. S. Stein and J. M. Gregoire,
Digital Discovery, 2023, 2, 1806–1812.

20 T. Konstantinova, P. M. Maffettone, B. Ravel, S. I. Campbell,
A. M. Barbour and D. Olds, Digital Discovery, 2022, 1, 413–
426.

21 M. Sim, M. Ghazi Vakili, F. Strieth-Kalthoff, H. Hao,
R. Hickman, S. Miret, S. Pablo-Garćıa and A. Aspuru-Guzik,
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