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Not as simple as we thought: a rigorous
examination of data aggregation in materials
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Recent Machine Learning (ML) developments have opened new perspectives on accelerating the discovery

of new materials. However, in the field of materials informatics, the performance of ML estimators is heavily
limited by the nature of the available training datasets, which are often severely restricted and unbalanced.
Among practitioners, it is usually taken for granted that more data corresponds to better performance. Here,

we investigate whether different ML models for property predictions benefit from the aggregation of large

databases into smaller repositories. To do this, we probe three different aggregation strategies prioritizing

training size, element diversity, and composition diversity. For classic ML models, our results consistently

show a reduction in performance under all the considered strategies. Deep Learning models show more

robustness, but most changes are not significant. Furthermore, to assess whether this is a consequence

of a distribution mismatch between datasets, we simulate the data acquisition process of a single dataset

Received 14th October 2023
Accepted 22nd December 2023

and compare a random selection with prioritizing chemical diversity. We observe that prioritizing

composition diversity generally leads to a slower convergence toward better accuracy. Overall, our
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1 Introduction

In recent years, following the increased availability of compu-
tational material databases,' Machine Learning (ML) and data-
driven approaches have opened new frontiers for accelerating
materials discovery. These aim at overcoming the limitations
imposed by the expensive physical simulations adopted in
density functional theory (DFT), which allow only for a narrow
exploration of the chemical space. Furthermore, DFT suffers
from systematic errors due to numerical approximations
occurring in any solver.* Besides the computational advantages,
ML models can also discover novel patterns that are otherwise
hard to identify by only leveraging traditional chemical knowl-
edge.>® While, on the one hand, such approaches have shown
remarkable success,” it is important to acknowledge their
limitations and potential downsides. One significant challenge
is the difficulty in assessing the quality of performance outside
the distribution of training data. As it happens, ML models can
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results suggest caution when merging different data sources and discourage a biased acquisition of
novel chemistries when building a training dataset.

learn patterns that are too specific to the training data and fail
to extrapolate to unseen data (overfitting).

Furthermore, these approaches are highly dependent on the
size of the training dataset, and a shortage of data can result in
models that have limited capabilities and make inaccurate
predictions. Experimental datasets of specific chemical prop-
erties, such as thermoelectric properties,'>** are often unbal-
anced and rare throughout the literature. This is a consequence
of the popular material repositories predominantly relying on
DFT calculations,*>* which tend to provide a constrained
selection of chemical attributes. This hampers the ability to
effectively target specific material classes. Different approaches
have been adopted to mitigate biases in materials data. For
example, LOCO-CV** has been proposed as a modification of the
standard KFold evaluation strategy to measure the extrapola-
tion error of ML models on unseen chemical clusters. Moreover,
an entropy-based metric has been recently proposed to mitigate
the imbalance of a crystal structures dataset by improving the
diversity of underrepresented crystal systems."®

On a general level, three main strands are usually considered
to improve the predictive accuracy of ML models:

e Better model: in a model-centric approach, the primary
emphasis is on creating better algorithms to extract valuable
insights from the available data. Lately, especially in the area of
Deep Learning (DL), this is mostly done by designing novel
architectures. Here, a popular approach is to strengthen the
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algorithm by tailoring the architecture to the specific applica-
tion, usually by leveraging symmetries that exist in the data, e.g.
crystal structures;®

e Better data: in a data-centric approach, the focus is instead
on the quality of the inputs for the model. Notable examples are
the refinement of the measurement strategy and preprocessing,
e.g. data balancing or outlier filtering. Also falling under this
category are methods that leverage domain knowledge to design
better data features, more commonly known as ‘feature
engineering’.'”'®

e More data: in this branch of the data-centric approach, the
attention is shifted to increasing the number of data points.
This is generally considered to be more significant in view of
a better-performing statistical model™* and a compelling
alternative to vast domain knowledge.**

As this last point is generally taken for granted, little atten-
tion has been dedicated to it in the materials informatics
literature. Given this and the limited availability of experi-
mental data, it is natural for practitioners to consider the
aggregation of diverse data sources.” However, data aggrega-
tion in materials informatics presents unique challenges.”
Unlike many other domains, datasets of chemical properties are
often small in size, unbalanced towards common materials,
and collected under diverse experimental conditions. In this
scenario, the quantity and quality of data can easily conflict with
each other. In fact, expanding the size of the dataset with
external sources may affect the organicity of the dataset and the
overall data quality. Adding to the complexity, the substantial
diversity among material data entries, originating from the
heterogeneity within the vast chemical space, presents an
additional challenge in assessing the impact on training from
individual data points. These challenges emphasize the need
for careful consideration when aggregating different datasets in
materials informatics research.

In this work, we deepen the aggregation of different datasets
reporting chemical formulae and associated properties. In
particular, we study whether the predictive accuracy of different
ML models can benefit from the aggregation of local reposito-
ries with databases with larger availability. In order to do that,
we consider three different aggregation strategies in which we
prioritize training size, element diversity, and composition
diversity. Our main findings are summarized as follows:

e We report that classical ML methods performance undergo
a noticeable degradation subsequent to a concatenation with
popular databases. Additionally, we show that the incorporation
of data points focusing on maximizing chemical diversity also
leads to a worsening in the performance of such models.

e We establish that DL models exhibit a much higher level of
robustness. However, the majority of changes in the accuracy,
whether improvements or degradations, are not statistically
significant.

e We simulate the data acquisition process on a single
dataset by utilizing both the DiSCoVeR algorithm and a random
acquisition approach. We proceed to compare the results ob-
tained from these two methods on both a randomly generated
test set and a biased test set, which was previously constructed
using DiSCoVeR. Notably, our observations demonstrate that
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a biased acquisition strategy for new stoichiometries deterio-
rates the learning process, regardless of the test set scenario.

The rest of the paper is structured as follows. In Sec. 2, we
present the datasets and the downstream ML models that we
use to support our claims; in Sec. 3, we evaluate different
dataset aggregation strategies and discuss results; in Sec. 4, we
present the result about prioritizing chemical diversity in
progressive data acquisition; Sec. 5 concludes the paper with
the final remarks.

2 Preliminaries
2.1 Datasets

In our experimental setting, we consider eight different datasets
for eight different chemical properties:

e Electrical resistivity, electrical conductivity and Seebeck
coefficient from the MRL dataset;*

e Thermal conductivity from the Citrine platform;>*

e Band gap from ref. 25;

e DFT calculated bulk modulus and shear modulus from
AFLOW."

For each property, the respective dataset is aggregated with
experimental data coming from the Materials Platform for Data
Science (MPDS),® retrieved by using the provided API. MPDS is
one of the largest resources currently available for material
scientists. It leverages the extensive data available in the Pauling
File,* a comprehensive database of materials information
reporting crystal structures chemical compositions and phase
diagrams, to enable efficient exploration, analysis, and
modeling of materials. For the two calculated datasets, we also
consider the aggregation with calculated data from the Mate-
rials Project (MP) database.

Several steps of preprocessing are applied to the raw data-
sets. First, we filter out values outside +15 K of the room
temperature. We adopt this choice as the temperature infor-
mation was not available for all the datasets under consider-
ation. Therefore, to prioritize property diversity and to establish
a homogeneous analysis, we have chosen a reasonable
threshold for the temperature information, whenever reported.
Furthermore, we filter out noble gases and radio-isotopes
(atomic number (A) > 93). If input duplicates are found, we
store their median. Finally, we discard all the data points
outside 3 standard deviations from the overall mean. Fig. 1
compares the distributions of the mentioned local repositories
with the corresponding dataset from which we gather the
additional data. Except for sporadic cases, we observe a general
agreement in shape between the considered pairs of datasets.
As expected, local repositories generally cover a smaller range of
values with respect to the data gathered from the archives.
Further details about sizes and value range for all datasets are
given in Table 1. With the only exception of the band gap
datasets pair, the size of the archives' data are always larger.

2.2 ML estimators

Throughout the paper, we evaluate data aggregation by
comparing the performance of different ML estimators before

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Violin plots of all pairs of datasets. Notably, archives’ data covers a wider range of the target property.

and after increasing the dataset size. These models include
baselines and state-of-the-art (SOTA) models for chemical
properties prediction given the stoichiometry, with represen-
tatives of both classical and DL approaches. In more detail, we
consider ridge regression as a simple baseline model, random
forest regression as a robust model for low-data regimes,*
Roost”” as a DL model based on graph representations and
CrabNet*® as a transformer-based approach and representative
of the SOTA. Performance is assessed through the ordinary
procedure of train-test split and on the mean absolute error
(MAE), a typical metric used for regression that quantifies the
absolute deviation between models' predictions and true cor-
responding values.

Finally, we adopt a classification task, inspired by recent
work investigating machine learning extrapolation capabilities

© 2024 The Author(s). Published by the Royal Society of Chemistry

in materials informatics.?® We first label as extraordinary those
materials associated to a chemical property value in the top
20% of the distribution. Here, the term ‘top’ is defined based
on the specific property under consideration. In some cases,
‘top’ refers to the highest values, while in other cases, ‘top’
denotes the lowest values, depending on the tail of the distri-
bution. We finally consider logistic regression as a simple binary
classifier to differentiate ordinary from extraordinary
materials.

The regularization strength for the ridge regression and
logistic regression model is optimized via Cross Validation (CV)
from a range of logarithmically spaced values between [10~%,
10%]. Finally, results are averaged across 5 iterations with
different random seeds controlling the initialization of all
stochastic components.

Digital Discovery, 2024, 3, 337-346 | 339
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Table 1 Dataset details. Datasets labeled with ‘A" are the ones that will be increased through aggregation (denoted ‘A’) with points from dataset

B
Property Units Dataset Nature Size Minimum Maximum Aggregation label
Electrical resistivity Qcm MRL Exp. 400 —5.3 (log) 2.17 (log) A
MPDS Exp. 6352 —10 (log) 7.6 (log) B
Electrical conductivity Scem™! MRL Exp. 401 —2.17 (log) 5.3 (log) A
MPDS Exp. 1489 —15 (log) 11 (log) B
Thermal conductivity Wm 'K Citrine Exp. 219 —0.70 (log) 2.37 (log) A
MPDS Exp. 878 —0.85 (log) 2.30 (log) B
Seebeck coefficient pv K ! MRL Exp. 416 —476.68 525.2 A
MPDS Exp. 2050 —640 674 B
Band gap eV Zhuo Exp. 2287 0.02 6.43 A
MPDS Exp. 918 2x107* 8 B
Bulk modulus GPa AFLOW Calc. 4822 0.66 312.94 A
MP Calc. 6221 0.73 324.70 B
MPDS Exp. 1367 2 x 1077 379.4 B
Shear modulus GPa AFLOW Calc. 4747 0.65 175.81 A
MP Calc. 6073 0 174.12 B
MPDS Exp. 358 0.36 293 B
ML models Train A TestA
@ « CrabNet
* Random Forest Formula Property Formula Property
AI2Cu 120.89 ({@i} AICo03 67.89
Liv205 78.45 Li4Ni2 45.78
Aggregation: >
. Concat Gd7Au10 37.89 Nb6Co7 34.56
« ElemConcat ;
SmB6 98.67 TICoB 25.43
« DiScOVer i o
L] L]
L] L]
Database A

!
- -
N
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Fig. 2 Data aggregation framework. For each chemical property, ML models are trained on a fraction of the available dataset (here indicated as
Train set) and on the aggregation with part of a material database. The performance of ML models is always evaluated on the same Test set, which

consists of a separate fraction of the original dataset.

3 A-B data aggregation

As our first and main experiment, we consider the aggregation
of each dataset A with data points collected from the respective
dataset B (Fig. 2). To assess the benefits of the aggregation, we
first evaluate the performance of ML estimators before inte-
grating any new data points; this will be indicated as baseline
setting. This is done, as usual, by training on a subset (80%) of
dataset A and computing prediction errors on the correspond-
ing test set (20%). For DL models, 10% of the training size is
reserved for a validation set. In the aggregation process, data
points collected from B only increase the size of the original
training set (and validation, for DL) of A. For consistency,

340 | Digital Discovery, 2024, 3, 337-346

performance is always assessed on the original test set of A. We
consider three different aggregation strategies:

3.1 Concatenation

A simple concatenation of all points from the train set of A with
the whole dataset B. Duplicated instances are removed by
taking the median across reported target properties. The
primary advantage of this strategy is that the size of the
resulting dataset is maximized. This is generally believed to
strengthen the robustness of the estimators and potentially
discover new patterns. However, a possible drawback is a satu-
ration effect which arises from the compounded presence of
redundant data points, hindering model learning and

© 2024 The Author(s). Published by the Royal Society of Chemistry
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generalization. In particular, different associated values and
experimental conditions may have the overall effect of
increasing the degree of noise in the dataset.

3.2 Element-focused concatenation

To introduce the next strategy, we consider the following
illustrative example. In Fig. 3, the mean average error (MAE) of
a Random Forest model®* is plotted against the occurrences of
the chemical elements in compositions of the training dataset
A. Two main patterns can be observed: an increase in MAE as
fewer representatives are available at the training stage, and
an increase in variance (similar patterns are also observed
with other models). As a consequence, one might expect to
improve the overall accuracy by populating chemical regions
with fewer representatives, while, at the same time, avoiding
the introduction of noise that would alter the performances on
the rest.

In order to do this, we identify the k£ = 5 elements with the
smallest prevalence in A and, for each, we collect n = 10 data
points at random containing such element from dataset B. This
addresses the weakness of previous concatenation strategy.
Although targeting specific classes of elements with a narrow
prevalence may be attractive, the presence or absence of
a certain single element is not a good proxy for the chemical
composition. In fact, this approach ignores any high-level
relationship between the involved stoichiometries.

4 Electrical conductivity

MAE
.

View Article Online

Digital Discovery

3.3 DiSCoVeR

DiSCoVeR®" algorithm is a recently proposed ensemble of
machine learning methods aimed at facilitating the identifica-
tion of chemistries lying at the intersection between novelty and
performance. In practice, DiSCoVeR can be used to provide
novelty scores of a given pool of data with respect to another
and it was recently employed to identify new chemically novel
high-temperature superconductors.*> The framework employed
by DiSCoVeR is structured as follows: first, a distance matrix
between all compositions in the dataset is computed by using
the Element Movers Distance,*® a proposed metric which takes
into account chemical similarities; subsequently, the obtained
distance matrix is used to obtain 2D UMAP embeddings of all
data points (A U B); the likelihood of each point in B is
computed with respect to the density of A, returning a quanti-
tative measure of novelty (density score). Compositions in
regions of low density are assigned with a higher novelty score.
In the original DiSCoVeR implementation, a complementary
score target score is calculated based on a specific property of
interest. Subsequently, these two scores are combined using
predetermined weighting factors to highlight materials that lie
at the intersection of novelty and performance boundaries. We
rely only on the density score to propose the 10% top candidates
of B to be merged into the training set of A. To avoid merging
a novel data block with all points similar to each other, we
iteratively alternate the merging of a small number of

i Electrical resistivity
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Fig. 3 Imbalance of MAE. For different datasets A in the baseline setting (see Sec. 3), the mean absolute error (MAE) of a Random Forest model is

plotted against the occurrences of individual elements in compositions of the training set. Error bars represent 1o over 5 different random seeds.
It can be observed how larger errors and deviations are mostly found in correspondence with low train occurrences. Similar patterns can be

observed for most other properties and models.
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candidates and an update of the novelty scores, until 10% of B is
integrated into A.

3.4 Transfer learning

Transfer learning (TL) is a learning paradigm that involves
transferring knowledge gained from a source task to a different,
but related, target task.** In general, different flavors of TL are
possible: the most commons consist of pre-training deep neural
networks on large datasets, allowing the model to learn general
patterns and features. Subsequently, pre-trained models can be
employed as a starting point for training on datasets of interest,
typically characterized by smaller sizes. As illustrated in ref. 35,
various configurations can be employed in a TL approach. One
option involves applying a deep neural network obtained from
the source task to the target task, commonly known as fine-
tuning. A slight modification of this involves randomly initial-
izing the weights of the last layer of the network, referred to as
modified fine-tuning. Alternatively, features can be extracted
from the initial layers of a pre-trained model and used as input
for a separate neural network. In the latter approach, a prefer-
ence is given to selecting features within inner layers, because
input representations deriving from outer layers have empirical
shown to be less effective, potentially lacking generalizability in
applications. TL approaches result particularly valuable in
scenarios where labeled data for the target task is limited,
expensive, or difficult to obtain. Therefore, it is natural to
consider TL in the materials informatics domain,***® where
these challenges arise naturally. To investigate the advantages
introduced by TL in the data aggregation process for the
considered datasets, we initially pre-train the DL models under
examination (Roost and CrabNet) by leveraging the information
from dataset B. Subsequently, we adopt a modified fine-tuning
approach using the train set of dataset A. This choice is moti-
vated by findings in ref. 35, where the authors show that the
adoption of modified fine-tuning leads to statistically-significant
improvements over fine-tuning for the datasets examined in
their study. Consequently, we operate a random reinitialization
of the last layer in the residual neural networks within Roost
and CrabNet, before applying the pretrained models on the
train set of dataset A.

3.5 Discussion for A-B data aggregation

Table 2 shows the average testing errors on the original test of A
obtained by training different ML estimators after different AB
aggregation strategies. A color scheme is used to guide the
interpretation.

Traditional ML. Our experiments reveal that classical ML
approaches fail to leverage the advantages offered by any of the
considered aggregation strategies. Among the strategies, the
plain Concatenation performs the worst, followed by DiSCoVeR,
and finally ElemConc. This observation suggests that the
contamination in the original dataset increases as a function of
the number of added points, irrespective of the aggregation
strategy. Our analysis suggests that, for classical machine
learning models, a smaller amount of data seems to yield better
results. This observation can be explained by the challenges
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that more traditional approaches face in handling the noise and
biases introduced when incorporating material entries from
potentially diverse experimental conditions.

DL models. Contrary to classical ML approaches, DL models
exhibit much greater stability. A possible explanation for this
phenomenon can be attributed to the choice of the loss func-
tion employed at the training stage. Notably, both Roost and
CrabNet utilize a customized variant of the L1 loss referred to as
‘robust’.>”*® The rationale behind employing this modified loss
function is the ability to capture and incorporate the inherent
noise associated with individual data points. Therefore, this
approach may facilitate a more robust and stable data aggre-
gation process. Despite that, except for sporadic cases,
improvements or degradations in accuracy are not significant.
In contrast to conventional ML methods, determining that less
data is better is not straightforward for the case of DL models.

Further investigation into the reasons behind this robust-
ness could provide valuable insights for future research.

Computed-experimental. By comparing the results obtained
for the calculated datasets (bulk modulus and shear modulus
from AFLOW), we observe that maintaining consistency
between the nature of datasets A and B led to slightly better
performance. In fact, aggregating such calculated data with the
calculated data from MP (c) leads to slightly better performance
than aggregating with experimental data from the MPDS (e).
This outcome is expected, considering the methodological
differences that contribute to the observation of the respective
data types.

Transfer learning. The experiments conducted on TL high-
light a notable flexibility of this approach within the specified
task. However, the achieved results do not exhibit substantial
differences from the other considered baselines, with the
notable exception of Seebeck coefficient in the case of CrabNet.
The lack of significant differentiation can be attributed to the
fact that TL has proven effective primarily in scenarios
involving the pretraining of ML models on large datasets of
source properties, followed by adaptation to target properties.
This context is different from the conditions presented in the
current study, where target and source property are the same.
Moreover, our study presupposes the knowledge of stoichi-
ometry alone, with a corresponding restricted pool of infor-
mation, and potentially aggregate values reported under
different experimental conditions. In light of these consider-
ations and our experimental analysis, we posit that the infor-
mation transferred from one dataset to another through
transfer learning would not be substantial. In conclusion,
different ML algorithms do not consistently benefit from any
of the proposed aggregation strategies. Most interestingly,
adding material entries targeting empty regions of the chem-
ical space does not show a clear advantage. This can be
attributed to the inherent challenges that ML models face in
effectively fitting simultaneously diverse data points within
a highly heterogeneous ambient space. In light of this
consideration, data-aggregation driven by prioritizing chem-
ical diversity cannot be considered as a good proxy for down-
stream ML models performance. Overall, our findings shed
light on the strengths and limitations of different approaches

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table2 For each model-dataset pair, the MAE is reported before (baseline) and after 3 different data aggregation strategies (Concat, ElemConc,
DiSCoVeR). For calculated datasets A, experiments are repeated using calculated (MP) and experimental (MPDS) dataset B. A green color
represents an improvement above one standard deviation with respect to the Baseline setting, yellow indicates equivalent performance (vari-
ations could simply be attributed to random fluctuations) and red denotes a worsening above one standard deviation. Overall, different

aggregation strategies fail to improve performance

Datagéts Ridge regression (regr.) Roost (regr.)
Baseline Concat ElemConc  DiSCoVeR | Baseline Concat Transfer ElemConc  DiSCoVeR
Elec. res. 0.69+0.07  1.2140.03 0.75+0.04  1.0410.06 | 0.56+0.05 0.71+0.08 0.58+0.02  0.62+0.08 0.6+0.1
Elec. cond. 0.7140.04  3.73+0.06 1.140.2 1.940.4 0.6+0.1 0.8+0.2 0.5140.06  0.60+0.05 0.8+0.1
Therm. cond. 0.2540.02  0.38+0.01  0.2840.03  0.3140.03 | 0.2140.04 0.2440.03 0.18+0.04 0.26+0.07 0.3+0.1
Seebeck 106413 12347 10317 10445 5846 66417 5647 6448 6919
Band gap 0.53+0.01 = 0.5540.00  0.53+0.01  0.53+0.01 | 0.42+0.02 0.41:0.01  0.3910.02 0.4710.06  0.40+0.03
Bulk modulus (¢) 21.1406 22.7+0.8 21.140.6 21.640.7 10.74+0.7 10.041 10.240.4 171y 11.040.7
Shear modulus (¢)  15.0+0.3 15.3+0.5 15.040.3 15.140.4 10.5+0.6 8.440.2 9.840.2 1355 10.440.2
Bulk modulus (e) 21.1406 22 {ov 21.2410.6 214405 10.7+0.7 1243 10.5+0.7 11.0+0.6 1149
Shear modulus (¢)  15.040.3 15.440.2 15.0+0.2 15.04+0.3 10.54+0.6 10.6+0.5 10.6+0.9 10.440.3 10.440.5
Datasets Random Forest (regr.) CrabNet (regr.)
Baseline Concat ElemConc  DiSCoVeR Baseline Concat Transfer ElemConc  DiSCoVeR
Elec. res. 0.6240.05 1.11+t0.06 0.7+0.1 1.04+0.06 | 0.60+0.04 0.60+0.08 0.56+0.06 0.67+0.04  0.63+0.06
Elec. cond. 0.65+0.08 3.8+0.2 1.3+0.5 1.7403 0.60+0.04 0.8+40.2 0.53+0.04 0.61+0.07 0.63+0.08
Therm. cond. 0.28+0.03  0.36+0.02 0.2510.02  0.31+0.03 | 0.20+0.03 0.19+0.03 0.1810.03 0.20+0.03  0.2010.02
Seebeck 8349 10948 83418 98415 68+10 6046 5144 6547 7247
Band gap 0.43+0.02  0.4610.02 0421002 0421001 | 0.38+0.01 0.37x0.01  0.38+0.02  0.39+0.01  0.3810.01
Bulk modulus (¢) 134, 1641 1341 144, 9.0+0.7 8.6+0.8 8.1+0.8 9.240.90 8.840.7
Shear modulus (¢)  10.310.5 10.640.4 10.240.5 10.3+0.6 8.7+0.2 7.3+0.1 7.940.2 8.8+40.3 8.7+0.5
Bulk modulus (e) 1341 15.9+40.7 1341 1343 9.0+0.7 9.8+40.7 8.9+40.7 9.140.7 9.310.7
Shear modulus (¢)  10.3+0.5 10.6+0.5 10.3+0.4 10.4+0.5 8.7+0.2 8.940.4 9.0+0.2 8.840.2 9.0+0.6
Datagats . Logistic regression (class.) .
Baseline Concat ElemConc DiSCoVeR
Elec. res. 0.8240.05 0.584.0.04 0.7940.04 0.55+0.04
Elec. cond. 0.85+0.04 0.82+0.03 0.8540.03 0.8210.04
Therm. cond. 0.91i0,00 0.86j:0_05 0.90i0_05 0.87;&0_0(5
Seebeck 0.85+0.02 0.8240.04 0.84+0.07 0.8440.05
Band gap 0.893+0.003 = 0.87+0.01  0.89+0.01 0.89+0.01
Bulk modulus (C) 0.91;{:0.01 0.90j:0.01 0.913i0_003 0.91i0,01
Shear modulus (c) 0.88+0.01 0.81+0.02 0.88+0.01 0.88+0.01
Bulk modulus (C) 0.91;{:0.01 0.91j:0.01 0'912i0.004 0-912:t0.008
Shear modulus () 0.88+0.01 0.89+0.01 0.88+0.01 0.8814+0.004

in the context of dataset aggregation and provide valuable
insights for future studies in this domain.

4 A-A data aggregation

In this section, we conduct a further experiment with the intent
of decoupling our results from the use of the archives' data
(MPDS and MP) as our resource for gathering additional data.
In fact, the use of an external database does not guarantee that
the experimental conditions in A are met in B, which can lead to
heavy distribution shifts.’” Instead, here, we simulate
a progressive data acquisition of one single dataset. This is done
by initially constricting dataset A to a random subset
comprising only 5% of the original size. Subsequently,
DiSCoVeR is used to integrate new candidates from the

© 2024 The Author(s). Published by the Royal Society of Chemistry

remaining 95%. Similarly to the previous experiment, the
novelty scores are updated as new data points are continuously
added in small batches, until the whole dataset is exhausted.
The aforementioned strategy is compared with a random
acquisition which iteratively adds random data points ignoring
any novelty constraint. We assess the outcomes of the self-
acquisition process on top of a test set created by holding out
an amount corresponding to 20% of the original dataset: in one
case such test set is created randomly; in the other case the
DiSCoVeR algorithm is utilized to construct a biased test set
with proportionate representatives of ordinary and extraordi-
nary materials, with proportions 2/3 and 1/3. The primary
objective is to evaluate whether a biased data acquisition
approach facilitated by DiSCoVeR enhances the discovery of
these new stoichiometries.
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Fig. 4 For the bulk modulus dataset, the plot tracks the MAE of CrabNet (left) and random forest (right) models under the A—A data integration
setting. As explained in the text, the experiment is repeated for a random test set (top) and for a biased one (bottom).

4.1 Discussion for A-A data aggregation

Fig. 4 shows the outcomes of the A-A aggregation process in
the case of the bulk modulus, which is representative of the
results observed across all datasets. As for the regression
model, we limit here, for brevity, our presentation to the two
SOTA for classic ML and DL methods, i.e. CrabNet (left) and
random forest (right). The figure encompasses the two exposed
test scenarios: the randomly selected test set (top) and a biased
test set created using the DisCoVer algorithm (below). Notably,
our analysis uncovers a consistent pattern across both test
configurations. Contrary to our initial expectations, in both
cases, where the tests are either random or biased, the appli-
cation of DisCoVer-guided data acquisition leads to a deceler-
ation in the model learning process with respect to a random
acquisition strategy. This observation holds true for both
CrabNet and the random forest model, though with a different
intensity. These findings underscore an intriguing phenom-
enon: the incorporation of bias, even when guided by the
DisCoVer algorithm, appears to impede the learning progress
of the models. Furthermore, this suggests that the balancing of
a dataset in terms of chemical diversity is not to be thought of
in correspondence with better ML accuracies. Consequently,
a thorough examination of the intricate interplay between data
acquisition strategies, model architecture, and test set

344 | Digital Discovery, 2024, 3, 337-346

composition is warranted with the intent of gaining deeper
insights and devising more effective approaches for model
training and evaluation in the field.

5 Conclusions

In this paper, we have investigated the aggregation of different
datasets in the field of materials informatics and its impact on
the performance of ML models for property predictions. In our
evaluation, we showed that classical ML models experienced
a reduction in performance under all considered aggregation
strategies, indicating that the aggregation of diverse datasets
can introduce noise and hinder model learning and general-
ization. DL models exhibited more robustness, but most
changes in accuracy were not statistically significant. This
suggests that while deep learning models are less affected by the
aggregation of datasets, they may not necessarily benefit
significantly from it. Furthermore, we simulated a data acqui-
sition process within a single dataset and compared a random
data acquisition approach with one guided by the DiSCoVeR
algorithm. Surprisingly, we found that prioritizing chemical
diversity through the DiSCoVeR-guided approach did not lead
to a faster convergence toward better accuracy but rather
degraded performance. In line with recent work,*® our findings
highlight the challenges and limitations of data handling in

© 2024 The Author(s). Published by the Royal Society of Chemistry
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materials informatics and emphasize the need for caution when
merging different material datasets.

Future research efforts should focus on developing more
effective approaches for dataset aggregation in materials
informatics. As an example, supervised learning algorithms
may be used to recognize and aggregate only chemical families
with a higher impact on the validation error. This would allow
a targeted integration of material entries with the goal of purely
enhancing the performance of ML models. At the same time,
this approach would not rely on prior assumptions, such as
aiming solely to improve chemical diversity, as our study
highlights that these solutions can be counterintuitive for
practical applications. Furthermore, more advanced and robust
transfer learning approaches can be designed for data-
aggregation tasks. Finally, to facilitate the integration of
diverse datasets and enhance the reproducibility and compa-
rability of research outcomes, the community should consider
revising data saving and storing standards, as well as creating
automatic ML-driven detectors for nonsense identification. By
addressing these challenges, we can enhance the quality, reli-
ability, and efficiency of data aggregation in materials infor-
matics, leading to improved ML models and accelerated
materials discovery.

Code availability

The code accompanying this work can be found at the following
link: https://github.com/fedeotto/data-aggregation-mi. Results
are made reproducible by using fixed random seeds that
control  aggregation methods and,
initializations of machine learning models.

simultaneously,

Data availability

All publicly available datasets can be found at the same address
as the code: https://github.com/fedeotto/data-aggregation-mi.
In particular, AFLOW and MP data can be used to reproduce
all aggregation results. As for the MPDS data, these are not
openly accessible, but can be accessed via the related API,
provided that a valid license has been acquired (see https://
mpds.io/developer/ for more information).
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