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cture-based prediction and
optimization tool for ligand generation on hard-to-
drug targets – combining deep reinforcement
learning with physics-based de novo drug design†

Venkata Sai Sreyas Adury and Arnab Mukherjee *

We present SPOTLIGHT, a proof-of-concept for a method capable of designing a diverse set of novel drug

molecules through a rules-based approach. Themodel constructs molecules atom-by-atom directly at the

active site of a given target protein. SPOTLIGHT does not rely on generation cycles and docking/scoring to

optimize its molecules and requires no a priori information about known ligands as the molecule

construction is purely based on classical interactions. We patch the model with deep Reinforcement

Learning (RL) using a Graph Convolution Policy Network (GCPN) to tune molecule-level properties

directly during the generation phase. Our method has shown promising results when applied to the ATP

binding pocket of the well-studied HSP90 protein. We show that our model upholds diversity while

successfully producing strong binders to the protein. Given the stochasticity at each step, we do not

expect it to reproduce known ligands exactly. However, we show how it uses significant fragments of

known ligands as substructures while also providing an alternate way for tuning between similarity and

novelty.
1 Introduction

Modern medicine has revolutionized the treatment of most
common ailments that have plagued humanity for centuries. As
our understanding of the human body grows, we tend to get
better at treating diseases. Due to the vastness of chemical
space in general1 and probably that of drug-like molecules,
many unexplored molecules could likely be suitable drug
candidates. This hope is the principle on which many de novo
drug-design methods base themselves.2,3 Given the enormous
size of the chemical space, spanning all of it is almost impos-
sible by any method. However, with the growing computational
power available every year, in silico drug design methods are an
attractive alternative to in vitro studies because of their cost-
effectiveness and efficient sampling of diverse regions of
chemical space.3,4

Recently, there have been many computational methods
with the explicit goal of producing novel drug-like molecules,
which have been demonstrated by applying them to specic
disease pathways. Most of these methods are classied as
ligand-based drug design (LBDD) or structure-based drug
design2,5 (SBDD) methods. LBDD considers some necessary
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physicochemical properties of a few known ligands and tries to
predict novel molecules while preserving these properties.

SBDD instead relies on the structure of the target receptor
and aims to design ligands that can target specic regions of the
receptor, usually with the goal of inhibition. The protein data
bank (PDB)6 has now grown to contain an extensive collection of
3D structures of proteins, many of which are found in the
human body, allowing the use of these structures for ligand
design. A common approach to SBDD is virtual screening,
where a large collection of molecules are docked to the target.4

Docking estimates the binding strength of these molecules, and
the top few are selected for further analysis. While this
approach has the benet of being able to repurpose existing
drug molecules, it is limited in its exploration of chemical space
by the set of molecules chosen when these molecules are based
on libraries containing very specic scaffolds.2,4 Even with
extremely diverse libraries, docking is computationally quite
expensive as exploring all the diversity of chemical space by
brute force is not a computationally tangible problem. De novo
drug design instead focuses on designingmolecules anew using
information about the receptor's structure as a guideline. The
goal is to obtain novel drug-like molecules with the capacity to
interact with a target protein and cause a noticeable change in
its activity at very low concentrations, usually through compet-
itive inhibition with the natural ligand.

In this article, we present a de novo SBDD method capable of
generating molecules in the hotspot (active site) of a protein or
Digital Discovery, 2024, 3, 705–718 | 705
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any other biomolecule completely from scratch by building
them one atom at a time. Many proteins in the human body are
in dire need of small-molecule drugs, which, if found, could
revolutionize medicine for specic ailments. However, by
contemporary methods, these regions have been labeled
undruggable,7 which implies that designing a ligand to bind to
the required region is unlikely to succeed owing to weak/poor
interactions or the absence of sufficiently strong or precise
interactions. These criteria are oen too restrictive to allow the
heuristic design of suitable candidates.7 There is also a growing
concern for newer scaffolds in antibiotics. Owing to the rapid
development of multi-drug resistant bacteria,8 computational
methods for de novo drug design could give us an advantage in
this constant arms race.

The goal of our approach is to “drug the undruggable” by
bringing multiple unexplored molecules into the spotlight, and
at the same time overcome drug resistance. Unlike many re-
ported methods,9–13 which are fragment-based, it is completely
atomistic. Such methods tend to explore larger regions of the
chemical space as they are not anchored down by predened
fragments.14 Our program generates molecules directly in the
protein active site by combining atoms in a conguration
favoring strong interactions with the protein. While a similar
method called LEGEND15 has been reported previously, it has
used random placement followed by rejection sampling, which
is usually less efficient than biased sampling methods. Another
important distinction is that most recent methods that opti-
mize the drug molecules do so without directly considering the
protein in the molecule generation phase.16 The molecules are
then docked to the protein. These methods rely on the accuracy
of docking, which results in failure at the screening phase for
many molecules, causing the algorithms to either be very slow
or inefficient. On the other hand, this method does not require
any searching in 3D space for scoring a ligand and is thus more
efficient.

Common algorithms that use machine learning to learn to
generate molecules (most commonly through learning the
language of some string representation of a molecule, such as
SMILES)17,18 are quick to generate but lack the specicity to the
target in the generation phase and tend to have high similarity
between generated molecules leading to many redundancies.19

Some methods have also tried to replace the docking step with
machine-learning-based screening.18 This, however, pushes the
problem of being able to train an accurate model, which
requires at least some known binders or an accurate predictor
of interactions. More recently, methods like REINVENT4 (ref.
20) have attempted to learn ideal molecules for a given target
through repeated cycles of docking, and tend to be quite specic
to the target, but even these methods are quite expensive
computationally, as in the learning phase, each molecule must
be docked, and the learning does not translate to a new target.
However, if purely molecule-level properties are of interest,
without concern for binding strength, methods like DrugEx21

are far more suitable than this method.
The present algorithm, on the other hand, is inspired by the

Congurational Bias Monte Carlo (CBMC) for conformer
generation in silico,22,23 making every step of the process more
706 | Digital Discovery, 2024, 3, 705–718
efficient. Moreover, while constructing the strong binders based
on physical interaction strength, we use a Reinforcement
Learning (RL) model to bias the generation toward making
molecules with certain desired properties such as log P (water–
octanol partition coefficient) values, synthesizability, ADMET
(adsorption–distribution–metabolism–excretion–toxicity) prop-
erties,24 etc. For each of the properties, a separate RL model
needs to be trained. In this study, we focus on the synthesiz-
ability criteria and demonstrate how binding affinity and syn-
thesizability can be parallelly optimized using our algorithm. To
our knowledge, this is the rst algorithm capable of optimizing
molecular properties using machine-learning methods while
generating the molecules atomistically and directly at the active
site. As it is based on reinforcement learning, the training does
not require an explicit training data set as the data is generated
on the y by a generative model. All we need is a scoring
function to score the molecules on our desired metric. We
believe that this method provides a new perspective on de novo
SBDD. It is a method that can help nd newmolecular scaffolds
to treat diseases where the old drugs face resistance (such as
antibiotics) or where treatments are scarce.

2 Methods and theory
2.1 Physics-based generation

SPOTLIGHT constructs molecules one atom at a time using
a rules-based approach for deciding which connections are
valid, thus making chemically viable molecules. It uses atom-
types (see the subsection on atom-type data) with predened
hybridization – and hence geometries – so its valency and
neighbors' relative 3D orientations are predecided.

Since the chemical space is really large, a randomly con-
structed molecule will not interact favorably with the protein,
resulting in a high rejection rate. Therefore, our growing
scheme uses a method inspired by Congurational Bias Monte
Carlo (CBMC).23 Based on the Rosenbluth sampling scheme,22

initially designed by Rosenbluth and Rosenbluth to sample the
conformations of a homopolymer in 3D space, it aims to
reproduce statistical ensembles with correct probabilities while
efficiently sampling the more physically accessible parts of the
conguration space. We exploit the efficiency of this method in
generating stable molecular congurations.

2.1.1 Atom-type data. SPOTLIGHT uses atom-types based
on the CHARMM27 (ref. 25) force eld. Atom-types represent
atom classes and capture the element, geometry, hybridization,
and neighbourhood information. In order to model interac-
tions between molecules, these classes are parameterized with
Lennard-Jones potentials to model van der Waals forces and
partial charges that take into account the electrostatic interac-
tions. The use of atom-types, therefore, helps us to obtain the
classical force eld parameters for the generated ligands easily
for calculating the interaction strength with protein. We
augmented the list of atom-types by adding some and removing
others (such as those dened for xed biomolecules such as
DNA or protein). New ones were created by borrowing param-
eters from the closest existing types. These additions were made
in cases where there was a large variety in the allowed
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Possible places to put a new atom when (a) only one atom is
present, (b) two atoms are present, and (c) three or more atoms are
present (the red ghost atoms show the allowed positions).
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substituents, which could be expected to cause deviations in the
partial charges of the central atom based on the substituent
chosen. In this case, a minimal molecule with the atom-type in
question was constructed and optimized using Gaussian 09 (ref.
26) to compute charges. The complete details for this method
are given in Section 2.3. The program uses the force eld data
provided in GROMACS 2018.27,28 We had a total of 166 atom-
types. However, many of these atom-types are still too specic
and oen not used during molecule generation.

2.1.2 The generation algorithm. The algorithm requires the
3D structure of a protein with key residues making up the active
site demarcated. The generation starts at the center of geometry
(COG) of the selected residues. Individual atom parameters for
the protein are loaded from the CHARMM27 force eld. No
connectivity information or bond data is loaded because
protein atom coordinates are only used for non-bonded energy
calculations. The main steps in the generation algorithm are
given below. Fig. S1 and S2 in the ESI† contain owcharts for
the same.

2.1.2.1 Placing the rst (seed) atoms. The seed atoms are
placed at random points within the active site. The user can
choose to limit the spread of these seed atoms to within
a specied distance of the pre-computed COG.

A xed subset of the atom-types was predecided to serve as
the potential seed atom set, ensuring that each atom denition
was general enough (such as “tetrahedral carbon” being allowed
but not “proline carbon”). An atom-type is picked randomly
from this set for every seed position.

2.1.2.2 Growing the molecule atom-by-atom. The atomistic
generation algorithm continues by adding atoms one aer the
other, connecting each to the previous one. Because the ex-
pected geometry of the existing atom is known, we can nd the
allowed places to put the new atom. The force eld rules
determine the set of atom-types from which the next atommust
be picked.

Force eld parameters for equilibrium bond length, angle,
and dihedral are used to decide the placement of atoms in 3D
space. Ideally, applying three independent constraints on 3D
coordinates yields precisely one solution. Multiple possible
positions are tried in the initial phase (with only 1 or 2 atoms
present), as shown in Fig. 1a and b. Even with all constraints
present, dihedral multiplicity still gives us multiple possible
congurations. Fig. 1c shows a case where the dihedral has
a multiplicity of 2. For all cases, we use the generalization of
Rosenbluth sampling to continuous space,29 where a xed
number (n) of trial positions are generated, respecting known
constraints such as bond lengths, angles, etc.

The energy change is calculated for each of these n positions.
Finally, the ith conguration is selected from the Boltzmann
distribution of these states based on the energy computed:

PðX ¼ XiÞ ¼ expð�bDEiÞPn
j¼1

exp
��bDEj

� (1)

where X denotes the nal position, Xi the ith position, and Ei is
the computed energy change incurred by placing the atom at Xi.
b is related to temperature T as b = (kBT)

−1. The choice and
© 2024 The Author(s). Published by the Royal Society of Chemistry
impact of T are discussed later. In the limit of sampling a large
enough number of points in the continuous space, this
sampling produces the correct ensemble of congurations by
accounting for the initial bias from reweighting the chains.
When nally selecting one chain conguration over the other,
a weight (Rosenbluth factor) is used:

Pacc ¼ min

�
1;

Wnew

Wold

�
; (2)

W :¼
YN
i¼1

 
1

n

Xn
j¼1

exp
��bDEj

�!
(3)

where N is the chain length. However, our objective here is to
bias towards stronger binding. Therefore, we omit this
reweighting part in our algorithm, treating the method as more
of an efficient Monte Carlo search algorithm than the original
CBMC sampling. We, therefore, use Metropolis Monte-Carlo,30

as explained in a later section, to pick the best molecules.
2.1.2.3 Picking the next atom-type. At each step, SPOTLIGHT

uses a rules-based system for choosing the next atom to pick.
For example, a carbonyl carbon atom must connect to
a carbonyl oxygen atom. Sometimes, multiple atoms are also
allowed. For example, an aromatic carbon atom has to be part of
a benzene-like ring, but the substituent (third neighbor outside
the ring) can be anything. In this case, one is chosen randomly.
Note that we will modify this choice of selection later when we
introduce reinforcement learning in Section 2.2. This selection
will eventually determine molecule-level properties.

2.1.2.4 Computing interaction energies. For every newly
added atom, the energy with every atom in the protein is
calculated. The energy functions used are LJ and coulombic
interactions in accordance with the classical CHARMM force
eld, formulated as:
Digital Discovery, 2024, 3, 705–718 | 707
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Eði; jÞ ¼ �43
"�

s

rij

�12

�
�
s

rij

�6
#
þ Kqiqj

rij
(4)

where s, 3 and qi, qj are taken from the atom-type parameters
with the following denitions:

s :¼ si þ sj

2
and 3 :¼ ffiffiffiffiffiffiffi

3i3j
p

(5)

These parameters are additive over atom pairs (i.e., the
energy between two molecules is the sum of the pairwise atom
interaction energies), which is common for most classical force
elds.31 This additivity makes atomistic generation efficient. We
also emphasize that the CBMC-like approach we follow requires
this property to ensure the accuracy of the Rosenbluth method
in generating stable congurations of the molecule as DE
(change in energy) is computed per atom, and its energy
contribution should not change irrespective of the atoms added
later on.

To improve the efficiency as most of the time is spent in this
phase, we use a cut-off of 1 nm for LJ potential (as the interac-
tion strength drops of signicantly by this point), but a very long
5 nm cut-off for electrostatic interactions.

2.1.2.5 Recoil. An intermediate state during the generation
phase is called a dead-end if placing the atom is necessary to
satisfy the requirements of a particular atom-type, but it cannot
be placed without having it clash (overlap of the van der Waals
radii) with either the protein or themolecule itself. For example,
this could be when a carbonyl carbon atom is placed, but any
possible place to put the oxygen atom would clash with the
protein. To avoid such dead-ends, the algorithm checkpoints
the growth at every stage where the rules for every atom-type are
satised (i.e., when all six atoms of a benzene ring or both the
carbon and oxygen atoms in a carbonyl group have been
placed).

On reaching a dead-end, the growth recoils to the nearest
checkpoint. Every checkpoint has a certain number of trials
(here, 15) allowed. If a certain number of recoil attempts fails,
the entire fragment is abandoned, and generation is started
afresh.

2.1.2.6 Traversing chemical space. As mentioned before, we
utilize congurational bias-like position selection only to
produce a stable 3D bound pose of the ligand with a low
rejection rate. Reproducing the true distribution of binding
molecules is not relevant to us. We want to traverse chemical
space efficiently without cornering ourselves into the strongest
molecule alone. Therefore, up to some variation, we prefer
molecules with low binding energies; so we omit the reweight-
ing part of the Rosenbluth sampling and look to Metropolis
Monte-Carlo, as mentioned below, to traverse chemical space.

If we have two molecules (say A and B) with different binding
energies (say DEA and DEB) competing for binding to the same
target location, the probability of nding molecule A is
proportional to exp(−DEA). The ratio of probabilities is given by:

Pacc ¼ min

�
1; exp

�
� ðEnew � EoldÞ

kBT

��
; (6)
708 | Digital Discovery, 2024, 3, 705–718
where kB is the Boltzmann constant and T is the temperature
(here we used T = 1200 K). We use this probability to decide
whether or not to accept a new molecule.

2.1.2.7 Temperature as a variability parameter. In some
cases, optimization algorithms using Metropolis Monte-Carlo
treat temperature as a tuning parameter to balance variety
with optimization.32 Such an interpretation is possible with
SPOTLIGHT as well. Increasing the temperature corresponds to
larger oscillations in energy, resulting in less optimal but more
varied molecules (useful when other key properties not
captured by interaction strength are also necessary). Lowering
the temperature reduces the variety and makes the algorithm
slower but leads to better optimization. Sometimes, it may also
lead to non-convergence due to higher rejection. A temperature
range of 300 K–1200 K has been found to be quite reasonable
and successful in previous use-cases.33

We acknowledge that this way of using biased sampling can
also bias the congurations of molecules we make towards
specic binding modes without adequately considering the
space of all congurations. However, the goal here is to nd
molecules with stronger interaction and not so much to have
a canonical ensemble of all possible binders in all possible
binding poses.

2.1.2.8 Fine-tuning the selection. It is normal to have energy
oscillations in Metropolis Monte-Carlo. Therefore, directly
allowing extremely poor binders as part of the Metropolis
scheme is unfavorable. To encourage variability without
affecting the interaction scores, we also perform heuristic ne-
tuning. Instead of allowing all the molecules, we take the
average score of the last batch of molecules aer every few
oscillations (decided by the user). Then, we only pick the
molecules with scores better than the average for that batch. We
repeat this process until a desired number of nal molecules is
reached.

2.1.2.9 Additional options. The program allows users to
restrain the molecule's growth to a specic region to ensure
a more efficient search in the hotspot (the active site region).
The program also allows the user to perform short optimiza-
tions to the molecule aer the generation is complete. The nal
conformation is then obtained through gradient descent of the
molecule in the presence of the protein.
2.2 Applying reinforcement learning

In this section, we are going to discuss how reinforcement
learning (RL) is used to generate molecules that not only will
bind strongly to the receptor but also will have the desired
properties. Note that while atom-type rules have been hard-
coded into the program, there is exibility in the choice of
atom-type at every stage in the growth of the molecule where
a new atom is being added. We realized that any change in the
choice of atom-type affects the kinds of molecules generated. In
our approach discussed above, atom-types were chosen
randomly as long as they conform to some objective rules. We
modify that choice here using a reinforcement algorithm, where
a machine-learned agent chooses the next atom-type to opti-
mize the generation of molecules with specic molecule-level
© 2024 The Author(s). Published by the Royal Society of Chemistry
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properties such as synthesizability, log P values, drug-likeness,
etc. The model is a Graph Convolution Policy Network
(GCPN),34 simplied slightly to suit SPOTLIGHT.

Classically, GCPN was also applied to molecule generation
networks that string atoms together.34 It acts on a graph G as
input with nodes representing the atoms and edges represent-
ing the bonds. The edges also explicitly have bond-order
information. Starting from an arbitrary partially-formed mole-
cule, it could perform one of two things at each step – add
another atom to the molecule at a point where there is a free
valency or join two atoms in the existing molecule (achieving
cyclization).

We implement a slightly different version of classical GCPN.
We represent an incomplete molecule by a graph G h (V, E)
where V ˛ R

nxd contains the d features for each of the
(maximum of n) atoms (nodes) and E ˛ {0,1}nxn is the adjacency
matrix. We don't store bond order information since atom-types
can be used to determine it. A key difference in our model is that
we use a changing action space. Unlike traditional GCPN,34

SPOTLIGHT already picks the rst atom (the focal atom) to
which we will add our next atom. The action space for each state
is the list of allowed atom-types (according to force eld rules)
to connect to the focal atom. The size of this list can vary. Once
the model picks an atom-type, the positioning and cyclization
are also taken care of by the traditional method, where we
complete a cycle if the new atom falls within bonding distance
of another atom with a free valency.

Message-passing35 combines information from neighboring
nodes to enrich the information in each node. Iterative message
passing can also be used to incorporate information from
farther nodes. In this work, we show the use of graph convo-
lution36 in encoding neighbourhood information into the focal
atom. This part of the model is called the “encoder”. The
encoded information is then utilized by a simple, fully con-
nected layer (the “decoder”) to produce probabilities as output.
Fig. 2 shows how the model is set up.
Fig. 2 A depiction of the entire flow of information through the policy
network, with an example molecule that is partially grown. (a) The
“encoder” deals with incorporating neighbourhood information for the
focal atom. (b) The “decoder” uses the combined information of the
point of attachment and the newly added atom to decide a probability
of picking that atom.

© 2024 The Author(s). Published by the Royal Society of Chemistry
The rst step is encoding the molecule. We use one-hot
encoding37 as node features for the atoms. For one-hot encod-
ing, the list of all atom-types is placed in an ordered list. To
convert an atom of type “T” to its corresponding vector, we
construct the vector representation as follows:

One-hot (T): = (1T(i); i ˛ 1.166) (7)

where 1T(i) is the indicator function, i.e.

1T(i): = 1 if T is the ith atom-type, else 0 (8)

The resultant vector is thus lled with 0's everywhere except at
one unique index (determined by the atom-type), where it is 1.

For the adjacency matrix, we use a simple matrix, A, of 0's
and 1's to denote bonds:

Aij: = 1, if atoms i and j are bonded; 0 otherwise (9)

The next step is the implementation of the graph convolu-
tion. In this work, we have used two iterations of graph convo-
lution with the input and output dimension of 166. The
convolved feature vector for each node (atom) is obtained.
However, only the one for the focal atom is considered for
deciding the action. Based on atom-type rules, SPOTLIGHT
provides a list of atom-types that are “allowed” neighbors for
a given focal atom.We take the encoding for each allowed atom-
type (in our case, one-hot encoding) and concatenate the
convolved focal atom feature vector to these vectors. This
concatenation combines the information about the newly
added atom-type and the current state of the focal atom,
forming a set of k encoded vectors where k is the number of
allowed atom-types at this stage. This dependence of k on the
number of allowed neighbors makes the number of legal
actions variable depending on the current state. To account for
this, our model deals with varying-sized valid action spaces.

Finally, each vector is passed through a two-layer, fully con-
nected network (decoder in Fig. 2). The rst layer has 128
neurons, and the second (output layer) has only one. A ReLu
activation function is used aer the rst layer. Aer the second
layer, every encoded vector now gets a single number as output.
We take the value for each and use the somax function to
convert the list of values into probabilities – commonly used to
model policies in RL.38

SoftmaxðviÞ :¼ expðviÞPkvk
j¼0

exp
�
vj
� (10)

The policy yields probabilities for each “allowed” atom-type.
One atom-type is picked from the list; thus, the (growing)
molecule's size increases by one atom. This process is repeated
until the target size is reached or all valencies are lled. Fig. S3
of the ESI† elaborates on the model scheme.

The model is trained through back-propagation, using the
Adam39 optimizer with a learning rate of 9.5 × 10−4 and default
parameters using PyTorch.40 The training was done in multiple
Digital Discovery, 2024, 3, 705–718 | 709
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Fig. 3 Similarity to the nearest neighbor in the same set before any
reinforcement. The mean similarity is 0.39 ± 0.004.
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cycles of optimizing the same model while tuning the learning
rate. This process is explained while discussing the results. The
model is trained through RL using the classic REINFORCE41

algorithm. Following the standard protocol, a small negative
reward of −0.01 is given for each step, and a positive reward of
+1 is given if the nal molecule (once it reaches the target size)
is synthesizable and−1 if not. A heavy penalty of−7.5 is levied if
the model fails to reach the target size, which usually happens if
all valences are lled before the required size is reached.

Reinforcement learning models are not typically imple-
mented with a varying number of actions depending on the
state. However, our models work well with varying actions.
Therefore, this setup might be helpful in building models for
similar use cases. We later present our results with synthesiz-
ability as determined by the SYBA42 classier. In principle, any
scoring function would work here, but it requires signicant
training time and tuning of the model's hyperparameters.

2.3 Parameterization in Gaussian

Force eld charges for some newly added atom types need to be
computed afresh. Gaussian 09 was used to compute the partial
charges for these cases. Minimal molecules containing the
atom type were chosen to be chargeless (unless a particular
atom-type itself was charged). They were all optimized at the
HF/6-31G* level of theory, and the ESP t was obtained. Ante-
chamber43 was used to check the structural integrity of the
fragments and to handle the le format conversion from PDB to
a Gaussian input format. Finally, the Gaussian output was
converted to mol2 format,44 which contains charges. To bring
these charges in line with the charges already present in
CHARMM, the charges were scaled by a factor of 0.87, obtained
by taking the ratio of ESP charges to CHARMM charges in
a benzene molecule. These values were not changed if charges
were already available.

2.4 Using the SYBA model

The SYBA model is a näıve Bayes model that classies every
ligand as ES (easy-to-synthesize) or HS (hard-to-synthesize). It
assigns scores to many molecular fragments and combines
them to yield the log odds for a molecule to be synthesizable.
SYBA is trained on the ZINC15 database of molecules, which are
assumed to be synthesizable. It uses Nonpher,45 a soware that
iteratively makes simple structural changes to a given molecule,
to articially create examples of hard-to-synthesize molecules
starting from these molecules. It is shown to yield molecules
that are not overly complex on paper, but are hard to synthe-
size.45 SYBA was then trained to classify molecules based on
these two sets of positive and negative examples.

3 Results and discussion

SPOTLIGHT is a computational drug design algorithm capable
of atomistically generating a variety of novel synthesizable
molecules that are likely potent inhibitors for a given target. We
present our results to show that it can satisfy multiple goals
simultaneously.
710 | Digital Discovery, 2024, 3, 705–718
3.1 Training by RL for synthesizability

SPOTLIGHT can make a sample of molecules even when no
receptor is provided. To train our RL algorithm for generating
molecules with desired properties, the molecules are rst made
in the vacuum, with the only energy terms coming from the self-
energy. Since there is no Metropolis Monte-Carlo rejection
(because there is no protein–ligand interaction energy), every
completed molecule is accepted. A generation like this allows us
to study the algorithm's properties without having protein
scaffolds that could interfere with the generation by providing
biases for some molecules to be more viable.

We now check a rather important parameter for generative
models – variation.46 For an algorithm like SPOTLIGHT that
does not parallelly optimize too many properties of the mole-
cules, a reasonable variation among the molecules is helpful as
it allows at least some molecules to have multiple favorable
properties other than just strong protein binding.

We use the self-similarity distribution (SSD) as a measure of
variability. The SSD is the distribution of self-similarity (SS) of
a set of size N, dened as follows.

SS: = {maxjsi{sim(mi,mj); 0 # j # N}; 0 # i # N} (11)

Here, sim(mi, mj) denotes the similarity between the ith and jth
molecules. Any metric can be used here. We use Tanimoto
similarity, which has been shown to be a good measure for
molecules.47 The standard RDKFingerprint from RDKIT 2019
(ref. 48) was used for this step. As this metric depends on the set
size, standardizing the plot with a set size is important. Each set
used for SSD computation has 300 molecules unless specied
otherwise. We were now able to quantify the possible variation
in our molecules mathematically. Fig. 3 shows the self-
similarity distribution (SSD) of a set in the vacuum with no
training, thus forming the baseline.

We nd that the distribution peaks at a low similarity score
of 0.39. Even when recomputed with 12 000 molecules, it peaks
below 0.6, with no signicant peak at 1.0. This plot is shown in
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. S4 of the ESI.† Compared to a previous method that dealt
with generating varied molecules,41 this distribution implies
substantial variation in our molecules. However, at this stage
(before any training), only 24% of the molecules were found to
be synthesizable as classied by SYBA.42

While training our model, we quickly realized that the model
learns to pick up some key features of a molecule that make it
synthesizable. Then, it repeats those features multiple times,
making every molecule a tiled combination of similar atom-
types, essentially losing out on the variance. Fig. 4a shows
how similar the molecules can get. Fig. 4b shows the SSD for
these molecules.

The program begins to string together aromatic rings at
different points. It likely picks up on the importance of aromatic
atom-types in easily achieving simple molecules (most benzene
derivatives are synthesizable). This blind emphasis on
Fig. 4 Training the model directly leads to mode collapse. (a)
Chemical structures of some generated molecules. Notice the
extremely similar scaffolds and repeated chains of benzene rings. (b)
The self-similarity distribution. The molecule target size in terms of
heavy atom number was 21 ± 5. The peak at 1.0 is indicative of a mode
collapse.

© 2024 The Author(s). Published by the Royal Society of Chemistry
aromaticity is useless as it forces the program to collapse to
search in an extremely narrow region of the chemical space.
However, the model achieves the task very well. Almost 99% of
molecules are synthesizable – a stunningly high amount.

The peak at the similarity score of 1.0 is indicative of a mode
collapse. Mode collapse is a problem seen with generative
models where they learn a solution that technically does mini-
mize the loss but miss “modes”, resulting in the generation of
a very narrow band of results from the complete space available
to them.49 In our case, we only obtain molecules with aromatic
rings strung together. This is not very useful, and we needed to
regularize it. The word “regularize” is used here as a parallel to
the regularization in polynomial tting, where the model's
quality is traded for a more useful model that can be extrapo-
lated more reliably (bias–variance trade-off). In our case, regu-
larization allows the model to sacrice some synthesizability to
generate a more diverse range of molecules. We observed that
one requires, heuristically, the peak to stay below 0.55 for 300
molecules with no signicant peak at 1.0 to get a diverse set of
molecules.

For regularization, we used a proxy for Tanimoto similarity,
called cosine similarity of a vector representation of each
molecule (denoted cosim), during training to speed up training
time. As mentioned above, each molecule was represented by
a 166-dimensional feature vector – with each index corre-
sponding to one atom-type. The value at each index conveys
what fraction of atoms in the molecule had that particular
atom-type. For example, benzene would have values of 0.5 for
“aromatic carbon” and 0.5 for “aromatic-attached hydrogen”
indices, and 0 elsewhere. We then applied ameasure of variance
as a regularization term to the nal reward for the ith molecule
when it was synthesizable. This changes the reward scheme as
follows:

Rsynth
new ¼ 1� l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

K

Xn�1

i¼n�K

ðcosimðmn;miÞÞ2
vuut (12)

where mn denotes the representation of the newly constructed
nth molecule. l and K (where n > K) can be tuned as hyper-
parameters. This form of regularization will compute the cosine
similarity of the newly generated molecule to each of the last K
molecules. Taking the mean of the squares (L2 norm) instead of
the mean of the values (L1 norm) gives more weight to higher
similarity values. K determines howmany previous molecules to
use for regularization. We use K= 50 for our case. When l= 1, it
varies between 0 (no regularization) and 1 (maximum possible
regularization). If the molecule is not synthesizable, it still
receives a xed negative reward of −1.

We then retrained the model with different values of l,
increasing it until the SSD for the molecules aer training was
acceptable (low mean similarity of 0.43). Fig. 5 shows how the
similarity changes aer training.

We found that keeping l xed throughout the training was
inefficient. Starting with a very high value of l did not allow the
model to learn quickly. Instead, we trained it with l = 1.60 for
around 7500 molecules, saving the model aer every 50 itera-
tions. We picked the model aer 3500 molecules (chosen to
Digital Discovery, 2024, 3, 705–718 | 711
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Fig. 5 (a) A sample set of molecules generated after training with
regularization. (b) Comparison of the SSD after regularization to the
random generation (baseline) for sizes 21 ± 5. The mean shifts only
slightly from a baseline value of 0.39 to 0.43, indicating a marginal
increase in similarity. The peak at 1.0, which appears in the absence of
regularization, disappears. (c) Upscaling: generated molecules of size
31–41 using the same model. The mean similarity actually reduces
from 0.53 (baseline) to 0.51.

Fig. 6 Similarity of generated molecules with the closest match from
the CheMBL database. The sample size was 12 000 molecules of sizes
roughly between 16 and 26 heavy atoms.
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have an optimal increase in synthesizability with minimal
change in SSD) and followed it by around 4200–4500 molecules
each for l = 2.00, l = 2.35 and nally l = 2.60. Each molecule
generated can be considered to be one “episode”. The evolution
of the reward prole with changing values of l is given in Fig. S5
of the ESI.† Aer training with this method, about 78.2% of the
molecules turned out to be synthesizable, which is a big
712 | Digital Discovery, 2024, 3, 705–718
improvement over the 24% we had without training. The main
computational cost for this setup is actually the energy
computation step for each trial atom placement, and the RL
part (especially during inference) takes very little time. A model
that can learn efficiently, with only a few molecules generated,
would be ideal. Under this setup of training, the 7500 molecules
involved in training are generated in less than 24 hours on an
Intel i7-8700 processor running on 6 cores (12 threads in total).

For all these plots, the chosen target size of the molecule (in
heavy atoms) for each generation was 21 ± 5, which is roughly
near the most populous region of the CheMBL database – on the
lower end. The choice of training and test size ranges, as re-
ected in the CheMBL molecules' size distribution, is shown in
Fig. S6 of the ESI.† We trained on smaller sizes to ensure quick
training and efficient detection of generative mode-collapse by
monitoring the Tanimoto similarity score. A similar analysis is
performed for generating molecules of a larger size (see Fig. 5c)
to ensure good performance of the model even on increasing
molecule size beyond the training range. The effect of regula-
rization is more prominent at larger sizes, reducing the mean
similarity to the nearest neighbor from 0.53 for the baseline to
0.51 aer training.

We also saw that the similarity distributions shi to the right
with increasing size, which probably indicates that larger
molecules tend to have more fragments in common with each
other. However, the probability of nding multiple similar
fragments on the samemolecule decreases, which could explain
the greater inuence of regularization at higher target sizes.
3.2 Characteristics of the generated molecules

While we have used generic atom-types, there could be some
intrinsic bias towards knownmolecules by choice of rules made
to ensure proper cyclization and chemical viability.

Fig. 6 shows the distribution of the similarity of our mole-
cules to the existing CheMBL50 database. We nd a low mean
similarity of 0.42, which increases to 0.52 aer training. Most
molecules have a similarity below 0.6, which means these are
indeed novel molecules. The program can thus pick up ways of
© 2024 The Author(s). Published by the Royal Society of Chemistry
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making synthesizable molecules without reproducing preexist-
ingmolecules. This novelty was expected given that the program
has no information from CheMBL fed to it at any point, but it is
worthwhile to note that no signicant bias creeps in by using
the SYBA model as a classier for synthesizability. In all cases,
almost no molecules have a similarity above 0.8.

To compare how the model performs to other metrics, we
compared the molecules generated before training and aer
training by their QED51 (an estimation of drug-likeness) scores.
The mean shis from 0.34 ± 0.2 to 0.44 ± 0.22. 39% of the
molecules have a score above 0.5 aer training, compared to
only 22% before. A similar QED distribution of the CheMBL
molecules we used has a median of 0.56. Only 16.6% of the
molecules could achieve this rating before training, which
almost doubles to 31% aer. The complete distribution is
shown in Fig. S7 of the ESI.†

3.3 Upscaling

The model has been trained and tested for molecules with sizes
(heavy atom count) between 16 and 26. We considered the effect
of using the same model for larger sizes and found promising
results even when we targeted sizes in the range 36 ± 5 with the
same model. Fig. 5c shows almost no difference in the SSD
between the baseline (no training) and the trained model,
implying no loss in diversity. In fact, the similarity between
molecules is reduced, indicating the effectiveness of regulari-
zation. However, the synthesizable fraction improves signi-
cantly from 8.3% to over 70%. Fig. S8 of the ESI† shows the
synthesizability as a function of heavy-atom count before and
aer training.

3.4 Effect of GCN layers on SSD scores and synthesizability

We ideally want to have as low an SSD score as possible and as
high a synthesizability fraction as possible. The following table
summarizes our results with different models at a target size of
21± 5 (“reg.” denotes the use of regularization during training).
The errors were calculated based on ve replicate runs of each
case, except for the unregularized one-layer GCN model (Table
1).

We nd that using two layers made the model slightly more
competent and strategies learnt by the 2 layer models are more
robust, resulting in a quicker satisfaction of atom-type rules and
over 2× decrease in runtime for molecule generation overall.
We also noticed that it generalized better to larger sizes (data
provided in Fig. S9 of the ESI†), so further analyses are
Table 1 Comparing the performance of key models on two fronts –
synthesizability and diversity

Model SSD score Synthesizability

No model (baseline) 0.39 � 0.004 0.24 � 0.022
GCN 1 layer 0.71 0.99 � 0.004a

GCN 1 layer (reg.) 0.44 � 0.006 0.77 � 0.017
GCN 2 layers (reg.) 0.43 � 0.007 0.78 � 0.024

a Error was calculated by bootstrapping.

© 2024 The Author(s). Published by the Royal Society of Chemistry
performed with a model that uses two iterations of graph
convolution.
3.5 Application to HSP90

To compare our protocol to a system with known binders, we
targeted the ATP binding site of HSP90 (heat-shock protein 90),
known for the folding of other proteins in a cell.52 HSP90, with
its extremely well-conserved ATP-binding domain, is an
important therapeutic target and has been targeted for cancer
treatment.53

We targeted this ATP binding site using SPOTLIGHT.
Because there are known ligands for this protein,54 it is a good
benchmark system having a well-established 3D crystal struc-
ture of the active site. The crystal structure of HSP90 was ob-
tained from the protein data bank (PDB) with PDB ID 2VCI. All
ligands and water molecules were removed from the PDB le,
and the protein structure was provided to SPOTLIGHT. We
marked the ATP binding region to be the active site (residues
Leu33, Asn36, Ser37, Asp39, Ala40, Lys43, Asp78, Gly80, Ile81,
Gly82, Met83, Thr84, Asp87, Leu92, Gly93, Thr94, Ile95, Gly120,
Phe123, Val135, Thr137, His139, Thr169, and Val171). To create
molecules that are varied, synthesizable, and strong binders to
the HSP90 protein, we generated around 800 molecules each for
all sizes between 16 to 26 heavy atoms.

3.5.1 Consistency of results in actual protein. We showed
above how the molecules were tuned to be synthesizable and
varied in an unbiased framework. Now we show that these
results also translate to the actual use case – generating drug
molecules directly inside a protein cavity. Fig. 7 compares the
baseline model (without any protein) to the actual test case of
HSP90. There is almost no change in the similarity with the
standard sample size of 300. A comprehensive comparison with
8500 molecules is provided in Fig. S10 of the ESI,† showing
some shi in the SSD, but only a marginal increase in the mean
similarity score, which indicates the consistency of our
approach. 61.8% of the generated molecules were found to be
synthesizable, which is signicantly higher than by random
chance alone (24%). This is a notable drop from the vacuum
generation (78%). This drop is possibly due to the active site not
Fig. 7 The mean similarity is 0.44 for the HSP90 active site and 0.43
for the baseline (no protein).

Digital Discovery, 2024, 3, 705–718 | 713
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allowing certain synthesizable atom-types to be selected, either
due to shape constraints or unfavorable interactions. Similar
selection pressure for structure is also evident in the right-
shied SSD, noticeable at large sample sizes (see Fig. S4 of
the ESI†). It is likely that the optimization for strong interac-
tions serves as a sieve that lters out some regions of chemical
space that are explored but never selected.

3.5.2 Comparison to existing binders. Given that the
chemical space is huge, our sampling, although efficient, was
not adequate to generate the known ligands. However, we found
that SPOTLIGHT generates ligands with important scaffolds
that are also found in the known ligands. For all analyses that
involved known ligands of HSP90, we used a set of the top 50
molecules (by Kd values) from the BindingDB55 database. It uses
most of the smaller ligands as substructures to be built on.
Fig. 8 shows novel molecules that contain over 70% of the
substructure of some knownmolecule. Larger knownmolecules
are unlikely to be obtained with signicant similarity (although
we nd common substructures) due to the sheer randomness of
the algorithm and divergence of the possibilities at each stage of
generation.

3.5.3 Modifying existing ligands. Since SPOTLIGHT
provides the option to modify an existing molecule, we used this
to determine whether SPOTLIGHT can suggest alterations to
a known molecule from the random set of its substructures.
Fragment modication is oen used in medicinal chemistry to
diversify the existing repertoire, with the hope of landing on
a more potent drug molecule. We, therefore, fragmented known
ligands by a xed percentage randomly and regrew them to
Fig. 8 Common substructure matches between known ligands for
HSP90 (template) and some novel molecules generated by SPOT-
LIGHT are highlighted. The SPOTLIGHT score for each molecule is
indicated in the top-right corner of its cell.

714 | Digital Discovery, 2024, 3, 705–718
observe the similarity to the original molecule and any changes
made. Even when a xed fraction of the original molecule is
retained, the actual amount of similarity with the original
structure differs for each new ligand. As a representative
example, Fig. 9 shows the structures of different amounts of
fragmentation (or retention) of a specic ligand known to bind
to HSP90. Fig. 10 shows the mean similarity of the regrown
molecule to the original one against the percentage retention
aer fragmentation. The complete distribution of the regen-
erated fraction at 3 different retention fractions (0.3, 0.6, and
Fig. 9 (a) A previously identified inhibitor (X) of HSP90. (b–d) Novel
molecules constructed with 15%, 60% and 90% retention of X
respectively. The SPOTLIGHT scores (raw interaction energies) for
each molecule are given in the bottom-left corner in its box.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 10 A plot of the retention fraction against the mean similarity of
generated molecules to the original one.
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0.9) is presented in Fig. S11 of the ESI.† The result shows that, as
expected, preserving a larger fraction of the molecule results in
getting back (aer regrowing) molecules that are more similar
to the original molecule. This shows that despite the stochastic
nature of our method and the vastness of the chemical space,
tuning between similarity to a given structure and binding
strength is indeed possible. Regrown molecules oen bind
stronger than the original molecule in terms of the SPOTLIGHT
score, which measures the binding strength.

3.5.4 Competence of the novel ligands. Measured by raw
interaction energy (SPOTLIGHT score), we nd that the novel
molecules have substantially better scores. Fig. 8 shows some of
our novel molecules that are by and large similar to the known
ligands. It is likely that the differences between the structures
are in response to SPOTLIGHT's scoring function. To validate
this, we superimpose the common part of the known ligand
using the generated structure as the reference and recalculated
the SPOTLIGHT score for the known ligands in a similar pose.
As indicated by the scores shown in the gure, novel structures
score better than the original molecules.
Fig. 11 Comparing the docking scores of the 36 best-known ligands
to the 25 strongest binding novel ligand predictions. Docking scores
range between −7.94 ± 0.84 and −7.89 ± 0.57 kcal mol−1,
respectively.

© 2024 The Author(s). Published by the Royal Society of Chemistry
An independent docking analysis using AutoDock Vina56 also
shows that SPOTLIGHT is capable of predicting lead molecules
with binding strength comparable to some of the best-known
binders for HSP90. Fig. 11 shows a box plot comparing the
docking scores of the 28 best-known binders to the top 25
molecules as predicted by SPOTLIGHT's interaction energy.
Known ligands within the target size range of 22–32 are selected
here, accounting for 28 of the 50. The target size for the
SPOTLIGHT generations is the same, given that ligand size
itself (or rather torsion count, which scales with size) can affect
docking scores.57 The nal size distribution for the known
ligands was 27.0 ± 2.56 and 27.3 ± 2.55 for our top ligands.
4 Conclusions and further discussion

SPOTLIGHT is a powerful program capable of producing
a variety of competent and synthesizable drug molecules for
a given protein target. The sampling process is efficient as it
generates molecules directly in the active site. SPOTLIGHT
provides effective lead candidates. However, further modica-
tions are required to turn the most attractive candidates into
clinically viable drug molecules.

The algorithm is extremely modular. This study is a proof-of-
concept of its capabilities. Many components in the problem of
computer-aided drug design (CADD) can be independently
optimized. The algorithm provides scope to allow necessary
changes to be incorporated in light of important future devel-
opments. The reinforcement model we use is a simple graph
convolution network. However, more complex models, such as
attention networks,58 could be used for greater success with
enough training time and a potentially better-formulated
reward function. We found that other models that use only
composition data could not abstract out molecule synthesiz-
ability, while the simple graph representation was successful at
the same task. However, it might be useful to look at different
methods of encoding for other properties. On another front, we
address mode-collapse by using a manual regularization.
However, our regularization scheme needs ne tuning of the
hyper-parameter (l) to achieve required thresholds. Other
methods have been recently developed to combat mode
collapse, such as the ones used in REINVENT4, which avoids
the l parameter entirely, which might prove useful if the
objective function is changed in the future.

The program allows for a secondary scoring function to
weigh in on the quality of a molecule. If the user prefers to use
their own scoring (such as docking), the option to do so is
provided. However, it would require source code changes.
Improving the current scoring function is important. The
protein is rigid during the generation. To incorporate exibility
in the protein, one can pre-generate the conformation by
sampling the protein through simulations and clustering
different conformations. The program still can't account for the
effects of water. Although the dielectric constant is used to take
the screening effect into account for energetic components,
water entropy contribution to the free energy can't be incorpo-
rated readily yet. Improved energy functions, maybe with
Digital Discovery, 2024, 3, 705–718 | 715
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machine-learned force elds, could be used to improve the
interaction energy between the ligand and protein.

SPOTLIGHT is a promising method, but it will be useful to
compare it to other methods that independently generate their
ligands and then use docking cycles for training to generate
strong binders. However, an independent and more rigorous
method of comparing binding constants (such as metady-
namics) will be required for this analysis, which is computa-
tionally quite expensive to perform for as many ligands.

We intend to address these drawbacks in our future work.

Data availability

The code for SPOTLIGHT, developed by us and as described in
this article, is available at https://github.com/arnabpune/
SPOTLIGHT. The SMILES generated in the analyses described
here (and a brief description) are available in a zip le named
SMILES_data.zip. This study was carried out using publicly
available data from CheMBL's small-molecule dataset acces-
sible at https://www.ebi.ac.uk/chembl/. A collated list of
molecules with ∼7–61 heavy atoms is present in the above-
mentioned zip le. The SYBA tool used to classify molecules
to be synthesizable was installed using conda, following the
instructions from the relevant git repository: https://
github.com/lich-uct/syba. The RDKit (version 2019.03)
package was mainly used for handling molecule-level anal-
yses. This release is available at: https://github.com/rdkit/rdkit/
releases/tag/Release_2019_09_3.
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