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loop approach for visual
clustering of overlapping materials science data†

Satyanarayana Bonakala,‡a Michael Aupetit, ‡b Halima Bensmailb

and Fedwa El-Mellouhi *a

Data-to-knowledge has started to reveal significant promise in materials science. Still, some classes of

materials, such as Metal–Organic Frameworks (MOFs), possess multi-dimensional interrelated

physicochemical properties that pose challenges in using data clustering methods. We considered an in-

house generated database of MOFs consisting of geometrical (pore size and dimensions), chemical

(atomic charge of the framework), and adsorption properties (CO2 uptake, heat of adsorption) to

evaluate the challenges and limitations of various clustering techniques and propose a solution based on

visual clustering. As a starting step, we examined data via principal component analysis (PCA) to

understand the interrelationships among a set of dimensions without prior knowledge. This

dimensionality reduction method was unsuccessful in visually discovering clusters of MOFs. Then, we

tested two combinations of data projection and clustering methods: T-distributed stochastic neighbour

embedding (t-SNE) and Density-Based Spatial Clustering of Applications with Noise (DBSCAN) on the

original dimension input data (t-SNE//DBSCAN), and Hierarchical Density-Based Spatial Clustering of

Applications with Noise (HDBSCAN) clustering the 2D embedding data obtained from Uniform Manifold

Approximation and Projection (UMAP) (UMAP / HDBSCAN). Both the t-SNE//DBSCAN and UMAP /

HDBSCAN pipelines are found to have overlapped clusters, which lack reproducibility and are

parameter-sensitive. In contrast, we relied on a Gaussian mixture model (GMM) that uses the eigenvalue

decomposition discriminant analysis (EDDA) method. This method is stable and not strongly dependent

on the prior definition of the hyperparameters. We propose a novel interactive divide-and-conquer

approach, the combination of GMM-EDDA and a form of linear discriminant analysis to enable visual split

or merge decisions for each pair of Gaussian clusters. The end-user engages in the clustering process

using trustworthy visualization where clusters appear as separated only if they are also well separated in

the data space. Further, the identified meta-clusters were characterized using correlation heatmaps and

violin plots of their distribution along each data dimension. Our methodology paves the way to address

the clustering and data visualization challenges of highly overlapped and correlated databases.
1 Introduction

Metal–organic frameworks have been serving for the last three
decades as potential candidates to offer solutions in the elds of
environment1–3 and energy.4–6 Over 150 000 MOFs have been
synthesized7 and over 500 000 predicted.8–10 Such a vast mate-
rials space offers possible opportunities in data science to
understand their structure–property relationships and thus
helps chemists to synthesise materials for target applications.

Among the current machine learning techniques, clus-
tering11 has the advantage of focusing entirely on the material's
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is work.

–513
feature space. This helps in discovering patterns within data
that may be hidden or counter-intuitive to researchers, making
it particularly valuable in areas such as materials discovery or
design. Recently, Baird et al.12 identied potential and chemi-
cally unique compositions among the existing inorganic
chemical compounds of Materials Project using a Python tool,
Stochastic Clustering Variance Regression (DiSCoVeR). This
tool was developed by amalgamating chemical distance metric
Element Mover's Distance (ElMD)13 clustering via density-
dependent dimensionality reduction 2D embedding (Uniform
Manifold Approximation and Projection (UMAP)14 or t-
distributed stochastic neighbor embedding (t-SNE)15), and
a regression model.16 Focusing on MOFs, Thomas et al.17

extracted a quantitative understanding of structure–property
relationships of an AB2 MOF data set with the help of data
visualisation methods such as UMAP and t-SNE. In addition,
Seyed et al.18 and Sauradeep et al.19 used the t-SNE projection
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 1 Preparation, projection, clustering, and visualization of a MOF database. The five features extracted come from GCMC simulations and
geometrical analysis: PS: pore size, WS: window size, MC: metal charge, UPTAKE: CO2 uptake, QH: heat of adsorption. Data clustering tools
group together data with similar features and generate corresponding class labels, usually color-coded. Data projection tools reduce the data
dimensionality from nD to 2D spaces, which, together with scatterplot visualization, makes cluster patterns visible. Data visualization tools
encode abstract data into graphical variables rendered on the screen for visual analysis.
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method by considering topological and molecular chemistry
features. However, all these studies resulted in overlapped
clusters of the MOF and other inorganic materials datasets that
lack delineation of the isolated cluster. Visualization embed-
dings were used as a validation tool to present the clustering
results17–19 and as part of the clustering process itself.12,20 This
demonstrates the importance of visualization for domain expert
end-users when clustering high-dimensional data and illus-
trates the difficulty in interpreting clustering validation
indices21 like Silhouette22 or Calinski-Harabasz23 which could be
used instead of these visualizations. However, as we will show in
Section 3, embedding distortions24 can strongly impair the
quality of embedding-based clustering and the visual interpre-
tation of clustering results.25,26 Moreover, humans and compu-
tational clustering techniques can strongly diverge even on
a simple cluster counting task in two-dimensional scatter-
plots,27 emphasizing the importance of including humans in
the clustering process. Hence, we propose a human-in-the-loop
visual clustering process that overcomes these issues for
extracting the structure–property relationships.

Dimensionality reduction (DR) techniques like t-SNE, UMAP,
and Pairwise Controlled Manifold Approximation Projection
PacMAP28 have shown effective visualization results on various
real-world datasets. As already mentioned, the main issue with
DR techniques is the loss of information or embedding distor-
tions24,29 that can result in actual data clusters being repre-
sented as overlapping in the embedding, as typical of PCA,30,31

while other nonlinear neighbor embedding techniques like
tSNE, UMAP or PacMAP may also be subject to a cluster split.32

As it is essential to get a trustworthy visualization of the cluster
structure to support visual clustering by end-users, we propose
an approach based on a set of logistics-based linear projections
specically designed to avoid cluster overlap when embedding
each pair of pre-computed clusters.

Another challenge in visual clustering is the amount of
manual and unguided operations the end-user requires. Typical
tools let the end-users explore the data by navigating various
embedding spaces, tuning their parameters, and interactively
© 2024 The Author(s). Published by the Royal Society of Chemistry
selecting the data.33,34 Here, we propose a simpler hybrid
process where data are rst clustered, and only pairs of clusters
are visualized and subject to a simple binary merge-or-split
decision by the end-user. The resulting visualization-based
decisions are also easier to share with other experts to reach
a consensus clustering.

Finally, a combination of high-throughput atomistic simu-
lations and data visualization methodology was developed to
nd the clusters in the MOF database that possess correlated
physicochemical properties. MOF structures were considered
from a primarily studied Computation-Ready Experimental
Metal–Organic Framework (CoreMOF) database, which was
rened from the experimentally synthesized Cambridge Struc-
tural Database (CSD).35 A top-down approach was followed, and
only single Cu metal containing MOF candidates were exam-
ined as Cu metal is abundant, low-cost with non-toxic proper-
ties, and, most importantly, has high complexation strength.36

Cu-MOFs can be synthesized with commercially available
reagents and possess a high surface area.37 The high and
excellent stability of Cu-based MOFs is complemented by anti-
microbial activity, which means they are stable for environ-
mental and biomedical applications.38

In this work, we executed a series of data projection
methods, PCA, t-SNE, and UMAP, as well as data clustering
tools, DBSCAN and HDBSCAN, to understand the clustering
mechanism in our MOF dataset. Aer a careful understanding
of the pitfalls of these studies, we propose a hybrid approach,
a combination of GMM-EDDA clustering and linear projections,
to unravel the existence of the non-linear overlapping clusters.
The outline of our workow of dataset building and the
different tools used for data clustering, projection, and visual-
ization are shown in Fig. 1.
2 Methodology

The computational and interactive methodology consists of
three parts: (i) generation of the MOF dataset using grand
canonical Monte Carlo (GCMC) simulations and geometrical
Digital Discovery, 2024, 3, 502–513 | 503
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Fig. 2 Two pipelines used for clustering and data visualization: (t-
SNE//DBSCAN) DBSCAN clustering of the 5D data and independent t-
SNE projection of these clusters in 2D space following the process
used by Roter et al.51 (top); (UMAP / HDBSCAN) UMAP projection of
the 5D data in 2D space, then HDBSCAN clustering of the 2D
embedded data following the process used by Baird et al.12 (bottom).
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and electronic analysis to extract the relevant features, (ii) data
visualization and clustering, and (iii) a proposed hybrid
approach using the GMM-EDDA clustering method with
subsequent two-dimensional linear projections of each pair of
GMM-EDDA clusters to support human-in-the-loop visual
clustering.

2.1 Dataset generation

A population of 10 143 MOF candidates was taken from the
updated all solvent removed (ASR) CoreMOF 2019 dataset,39

consisting of computationally compatible structures from the
experimentally reported structures. This work focused on Cu
metal containing MOFs due to their excellent feasibility in
large-scale industrial processes and real-life applications.
Carefully curated single Cu metal units of 961 MOFs were
obtained from high throughput calculations and used for
further analysis. Five features of these MOFs, related to
topological, chemical and adsorption properties, were used
for the data clustering. The topology descriptors: pore size
(largest included sphere) and window size (largest free sphere)
were calculated using Zeo++ version 0.3.40 The adsorption
property descriptors related to CO2 uptake and heat of
adsorption of CO2 were calculated using grand canonical
simulations, a widely used method for studying the adsorp-
tion properties. The amount of uptake of CO2 was calculated
at 10 bar pressure and 298 K using RASPA 2.0.47 code.41 Each
Monte Carlo (MC) run consists of 25 000 equilibration and 50
000 production cycles. The applied chemical potentials were
derived from the fugacity using the Peng–Robinson equation
of state. The Peng–Robinson equation of state used experi-
mental inputs such as the critical pressure, temperature, and
acentric factors of CO2. Metal atom Cu and non-metal atoms
C, H, and O were treated using UFF42 and DRIEDING43 force-
eld parameters. Transferable forceelds developed by
Almudena et al.44 were used to model CO2 molecules. Charges
on the MOF framework atoms were calculated using the
charge equilibration (Qeq) method.45 All the van der Waals
interactions were calculated using Lennard-Jones potentials,
and Ewald summation was employed to compute electrostatic
interactions between adsorbate and MOF atoms. This method
is computationally affordable and well explored in the litera-
ture to calculate the adsorption isotherms of CO2 in various
MOFs.46 During the GCMC runs, the MOF was modelled as
a rigid structure.

2.2 Data visualization and clustering methods

2.2.1 Principal component analysis. Visualizing clusters of
our MOF dataset requires a reduction in data dimensionality for
straightforward visual human interpretation while preserving
most of the information in the data. Principal component
analysis (PCA)47 is one of the simple and widely used techniques
to reduce the dimensionality of a given dataset. This analysis
was executed using the PCA module in Python 3 × 10.48 Given
a sample of N observations on a vector of n variables, X= (X1, X2,
., Xn), a vector of n principal components (PCs) is dened, z =
(z1, z2, ., zn). According to eqn (1)
504 | Digital Discovery, 2024, 3, 502–513
z = ATx (1)

where A is an orthogonal n × n matrix whose kth column is the
kth eigenvector ak of covariance matrix S. Then ^ = ATSA is the
covariance matrix of the Principal Components (PC).

The two PCs with the highest eigenvalues are used to visu-
alize the projected data as a scatterplot.

2.2.2 t-SNE, UMAP, DBSCAN and HDBSCAN. T-distributed
Stochastic Neighbor Embedding (t-SNE)49 is an unsupervised,
non-linear dimensionality reduction technique well-suited for
embedding high-dimensional data for visualization in a low-
dimensional space of two or three dimensions. In addition, as
a complementary to t-SNE, the density-based UniformManifold
Approximation and Projection (UMAP)14 is also used to perform
2D embedding. These dimensionality reduction methods can
be utilized for clustering algorithms such as Density-Based
Spatial Clustering of Applications with Noise (DBSCAN) and
Hierarchical Density-based Spatial Clustering of Applications
with Noise (HDBSCAN) or for data visualization. There could be
different procedures50 combining data embedding and data
clustering in parallel or in series. Hence, we adopted the
methodology reported by Roter et al.,51 where t-SNE and
DBSCAN were applied in parallel (t-SNE//DBSCAN) to the high-
dimensional original SuperCON data space, the visualization
serving as a presentation and clustering validation tool. On the
other hand, HDBSCAN was used to cluster the data already
embedded with UMAP as reported by Baird et al.12 on the
Materials Project database, a serial pipeline (HDBSCAN /

UMAP) where embedding takes an active part in the clustering
process. These two workows are illustrated in Fig. 2. Finally,
the clustered data are visualized using scatterplots where the
position of the points is determined by the embedding tech-
nique (t-SNE or UMAP), and the class label outputs of the
clustering technique are color-coded.

2.2.3 Gaussian mixture models and eigenvalue decompo-
sition discriminant analysis. In cluster analysis, we consider the
problem of determining the structure of the data with respect to
clusters when no information other than the observed values is
available. Cluster shapes that are not spherical beneted from
extensive research in the literature: we mention Hartigan et al.52

Gordon et al.53 and Kaufman and Rousseeuw et al.54 Here, we are
using a clustering approach based on the reparameterization of
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 1 A subset of the different cluster models generated by
MCLUST. “dist” means distribution, “vol” means volume and “orient”
means orientation

Model EM Dist Vol Shape Orient

lI � Spherical Equal Equal NA
lkI � Spherical Variable Equal NA
lDADt � Ellipsoidal Equal Equal Equal
lkDAD

t � Ellipsoidal Variable Equal Equal
lDkAD

t
k � Ellipsoidal Equal Equal Variable

lkDkAD
t
k � Ellipsoidal Variable Equal Variable

lkDkAkD
t
k � Ellipsoidal Variable Variable Variable
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the covariance matrices. Mixture models provide a useful
statistical frame of reference for cluster analysis. Baneld and
Raery (1993)55 and Bensmail and Raery (1996)56 introduced
a new approach to cluster analysis based on a mixture of
multivariate normal distributions, where the n × n covariance
matrices Sk of each of the K GMM components or classes are
modeled in a geometrically interpretable way as parameters
controlling the ellipsoid shape of each n-variate Gaussian
distribution. The approach is based on a variant of the standard
spectral decomposition of Sk called eigenvalue decomposition
discriminant analysis (EDDA):

Sk = lkDkAkD
t
k

where lk is a scalar controlling the volume of each ellipsoid, Ak
= (1; ak2;.; akn) is a vector where 1$ ak2 $.$ akn > 0 controls
the local spread along each principal axis of the ellipsoid, and
Dk is an orthogonal matrix for each k ˛ {1, ., K} component
controlling the n-dimensional orientation of the ellipsoid.

Fourteen possible models are available in MCLUST57 and
displayed in Fig. 3. A subset is detailed in Table 1.

The Bayesian information criterion (BIC)59 can be used to
select automatically the optimal number of clusters and the
best covariance structure (EDDA) of their components.
2.3 Proposed approach

Different processes exist to cluster data, based on their visual-
ization,50 for instance by clustering the data in their original
space then visualizing the results with a projection technique (t-
SNE//DBSCAN) (Fig. 2 (top)) or by projecting the data in a low
Fig. 3 The fourteen MCLUST GMM models. For two groups in two
dimensions, this graphic displays the typical ellipse of constant density
per group for each of the several models proposed by EDDA. Courtesy
of Bensmail et al. (1996).58

© 2024 The Author(s). Published by the Royal Society of Chemistry
dimension rst, then clustering the resulting projection (UMAP
/HDBSCAN) (Fig. 2 (bottom)). In both cases, the analyst relies
on visual validation of the resulting clusters, a standard visual
analytic task known as Matching Clusters and Classes.60 A good
matching between cluster patterns (point aggregates) and color-
coded classes is a sign of a good clustering.

Unfortunately, both approaches suffer from distortions of
the projection technique due to the reduction of the dimen-
sionality.24 For instance, PCA does not allow the discovery of
clusters with non-convex shapes or non-linear separation
structures. Separated clusters in the data can appear to be
overlapping and indistinguishable in PCA plots.30 In contrast, t-
SNE and UMAP are more likely to shatter clusters in separate
components.32 Thus, the clusters we can see in t-SNE or UMAP
embeddings are not trustworthy.25,26 Moreover, these embed-
dings suffer from a lack of reproducibility61 due to the stochastic
and non-convex nature of their optimization process. Recent
work proposes projection techniques29 and quality measures,26

which help mitigate these issues, but they cannot be entirely
avoided. Although DBSCAN and HDBSCAN are deterministic
clustering methods, their results strongly depend on the choice
of their parameters. For these reasons, the use of t-SNE//
DBSCAN51 and UMAP / HDBSCAN12 for clustering is not reli-
able for discovering actual clusters in the data space (Fig. 6).

In contrast, GMM directly extracts clusters in the multidi-
mensional data space and gives insight into the local covariance
structure of the clusters in that space. It is stable acrossmultiple
runs and uses a grounded model selection process to determine
the best number of clusters. However, when the clusters do not
follow Gaussian distributions, GMM may partition these clus-
ters into several overlapping Gaussian components. Interpret-
ing the GMM result then becomes challenging.

We propose to complement the GMM clustering with
a visualization step to support the clustering decision of the
analyst. Our approach is summarized in Fig. 4.

As already mentioned, there is no global projection that
would provide a trustworthy overview of the topology of data
clusters.24,61 However, if we consider each pair of Gaussian
clusters found by the GMM, we can apply a local linear projec-
tion to visualize the data they represent and decide how they are
separated or overlap in the data space. Then, we can reconstruct
the overall topology of the clusters by aggregating these pairwise
decisions. In contrast to automatic decision methods,63 the
pairwise visualization allows the analyst to take ownership and
Digital Discovery, 2024, 3, 502–513 | 505
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Fig. 4 Our methodology follows five steps: (A) clustering of the data
with GMM-EDDA in n-dimensional data space; (B) projection of each
of the K(K − 1)/2 pairs of clusters independently using logistic
regression and PCA forming “LogDA” scatterplots; (C) visual inspection
of these LogDA plots without color-coded classes by the end-user to
decide about the cluster overlap (the two classes could be merged) or
separation (the two classes could remain split); (D) collection of the
merge (M) or split (S) decisions into a ClassMat62 adjacency matrix; (E)
representation of the cluster structure as a node-link diagram. All
processes are automatic except the crucial visual decision step (C).
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responsibility of the clustering process. The decision for each
pair of GMM clusters is objective and can be discussed between
several analysts to reach a consensus.

Finally, our methodology is as follows: we rst cluster the
data using GMM-EDDA (Fig. 4A). For each pair of GMM clusters,
we consider each cluster of the pair to form a distinct class of
data, and we apply the logistic regression model64 to separate
them. This model provides a probabilistic output indicating the
probability for a data point to belong to either one of the clus-
ters. We use the decision axis of the logistic regression as the
rst visualization axis, and we use the rst principal component
in the subspace orthogonal to the logistic axis as the second
visualization axis. As a result, we get a scatterplot that we call
a plot, where the pair of GMM clusters tend to be maximally
separated along the logistic x-axis, and maximally spread along
the PCA y-axis (Fig. 4B).

We gather all pairs of LogDA plots into a class-wise pairplot
called ClassMat62(see Fig. 4C and 7), to give the analyst an
overview of the visual clustering process. ClassMat is similar to
a pairplot but focused on classes instead of dimensions.

For each LogDA plot, the analyst can decide visually if two
classes (GMM clusters) are separated enough to form valid
clusters, or if they should be merged to form a single cluster
instead. In contrast to other projection techniques like t-SNE or
UMAP, if two classes appear separated in a LogDA plot, they
must also be separated in the data space: visual class separation
is trustworthy. The analyst can trust the class separation in
506 | Digital Discovery, 2024, 3, 502–513
these plots and infer the overall cluster structure in the data
space by collecting all pairwise decisions from each LogDA plot
(Fig. 4C). The decisions gathered in ClassMat (Fig. 4D) form an
adjacency matrix of a graph connecting or not the components
of the GMM. This graph is summarized visually as a node-link
diagram (Fig. 4E) to understand the overall data cluster
structure.

This work employs logistic regression to minimize the
probability of overlap between clusters. It is worth mentioning
some limitations related to the fact that we consider linear
separation between clusters only, so we may merge two clusters
if they are not linearly separable enough. However, because we
are considering clusters from a Gaussian mixture model, the
clusters are Gaussians hence they are naturally convex (ellip-
soids), and they become non-convex only when two clusters
overlap (one dense Gaussian distribution inside the area of
a larger less dense Gaussian distribution for instance).

3 Results

A top-down approach was followed to shortlist the MOF mate-
rial candidates and use them as a test case in developing
a clusteringmethodology. 961 single Cumetal containingMOFs
were identied in the CoreMOF database and used in the
current studies. Five features: pore size (Å), window size (Å),
metal charge (e), CO2 uptake (mmol g−1), and CO2 heat of
adsorption (kJ mol−1), were calculated for each MOF as we
believed these features would be adequate to describe the
topological, electronic and adsorption properties of the mate-
rial. All the calculations to produce the features are discussed in
Section 2.1. A dataset was generated based on the CO2 absorp-
tive pressures at 10 bar (Cu-MOF-10 bar). Due to MOFmaterials'
primary application relying on the adsorption properties, we
analysed their data at high (10 bar) pressure. Once we built
a dataset, the next step consists of analyzing the patterns,
relationships, or anomalies. As a starting point, we executed one
of the well-known tools, the pairs plot (also called a scatterplot
matrix), which allows for nding both distributions of single
features and relationships between two features. Fortunately,
this method is easily implemented in Python using the seaborn
visualization library.65 The pair plots of the Cu-MOF-10 bar
dataset are shown in Fig. 5a. We found no distinguishable
group of data points during pair-wise visual inspection.

Further, we applied a dimensionality reduction algorithm to
capture signicant multi-dimensional data structures. In this
regard, we tried the favoured method, principal component
analysis (PCA),66 that can be fed raw data and is independent of
prior data labels. The basic principle of PCA is described in
Section 2.2.1. The generated principal components (PCs) are
ordered by their decreasing eigenvalues. The top three principal
components are used to display the Cu-MOF-10 bar dataset in
Fig. 5b.

Three principal components were calculated for Cu-MOF-10
bar data that have total variance explained in the following
percentages: PC1: 57.09%, PC2: 21.18%, and PC3: 12.14%. To
get a clear visualization of the 3D plot, we added the projections
along XY (PC1 × PC2), YZ (PC2 × PC3), and XZ (PC1 × PC3)
© 2024 The Author(s). Published by the Royal Society of Chemistry

http://creativecommons.org/licenses/by-nc/3.0/
http://creativecommons.org/licenses/by-nc/3.0/
https://doi.org/10.1039/d3dd00179b


Fig. 5 (a) Pair plot of the Cu-MOF-10 bar dataset, including the
distribution of each feature along the diagonal, and all pairwise scat-
terplots off-diagonal showing possible correlation. Axis label abbre-
viations: pore size (PS), window size (WS), metal charge (MC), uptake-
CO2 (UPTAKE), and CO2 heat of adsorption (QH). (b) Visualization of
the Cu-MOF-10 bar dataset along the top three principal components
explaining most of the variance. There is no evidence of a cluster
structure for all the pair plots (a) nor from any of the three pairwise PC
projections (b).
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axes. None of the projections portrays any separation of the data
into clusters. Hence, we extended our studies to use a non-
linear dimensionality reduction method, t-SNE and UMAP in
combination with DBSCAN and HDBSCAN clustering
methods12,51 (Fig. 2), which are more likely to help discover
clusters in the data. The t-SNE//DBSCAN and UMAP /

HDBSCAN methods' implementation details are described in
Section 2.2.2. Firstly, our Cu-MOF-10 bar dataset with ve
features was supplied to t-SNE and UMAP algorithms for 2D
embedding. Later, the data clusters were computed in the
original input data space using DBSCAN and in the embedded
data using HDBSCAN. Scikit-learn and Bioinfokit machine-
learning Python libraries were used for t-SNE,67 UMAP,68

DBSCAN,69 and HDBSCAN70 implementations. The 2D view
plots using the spatial coordinates either from input features or
from the embedded data, and the clustered data of our Cu-MOF-
10 bar dataset are shown in 6a–h. Le-side and right-side
columns include the outcomes of t-SNE//DBSCAN and UMAP
/ HDBSCAN procedures that are shown in Fig. 6a–d and e–h,
respectively. We started with the parameters mentioned in the
developer webpage12,71 to get t-SNE and UMAP 2D embeddings.
And we use the default parameters for DBSCAN and HDBSCAN
given in the off-the-shelf Scikit-learn webpage.67,71 These
© 2024 The Author(s). Published by the Royal Society of Chemistry
methods were repeated twice to check their reproducibility.
Fig. 6a, b and e, f show the resulting data clusters. We observe
that all four trials produced different numbers of clusters
(colors) with various shapes. This demonstrates that the t-SNE//
DBSCAN and UMAP / HDBSCAN methodologies lack repro-
ducibility and stability. They can be trapped in the local minima
of the embedding process. In addition, we tried to nd better
parameter values for both the embedding and the clustering
techniques, but it led to completely different clusters, as shown
in Fig. 6b–d and f–h, demonstrating the sensitivity of these
approaches to their parameterization.

At this stage, it seemed that despite all these different
approaches, our Cu-MOF-10 bar data do not seem to form
distinct clusters in the ve-dimensional feature space.
3.1 Applying our divide-and-conquer human-in-the-loop
methodology

We now use the proposed methodology (see Section 2.3). We
use the MCLUST package with EDDA option to t a nite
Gaussian-Mixture Model (Section 2.2.3) (MclustDr) with the
Bayesian information criterion (BIC) to select the optimal
number of clusters and covariance structure of its components
(Fig. 4A). Five features: pore size (PS), window size (WS), metal
charge (MC), uptake-CO2 (UPTAKE), and CO2 heat of adsorp-
tion (QH), were considered to visually cluster the Cu-MOF-10
bar dataset with a GMM. We ran ten GMM models with their
own random seed to vary the initial values of the estimated
parameters. We collected the optimal BIC for each of them and
selected the GMM model with the best BIC over all 10 trials as
the nal model. Notice that each GMM runs its own internal
BIC-based optimization cycle to select the best covariance
model (EDDA, Fig. 3) and number K of Gaussian components
among {1, ., 15}.

We obtained ten clusters in the nal BIC-optimal GMM-
EDDA shown using a linear projection in Fig. 7a. The grey
boundaries represent the cluster uncertainties. As it is a linear
projection of all the data, we cannot infer the cluster structure
from this single plot24 where most clusters seem to overlap.

We apply the logistics-based discriminant analysis and PCA
for each pair of GMM-EDDA clusters (Fig. 4B) to nd the actual
separation between the clusters. We arrange all these LogDA
scatterplots into a matrix called ClassMat62 (Fig. 4C).

The ten GMM-EDDA clusters (Fig. 7a) result in 45 LogDA
projections displayed in Fig. 7b as scatter plots arranged in the
lower triangular part of the ClassMat matrix. The individual
clusters in each LogDA plot are shown in a distinctive color to
ease visual analysis (see Fig. S1–S5†). As per Fig. 7b and S1–S5,†
the next step is for the end-user to visually decide the clusters'
separation in each LogDA plot. In order not to be biased by the
color of the GMM clusters in LogDA plots, we plotted them in
black-and-white. Two of these plots are shown adjacent to their
colored counterpart in Fig. 7c and d (all of them in Fig. S1–S5†).

All 45 pairwise LogDA monochrome plots were analysed
visually to analyze the presence of cluster separation leading to
a split decision (e.g. (C3, C6) pairs in Fig. 7c) or cluster overlap
leading to a merge decision (e.g. (C3, C4) pair in Fig. 7d). The
Digital Discovery, 2024, 3, 502–513 | 507
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Fig. 6 Parameter tuning of existing clustering pipelines from Fig. 2 is challenging. All plots show the same Cu-MOF-10 bar data either clustered
with DBSCAN and projected with t-SNE (left column), or projected with UMAP then clustered with HDBSCAN (right column). Projections provide
the position of the points and clustering give their color (black or purple (−1) codes for (H)DBSCAN outliers). We run several times the Scikit-learn
and Bioinfokit default parameters of t-SNE and DBSCAN (a, b) and UMAP and HDBSCAN (e, f). The stochastic nature of t-SNE and UMAP leads to
high variability of the projections; it prevents reproducibility and hinders an objective analysis. When trying to optimize the parameters (c, d) and
(g, h), the results remain highly sensitive to the chosen parameters. In (a–d), clustering performed in the data spacemay be correct but it does not
match with cluster patterns generated by the non-trustworthy projections, confusing the analyst. In (e–h), there is a better match between
clusters (proximity patterns) and class labels (colors) because clustering occurs in the projection space itself. However, we cannot confirm
whether the cluster patterns generated by the projection are trustworthy or not; this time the good visual matching of clusters and classes is
misleading. Finally, these two pipelines are sensitive to parameters and not trustworthy due to the distortions of the projection techniques. These
observations confirm the same misleading or deceptive results when using such projection and clustering techniques in the domain of single-
cell genomics.61
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analyst considered some pairs of clusters to be separated based
on the difference in density rather than the wide empty space
between them (e.g. C6 and C7 in Fig. S4†). The cluster pairs that
are displayed in the lower triangular part of the ClassMat in
Fig. 7b were marked in the upper triangular part of ClassMat as
‘M’ or ‘S’ for merge or split decisions, respectively.

The ensemble of merge or split decisions gathered in
ClassMat form an adjacency matrix of a graph connecting the 10
initial GMM clusters (M code for the presence of a link and S for
its absence). The connected components of this graph form the
meta-clusters of our data. Further, we computed the node-link
representation of this graph shown in Fig. 8 using the Pyvis
Python interface.72

Finally we discovered three meta-clusters in our data, visible
as the three connected components of this graph: CA = (C1, C2,
C3, C4, C5, C6, C7, C9) (blue), and the isolated GMM clusters C8
(gold) and C10 (orange). The node-link diagram also suggests
the possible existence of some branching structures (C5, C7, C9)
and a cycle (C1–C3–C2–C6) within these data that could be
investigated further in future work.

The pairwise LogDA projections of the aggregated clusters
and the individual clusters are shown in Fig. 9a–c.

The LogLDA plots of CA-C8 and CA-C10 (Fig. 9a and b) show
these pairs are not linearly separated (a black-and-white version
508 | Digital Discovery, 2024, 3, 502–513
of these plots would not let us discover the two clusters). But we
know that every pair formed by a component of CA and either C8
or C10 shows well separated clusters (Fig. 7b and S1–S5†) which
indicates C8 and C10 are possibly nested into CA or at least non-
linearly separable from it. This is a case similar to the illustra-
tive example (Fig. 4A) where no linear projection can separate
the two composite clusters (gold-green) and (red-grass-yellow-
brown-blue), but every pair of components taking one compo-
nent from each composite cluster is linearly separable. Thanks
to our divide-and-conquer methodology we can discover
complex clusters using multiple class-pairwise linear
projections.

We characterize the resulting aggregated clusters individu-
ally by computing the distribution of their data along the ve
different features (Violin plots in Fig. 10) and computing their
correlation coefficient between every pair of features (Heatmaps
in Fig. 11).
3.2 Violin plots of the data distribution

To acquire more condence in the separation between the
clusters obtained from the GMM-EDDA and LogDA hybrid
methodology, we calculated violin plots that visually represent
the entire data distribution in the three clusters. The data cor-
responding to each feature were normalised. The normalised
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 10 (a–c) Violin plots of the distribution of the features in three
CA(C1, C2, C3, C4, C5, C6, C7, C9), C8, and C10 clusters respectively
obtained from the proposed GMM-EDDA and LogDA methodology.

Fig. 7 (a) Cu-MOF-10 bar dataset projected onto the first two prin-
cipal directions of the GMM-EDDA model showing the decision
boundaries with uncertainties. (b) ClassMat62 gives an overview of the
two-dimensional LogDA plots displayed for each pair of classes ob-
tained from the GMM-EDDAmodel. Colors code for the GMM clusters.
For instance, the LogDA plot with red and pink points at the crossing of
column C3 and row C6 shows that classes C3 (red) and C6 (pink) form
distinct clusters in that linear projection (c), from which we conclude
C3 and C6 are well separated forming distinct clusters in the data
space as well. For that reason, the split (S) decision has beenmarked by
the analyst in the cell at the crossing of row C3 and column C6. In
contrast, classes C3 and C4 overlap forming a single cluster clearly
visible from the monochrome version of the LogDA plot (d), leading to
a merge (M) decision marked in the cell at the crossing of row C3 and
column C4. The remaining LogDA plots and decisions are given in the
ESI.†

Fig. 9 (a–c) LogDA projections of the three pairs of final clusters
discovered. Although C8 and C10 are clearly separated from each
other, it would have been difficult to distinguish them from the cluster
CA but the LogDA plots between C8 or C10 and any of the compo-
nents of CA show that they form distinct clusters (ESI†).

Fig. 11 Heatmap representation of the correlation coefficients of each
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data of ve features in the three clusters (C1, C2, C3, C4, C5, C6,
C7, C9), C8, and C10 are used to generate violin plots, as shown
in Fig. 10a–c, respectively.
Fig. 8 The decisions recorded in ClassMat (Fig. 7b) form an adjacency
matrix where M stands for a link between two GMM-EDDA compo-
nents and S for no such link. A node-link diagram is used to represent
these adjacency data. It summarizes the visual decisions of the analyst
in an easy-to-read network whose connected components form
meta-clusters: a large cluster made of GMM-EDDA components C1–
C2–C3–C4–C5–C6–C7–C9 and two isolated components C8 and
C10.

feature corresponding to the three clusters (a) CA, (b) C8 and (c) C10
obtained from the EDDA and LDA hybrid methodology. Color codes
for the correlation values.

© 2024 The Author(s). Published by the Royal Society of Chemistry
Visually, all three clusters, CA, C8 and C10 show different
violin plot distributions along each feature. The below
tendencies are given with respect to the normalized values. The
data from the cluster CA are well concentrated along medium
MC and QH, and low PS and WS nv, but are not very dependent
on UPTAKE. The data from C8 are mostly determined by their
concentration onmediumQH, and low UPTAKE andWS. Lastly,
cluster C10 gathered data with medium MC, high QH, and low
PS and WS, with not much dependency on UPTAKE. These
characteristics further validate the singularity and distinctive-
ness of the clusters discovered with our methodology.
3.3 Heatmap representation of correlation coefficients

Pearson correlation coefficients were calculated among the
features for each cluster and represented as a heatmap in
Fig. 11. QH, PS, and WS are strongly correlated in all meta-
clusters, but WS and MC are strongly correlated in C8 in
contrast to C10 and CA, while MC and UPTAKE are more
correlated in CA than in C8 or C10, and MC is the least
Digital Discovery, 2024, 3, 502–513 | 509
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correlated to any other feature in C10 compared to C8 or CA.
Again, the three clusters show distinct correlation patterns
indicating different global orientations in the data space and
conrming their singularity.

4 Limitations and future work

Our proposed method employs logistic regression to minimize
the probability of overlap between clusters in the embedding
space. We could have used the standard Fisher Discriminant
analysis (LDA)73 as an alternative for the rst axis, but LDA
attempts to maximize between-class separation while mini-
mizing within-class variance, assuming Gaussian distribution
of the classes. Gaussian Mixture Models also assume the data
are generated by a mixture of Gaussian distributions, but the
actual distribution of the data nally encoded by each GMM
component is not necessarily Gaussian especially aer assign-
ing data to the most likely of several overlapping Gaussian
components to decide their class. In contrast, the proposed
logistic regression is less sensitive to the possible non-
Gaussianity of each class and does not attempt to minimize
the within-class variance, focusing its resources on maximizing
the between-class separation.

If two clusters appear separated along the LogDA axis, they
must be separated in the original data space too. However, the
converse may be false: two nonlinearly separated clusters may
appear as overlapping in the LogDA plot, leading to a merge
decision, for example, two interlocked banana-shaped clusters
or a narrow Gaussian cluster nested into a spherical-shell
cluster. Still, as we consider clusters from a Gaussian mixture
model which is essentially a density model, we assume the
GMM components are automatically captured nearly Gaussian
clusters or they cover a continuous region of the data distribu-
tion forming a single data cluster, hence they are likely convex
(ellipsoids) or at least simply connected (not in multiple parts
and with no hole). As a result, in the meta-cluster network
representation (Fig. 4E and 8), the absent links are the most
trustworthy and can be checked visually in the corresponding
LogDA plots, while some clusters (nodes) might need to be split
further, and some links might not exist in the actual data. If our
assumption is not valid, rened analysis tools like topological
data analysis techniques62,63 could be used to complement this
pipeline.

Other clustering techniques such as DBSCAN, HDBSCAN, or
the well-known K-means74 could be used instead of GMM.
However DBSCAN or HDBSCAN would not be good candidates
as they can form non-convex clusters which would not verify our
base assumption for interpreting LogDA plots for split and
merge decisions. K means instead would verify the convexity
assumption as it partitions the data into K Voronoi cells.
However, in contrast to K means, the GMM benets from a well-
grounded statistical framework75 equipped with Bayesian
criteria to select the number of clusters. Moreover, it has been
shown that K means is a special case of GMM if we use a hard
class assignment between the Expectation and Maximization
(EM) steps of the GMM optimization process.76 As an exercise,
though, we ran our methodology using K means with K set to 10
510 | Digital Discovery, 2024, 3, 502–513
as found by the optimal GMM. Results are displayed in ESI
Fig. S6 and S7.†

The GMM model plays a central role in our approach. The
number of parameters to estimate grows linearly with the
number of components K (means and prior weights) and
quadratically with the dimension n (covariance matrix). Thus,
the main technical limitation is the data sample size as we
expect at least a few data values to estimate each parameter, and
the data dimension n as covariance matrices can become
numerically unstable. In practice, the Mclust toolbox can
handle data with size up to ∼10 000 and dimensions up to ∼20.
Data random subsampling and PCA are usually applied to
reduce the data size and dimension to technically manageable
values without loosing much information. Otherwise, scalable
approaches have been proposed for training GMM.77,78 We
considered a continuous feature space, but ordinal and cate-
gorical features can also be handled with variants of GMM75 and
would also require some adaptation of the LogDA plots in our
method. They are le as future work.

Our experiments showed that t-SNE//DBSCAN and UMAP /

HDBSCAN clustering pipelines (Fig. 6) are sensitive to param-
eter settings. This indicates that developing an optimization
workow to optimize the hyperparameters for t-SNE, UMAP,
DBSCAN, and HDBSCAN methods is a worthy future work.

Our method involves visual checking of possibly many
scatterplots. There are perceptual limitations in terms of the
size of the ClassMat visualization to render more than about 20
clusters (20 × 20 matrix of scatterplots) on a standard screen
display. Several features could enhance our approach and are
le as future work: allowing for interactive exploration of
ClassMat using pan and zoom; using ClassMat directly to
annotate interactively the split-or-merge decisions; re-ordering
rows and columns automatically based on these decisions so
meta-clusters appear as blocks along the diagonal as in Fig. 4D;
or using indicators of visual quality measures31,79–82 or clustering
indices21 to explore in priority the scatterplots with the most
ambiguous cluster patterns.

Clustering indices21 could be used to quantify cluster
patterns in LogDA plots, and the resulting meta-cluster.
However, it is important to note that clustering quality
metrics are designed to compare alternative clusterings of the
same set of points, so they cannot be used to compare patterns
from two different LogDA plots, although research is ongoing in
that direction.83 Moreover, they cannot output a value if there
are less than two clusters. As a result, it is not possible to use
such a score to decide if two clusters should remain split or
merged into one as no score is available in that latter case.

Finally, our proposal emphasizes the importance of human-
in-the-loop decisions in clustering. Clustering techniques and
clustering quality metrics21 are both a form of human knowl-
edge embedded in a computational function, except they are
predened and generic, while our approach lets the end-user
decide for each pair of clusters based on a wide range of
possible visual patterns. We argue that letting the end-user
decide by visual analysis of carefully chosen two-dimensional
linear projections of cluster pairs can be used to improve the
base clustering technique to detect non-linear and more
© 2024 The Author(s). Published by the Royal Society of Chemistry
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complex cluster topologies, and engage the end-user in the
decision. The meta-clusters obtained by aggregating base clus-
ters come as complementary insights of the cluster structure
that the base clusters could not reveal alone (Fig. 4E). Moreover,
the individual decisions can still be discussed between several
experts visualizing the same data (the LogDA plots), to come to
a consensus decision if needed. This makes our method a novel
form of interpretable clustering84,85 instead of a black-box
clustering model the end-user must trust blindly. Still,
a future study with multiple end-users and various datasets will
be run to validate our method more quantitatively.
5 Conclusion

This work proposes a protocol of data clustering and visuali-
zation methodologies to obtain the clusters from a highly
overlapped dataset. A MOF materials database, the CoREMOF
database with ve features that reect topological (pore size,
window size), electronic (metal charge), and CO2 adsorption
properties (amount of adsorption, heat of adsorption) at 10 bar
pressure, was considered as a test case for our methodology.
Among conventional data projection methods, PCA did not
discover any clusters. Later, the well-known data projection
methods like UMAP and tSNE, combined with DBSCAN and
HDBSCAN clustering techniques, highlighted the overlapping
nature of our dataset but lacked reproducibility even when
using the same hyperparameters. Hence, we proposed to use
model-based clustering, which uses Gaussian mixture models
(GMM) with the EDDA method for clustering the data. The
GMM-EDDA method separated the data into ten overlapping
clusters upon 2D projection visualization. We enriched the
GMM-EDDA cluster results with all class-pairwise LogDA plots
forming ClassMat. Our divide-and-conquer methodology relies
on a human-in-the-loop approach for inner clustering deci-
sions; this involvement should empower the analyst and induce
more condence in the clustering result compared to fully
automatic but not trustworthy pipelines with blind parameter
tuning. Furthermore, each pairwise decision is supported by
a LogDA visualization so it can be discussed among several
analysts in order for them to come to a consensus on what
should constitute a valid cluster. At least the clustering process
can be checked and discussed among experts through the class-
pairwise LogDA trustworthy visual representations of high-
dimensional data.

Regarding complex overlapped MOF data, the use of this
methodology allowed us to discover three clusters with non-
linear separation in the data space. We could characterize
these clusters by their correlation and distribution among the
ve features. This work demonstrates that MOF materials can
have highly correlated properties and cannot be categorized
based on knowing only geometrical or electronic descriptors
using standard clustering and projection pipelines. Our future
aim is to classify the MOF materials based on the topological
and electronic descriptors using the current clustering meth-
odology as a starting step. The present method could also be
applied to any virtual dataset beyond materials science.
© 2024 The Author(s). Published by the Royal Society of Chemistry
The methodology itself could benet from using indicators
to support the analyst in examining the challenging LogDA plot
in priority, while some others with obvious class separation
could be decided automatically. Developing a fully interactive
tool to record the analyst's decision and draw the corresponding
node-link diagram would also be a plus. Supporting the analysis
of branching structures and cycles formed by the resulting
graph is also of interest.

Data availability

The source code for data preparation, model implementation,
training, and evaluation is available at https://github.com/
elfedwa/Visual-Clustering-of-Overlapping-Materials-Science-
Data.git.
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