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The extraction of compounds from natural sources is essential to organic chemistry, from identifying

bioactive molecules for potential therapeutics to obtaining complex, chiral molecule building blocks.

One industry that is currently leading in innovation of new botanical extraction methods and products is

the cannabis industry, although it is still hampered by a lack of efficiency. Similar to chemical syntheses,

anticipating the extraction conditions (flow rate, time, pressure, etc.) that will lead to the highest purity or

recovery of a target molecule, like cannabinoids, is difficult. Machine learning algorithms have been

demonstrated to streamline reaction optimization processes by constraining the parameter space to be

physically tested to predicted regions of high performance; however, it is not altogether clear if these

techniques extend to the optimization of extractions where the process conditions are even more

expensive to evaluate, limiting the data available for assessment. Combining information from several

sources could provide access to the requisite data necessary for implementing a data-driven approach

to optimization, but little data has been made publicly available. To address this challenge and to

evaluate the capabilities of machine learning for optimizing extraction processes, we built a dataset on

the carbon dioxide supercritical fluid extraction (CO2 SFE) of cannabis by harmonizing data from various

companies. Using this combinatorial dataset and new techniques for maximizing the information

obtained from a single large scale experiment, we built robust machine learning models to accurately

predict extraction yields. The resulting machine learning models also allow for the prediction of out-of-

sample biomass variations, process conditions, and scales.
Introduction

Most optimization problems in organic molecule production
focus on applying chemical reactions to facilitate bond
constructions through the evaluation of complicated conditions
and complex catalyst structures. Traditionally this process has
involved the exploration of reaction parameter space to reveal
and quantify the variable effects on the experimental outcome
(e.g., yield, purity, selectivity).1,2 In practice, this is oen ach-
ieved by evaluating one parameter at a time, however, such
a process is iterative and resource intensive. Indeed, signicant
research efforts have been dedicated to applying machine
learning (ML) algorithms for building statistical models that
can quantitatively anticipate how a change in any reaction
component alters the experimental outcome.3–8 These predic-
tive models allow reaction conditions to be explored rst
virtually, allowing bench chemists to narrow down the
British Columbia, Vancouver, British
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tion (ESI) available. See DOI:

the Royal Society of Chemistry
conditions to be physically tested while increasing the propor-
tion of reactions that lead to good results.9 Likewise, valuable
organic molecules can also be located in nature where extrac-
tion processes must be optimized to obtain the target
compounds in high yields, though anticipating the extraction
conditions (ow rate, time, pressure, etc.) that lead to the
highest quality or recovery is difficult.10 This overarching issue
in extraction optimization is oen exasperated by subtle
connections across several variables and some of these are not
routinely assessed (e.g., leaf size).11 Consequently, it is not clear
if the algorithms and techniques typically used to build
predictive models to guide the optimization of synthetic reac-
tions can be extended to include extraction processes (Fig. 1).

The dichotomy between the two approaches for obtaining
important organic molecules is also expressed in the type and
amount of data that is used to train powerful ML models. Most
efforts in chemical synthesis rely on data sets extracted from the
literature,5,12–14 produced by high throughput experimenta-
tion,4,15,16 or a combination of the two.17 However, these data
sources do not exist or are in limited supply for training robust
ML models for extraction processes. One potential explanation
is that these separations are generally performed on large scale
(input > 1 kg) making the process conditions more expensive to
Digital Discovery, 2024, 3, 155–162 | 155
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Fig. 1 Assessing the transferability of the data-driven workflow traditionally employed for optimizing chemical syntheses (top) to extraction
(bottom), a different approach for obtaining organic molecules. Ar = aromatic group, NBO = natural bond orbital charge, DFT = density
functional theory, CPA = chiral phosphoric acid, L/B1/B5 are 3D sterimol parameters, nP =O is the vibrational frequency of the P]O bond, THC
= tetrahydrocannabinol, CBD = cannabidiol, CBG = cannabigerol.
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evaluate. Therefore, the effective implementation of these tools
will require innovative ways for maximizing the information
gained from running a single large-scale experiment.

Considering these challenges and the importance of
obtaining complex organic molecules from natural sources, we
have evaluated the ability of ML algorithms to predict the
impact of extraction conditions on compound recovery. The
setting for this study is carbon dioxide supercritical uid
extraction (CO2 SFE), one of the major techniques to recover
cannabinoids from cannabis and hemp with high levels of
enrichment. Supercritical CO2 extraction stands out in
cannabis processing for its efficiency and integrity in sepa-
rating plant components, ensuring high-quality, safe extracts.
This environmentally and economically favorable method
aligns with pharmaceutical and food industry standards,
preserving the essential properties of cannabis for optimal
utilization.18,19

The composition of cannabis is rich with organic molecules
including terpenes, phenolics, and cannabinoids, most of
which are present in very small quantities (<1 wt%).20,21 Two
major exceptions to this are cannabidiolic acid (CBDA) and
tetrahydrocannabinolic acid (THCA), typically existing in
>10 wt%. These acidic cannabinoids are converted into their
neutral counterparts, cannabidiol (CBD) and tetrahydrocan-
nabinol (THC), upon exposure to heat. Owing to their ubiquity,
CBD and THC have been the focus of bioactive research in
recent years. THC is the primary psychoactive and intoxicating
component, while CBD is non-intoxicating but has received
interest due to its antiseizure, antianxiety, and analgesic activ-
ities.22 In 2018, the FDA approved the rst CBD-containing
medicine, Epidiolex, for the treatment of epilepsy.23 These
factors combined with favourable changes in the legal status of
cannabis in many US states and Canada have led to a substan-
tial demand for cannabis goods including cannabinoid
concentrates and infused products.
156 | Digital Discovery, 2024, 3, 155–162
Despite the potential of cannabinoids in pharmaceutical and
consumer products, the lab-intensive and time-consuming
extraction process impedes applications of these molecules.
Consequently, there is an urgent need to develop more effective
extraction methods to access these high-value compounds.
Herein, we report that a random forest ML model trained on
extraction parameters can be applied to predict the yield of
cannabinoids obtained from CO2 SFE. To achieve this, we built
a unique extraction database gathering results across several
industry platforms (3 different instruments and 14 different
cultivars) and describing the impact of various process condi-
tions on the yield of a diverse set of cannabinoids. Our workow
includes new techniques for amplifying the information gath-
ered from a single large-scale experiment, while also providing
a prediction platform for extraction outcomes of untested
conditions, cultivars, and scales (Fig. 1, bottom).
Results and discussion
Building and analysing the extraction database

Harmonizing information from different individual reports is
a common technique deployed for acquiring the requisite
amount of data to build ML models for organic chemistry
applications. Accordingly, to assemble the database, processes
executed by various companies involving different cultivars and
extractors were combined to increase the number of data points
for training. To maximize the data gathered from large scale
experiments, which are very expensive to evaluate systemati-
cally, we considered the amounts of neutral cannabinoids
(THC, CBD, cannabigerol (CBG), and cannabinol (CBN)), and
their corresponding acids (THCA, CBDA, and CBGA) afforded
from each extraction process. When these extraction compo-
nents are treated separately, identical sets of process conditions
will be present for different molecules which can be distin-
guished from each other through one-hot encoding.
© 2024 The Author(s). Published by the Royal Society of Chemistry
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Implementing this approach would permit a single, costly
extraction to provide a wealth of information about the impact
of the process parameters on the recovery of up to seven
different compounds. Because downstream application is vari-
able, not all companies quantify each cannabinoid and, in some
cases, it can be advantageous to collect blends of cannabinoid
materials; however, implementing this approach is comparable
to requiring seven times less experiments for training this
extraction prediction model.

In compiling the database another important factor to
consider was how to measure the efficacy of the extraction
process for each of the compounds. Reporting the recovery is
the traditional method applied, but for some cannabinoid
materials the mass does not simply reect the original plant
composition. As such, for each compound class we calculated
the yield which we dene as the amount of material obtained
from the extraction process as a percentage of the total canna-
binoid mass within the input biomass (see ESI for full dis-
cussion†). This was viewed as a simple but crucial means to
transform the data to a comprehensible scale where the
percentages of each cannabinoid obtained would be recorded
below 100%. The information is compiled to create a unique
database, which we call CannaLit, consisting of 632 data entries
covering eight different cannabinoid materials (Fig. 2A).

The yield range reported for some cannabinoids is sparse
and typically biased towards lower amounts which is expected
to be key for accurate predictions. In many cases this value
simply reects the compound's natural abundance, while in
other samples, the low number is a result of the complex
Fig. 2 Analysis of dataset structures, yields and extractor condition
distributions. (A) Individual cannabinoid materials contribute to the
various ranges of yield. (B) Several extractor conditions are biased
toward certain values of parameter space.

© 2024 The Author(s). Published by the Royal Society of Chemistry
chemical reactions occurring throughout the extraction
process. For example, CBDA and THCA are thermally unstable
and eventually converted to CBD and THC at elevated temper-
atures and times.24–27 Accordingly, it is expected that certain
materials are strongly biased towards low yields as they are
eventually converted to other compounds. Despite the similar-
ities in the reported range of CBD and THC, the yield distri-
bution dramatically differs. Further inspection showsmost CBD
recoveries are recorded over 50% while most THC recoveries fall
below 50%. This symmetry demonstrates how extraction yields
can vary across cultivars even with similar conditions, in this
case owing to the fact that CBD is more soluble in CO2 than
THC.28,29 Explicitly accounting for different cultivar yields in
a single extraction avoids the narrow yield distribution when
analysing individual cannabinoids, minimizes biased experi-
ment selection, and could offer improved predictive
performances.

The dataset describes the impact of 10 distinctive parame-
ters on the recovery of cannabinoids. Most of the extraction
conditions are naturally featurized (e.g., ow rate, temperature,
density, input masses etc.) with one-hot encoding required for
interpreting categorical data (e.g., cannabinoid and extractor
type). Coverage of the continuous process conditions is sparse
and is strongly biased toward operating conditions with 330–
370 bar and 60–70 °C. This data driven analysis of extraction
conditions shows that industrial operators seem to focus on
specic process regimes to search for high yield performance
(Fig. 2B). To understand the benet of building and employing
a predictive model it is worthwhile to enumerate the accessible
process space. Recognising that there are limits in adjusting
certain process parameters (e.g., very high ow rates and pres-
sures are not viable options) we calculated the number of all
reasonable possible combinations of continuous variables of
extraction time, temperature, pressure, and ow rate.

This amounts to 4.4 × 107 possible process conditions to be
tried for a single biomass input. These results hint that devel-
oping an accurate model for extraction would allow for the
prediction of cannabinoid yields for an enormous set of
unperformed process conditions.

A comparison of the MLmodeling processes between the two
approaches for accessing complex organic molecules show
inherent differences in terms of data diversity and output range
distributions. This assessment is important as it allows further
understanding of how performances displayed by ML on pre-
dicting the outcome of synthetic reactions could translate to
extraction processes. To standardize the comparison, we sought
data sets of similar size that were generated in a comparable
way of combining different data sources. Considering these
constraints, we compared our data set to a portion of another
dataset compiled from the synthetic literature, NiCOlit,13

restricted to reactions including a boron coupling partner (677
reactions, a comparable number to our data set of 632 data
entries). Fig. 3 shows the yield distribution between the two
datasets (i.e., restricted NiCOLit and CannaLit) to be similar,
with both showing biases towards lower yields specically in the
range of 0–10%, and towards higher values around 80–100%. In
contrast, CannaLit has signicantly lower density coverage in
Digital Discovery, 2024, 3, 155–162 | 157
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Fig. 3 Comparison of the yield distribution between two data sets.
One is derived from published literature reports recording synthetic
data, while the other is gathered from industry platforms describing
the impact of extraction conditions on various cannabinoids. Density is
each bins raw count divided by the database size and the bin width.
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the 20–80% range, which could introduce biases that have not
yet been studied. Overall, despite similarities in the reported
yield distribution, the underlying structure of the reaction data
considerably differs. Because extraction processes are primarily
unpublished there is no motivation to record only the best
results; however, there is a clear tendency to rely on established
conditions as additional changes to the set-up are prohibitive.
In contrast, literature data focused on chemical syntheses oen
include a larger sampling of reaction conditions especially early
in the optimization campaign when little is known about the
impact of the reaction components on the experimental
outcome. Therefore, optimization tables are a useful but limited
source of negative data due to the reporting biases in the
synthetic literature.
Training a ML model

The relatively small size of the data set led us to consider
random forest (RF) as the ML algorithm for building the
predictive model. This algorithm is specically designed to
avoid overtting by averaging the output of many randomly
Table 1 Various regression model statistics

Regressor Train R2 Train MAE (%)

Random forest 0.99 1.30
XGBoost 1.00 1.09
SVR 0.52 16.15
kNN 1.00 0.02
Linear regression 0.40 21.03
ElasticNet 0.37 23.41
Ridge 0.40 21.03
LASSO 0.39 21.75
NiCOLit13, a 0.81 10.73

a RF model created from only entries with available DFT features.

158 | Digital Discovery, 2024, 3, 155–162
generated decision trees and recent studies have demonstrated
the model's superior performance over a range of other ML
techniques.4,30,31 In addition to RF regressors, support vector
(SVR), k-nearest neighbour (kNN), and XGBoost regressors were
also built as comparisons. Linear regression with various reg-
ularizations was also tested as a baseline approach. To identify
correlations between all collected process parameters and the
recovery of various cannabinoids we applied the ML algorithms
to a training set containing 80% of the data entries and evalu-
ated the model performance with the remaining test reactions.
Key results are summarized in Table 1, and in our case, tree-
based predictors vastly outperformed SVM and linear models.
XGBoost and kNN regressors provided the best training set ts
as demonstrated by the high R2 and low MAE on comparing
predicted and measured yields; however, RF provided training
set errors closer to the value calculated for the test set. To limit
the possibility for overtting, the rest of the study focuses on
results obtained with the RF model (Fig. 4). Importantly, cross-
validation (leave-one-out (LOO) and k-fold) and test set predic-
tions suggest each of the three models to be comparable.

Despite the clear experimental and yield distribution bias,
the predictive performance on CannaLit is signicantly better
than the one reported for NiCOLit (test R2 = 0.27). In fact, when
progressing to this learning task, we obtained some of the
highest R2 observed thus far in any yield correlation. One
explanation could be that extraction processes are naturally
parameterized making the connection between set-up condi-
tions and output relatively straightforward. This is in signicant
contrast to statistically modelling chemical syntheses where the
structure of each reaction component must be described by
carefully chosen numerical descriptors. While several reports
demonstrate the need for appropriate featurization for high
model accuracy,14,32 most reports link the moderate model
performance to dataset distribution and size.6,13,33,34 These new
ndings could encourage the implementation of additional
molecular representations to improve statistical model perfor-
mances even with smaller, biased literature data sets.

To verify the model further we next sought to determine how
each variable contributes to the overall result. Gini importance
values suggest that the input cannabinoid mass has the greatest
effect on the extraction yield, followed by the identity of the
cannabinoid encoded as a categorical descriptor which is
Test R2 Test MAE (%) 10-fold CV LOO

0.96 3.52 0.97 0.98
0.96 3.30 0.98 0.98
0.47 18.02 0.46 0.49
0.98 2.78 0.97 0.97
0.42 21.84 0.34 0.37
0.38 24.62 0.34 0.35
0.42 21.84 0.35 0.37
0.42 22.55 0.35 0.37
0.27 21.61 0.45 0.48

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 4 RF regression model correlating the yield of various cannabi-
noids to a set of extractor operating conditions and categorical
descriptors.

Fig. 5 Mean average error when predicting cultivars left out of
training.
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unsurprising given that this is the only descriptor that differen-
tiates between identical sets of process conditions. Notably, this
is congruent with previous reports that demonstrate that recovery
of unique cannabinoids is impacted by different process condi-
tions.11 Although identifying the key contributors to model
performance conrms appropriate model logic, another impor-
tant test is to determine the chemical validity of our chosen
parameters and ensure the model is not simply learning the
structure of the data.35 This is especially noteworthy given that
our dataset is comprised of few individual extractions that are
repeated. For each extraction, we replaced the features with an
array of randomly generated numbers, essentially creating
a unique barcode for each extraction but notably with no
chemical information. Applying the model architecture to
correlate these meaningless reaction barcodes shows the statis-
tical scores to be much worse (R2 = 0.22, Q2 = −0.65, LOO =

−0.65, and 10-fold CV = −0.65), suggesting that the regression
model relies on chemically meaningful descriptors (see the ESI
formore details†). Including the identity of the cannabinoid does
improve the performance (R2 = 0.84, Q2 = 0.33, LOO = 0.29, 10-
fold CV = 0.25); however, the statistics are still much worse than
those with the chemically relevant features especially when
comparing performance on cross-validation or external test sets.

Next, we performed tests to determine the extent that our
data harmonization strategy improves over standard baseline
models. As noted above, different cannabinoids can have
different extraction yields based only on its chemical properties
and not the extraction conditions. We compared our model to
a model trained structural features of each cannabinoid
(Morgan ngerprints36 with 2048 bits and radius = 2). Applying
a random forest model to this dataset shows little predictive
performance (R2 = 0.36, MAE = 21.0, test R2 = 0.38, test MAE =

21.7) and suggests that extraction conditions are key features
for predicting recoveries.
Fig. 6 Investigating the impact of extraction scale on the correlation
and prediction of yield. (A) Histogram demonstrates the distribution.
Extractions with the input mass >400 g are highlighted in red. (B)
Retrained RF model utilizing data on extractions with input biomass
<400 g and applied to predict larger scale set-ups.
Analysis of ML performance on out-of-sample predictions

Previous work in predicting reaction outcomes have focused
mainly on using the model to forecast the impact of substrates
© 2024 The Author(s). Published by the Royal Society of Chemistry
or catalysts not included in the initial training correlation.
Similarly, we chose the prediction of extraction yield for an
unseen cannabis cultivar as a task of practical interest. To test
this, all experiments including a particular cultivar were held-
Digital Discovery, 2024, 3, 155–162 | 159
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Fig. 7 Comparing our combinatorial approach with DoE, an industry standard. (A) UMAP visualization of the extractions present in the
combinatorial dataset (grey), those obtained from DoE (blue, cultivar 14) and the dataset to be predicted (red, cultivar 13). (B) ML performances
when trained on full or DoE only extraction space.
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out; aer training on the remainder of the data, the model is
applied to predict the recovery of the held-out cultivar. The
results from this task showed calculated MAE ranging from
1.3% to 45.4%; however, 13 of 14 strains were predicted with
a MAE below 20% and 8 of 14 strains predicted to within 10%
on average (Fig. 5). Practically speaking, the poorly predicted
cultivar (cultivar 8) was the only set of extractions wherein the
reported yield was the combined yield of all cannabinoids and
not individually reported yields. Consequently, it is expected
that a model that has not been trained on this type of data is
unable to adequately predict the combined extraction yields.
This cultivar aside, this task demonstrates the model is not
dependent on a singular cultivar and can be used to predict new
cannabinoidmaterials given there is some representation in the
training data.

On the basis of the key parameters identied in the ML
model training and assessment, we surmised that the model
could also be applied to predict the recoveries of scaled up
procedures, an important goal in process development.

If the optimal extraction conditions are uncertain, scaling up
a process can result in signicant risk considering the
substantial investments in resources, and simply put, a bad
outcome would be more costly than running multiple smaller-
scale processes to evaluate the process conditions. Conse-
quently, it is unsurprising that a histogram shows that many of
the processes are run on smaller scale with a small fraction
operated with total input cannabinoid materials >400 g
(Fig. 6A). Accordingly, the dataset was split into small- and
large-scale processes using 400 g as the threshold for ltering
the data into the two bins. The large-scale processes were used
as the held-out data while the model was retrained on the
remaining data and then deployed to predict recovery of this
test set. Fig. 6B shows that the model accurately predicts the
recovery for each of the 29 large scale data points with a small
MAE of 6.8%. Ultimately, this demonstrates that our model also
allows users to make informed decisions about scaling up
a procedure and allowing costly resources to be conserved in the
process.

As a nal prediction task, we aimed to quantify the
improvement that our combinatorial dataset provides. To this
end, the most common way of exploring a dened feature space
160 | Digital Discovery, 2024, 3, 155–162
is through design of experiments (DoE) modelling. The data
acquired from this process is then used as the basis for model
generation and eventual prediction of how changing the set-up
conditions will affect the extraction yields. While DoE datasets
are highly enabling for specic substrates, they can provide
subpar inferences in new areas of feature space (e.g., new
cultivars). Despite this, the high cost of running extractions
oen means that DoE-designed data from one cultivar must be
used to predict another. In this regard, a portion of the Can-
naLit database was generated through DoE to explore how
extractor conditions affect cannabinoid extraction yields for
cultivar 14 (Fig. 7, blue). We tested how this data would perform
in predicting the extraction yield for cultivar 13 (Fig. 7, red)
which requires similar conditions to those obtained for cultivar
14 (Fig. 7). While a random forest model trained on only the
DoE generated data provides a lower error than a random forest
model trained on CannaLit (MAE = 3.5% vs. 11.8%), it is clear
that the CannaLit-trained model better captures the trends
within the out of sample set. This is exemplied when
comparing the range of predicted values where the CannaLit-
trained model mirrors the observed range (5.4–22% predicted,
0–20% observed) while the DoE trained dataset only predicts
values to be 0% yield (0–1.2% predicted, 0–20% observed).

Last, we performed each out-of-sample prediction task with
a model trained on a THC-constrained version of CannaLit to
demonstrate the benets of our data harmonization strategy.
This model exhibits similar training set statistics to the one
trained on full CannaLit, however for each out-of-sample
prediction task the model built on full CannaLit outperforms
the THC-only model (see ESI for full discussion†). This suggests
that harmonizing data does not hinder and may increase model
generalizability. Comparisons were not performed with other
cannabinoids as the requisite data for out-of-sample compari-
sons is not available.
Conclusions

Substantial resources are currently expended on accessing
complex organic molecules through the implementation of
chemical reactions and in cases where the desired compound
already exists in a natural source, via extraction. Here we have
© 2024 The Author(s). Published by the Royal Society of Chemistry
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demonstrated that the machine learning techniques originally
deployed for assessing the impact of reaction conditions on
product yield can be extended to predicting extraction outputs.
This study introduces new techniques for maximizing the
information gathered from a single large-scale experiment
which was demonstrated to be important for expanding the size
of the data set and necessary to increase yield distribution.

Evaluation of various machine learning algorithms proved
several tree-based models to be accurate for our purposes and
we obtained some of the strongest yield correlations observed to
date. More broadly, this successful outcome reinforces the
utility of a data-driven approach to optimization and the need
for carefully constructed databases to achieve adequate
prediction power.

Data availability

All models, python scripts, Jupyter notebooks and datasets are
available in the ESI.†
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32 G. Skoraczyński, P. Dittwald, B. Miasojedow, S. Szymkuć,
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