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Spectroscopic constants from atomic properties:
a machine learning approach

Mahmoud A. E. Ibrahim,?°< X. Liu@® 9 and J. Pérez-Rios {® *a®

We present a machine-learning approach toward predicting spectroscopic constants based on atomic
properties. After collecting spectroscopic information on diatomics and generating an extensive
database, we employ Gaussian process regression to identify the most efficient characterization of
molecules to predict the equilibrium distance, vibrational harmonic frequency, and dissociation energy.
As a result, we show that it is possible to predict the equilibrium distance with an absolute error of 0.04

A and vibrational harmonic frequency with an absolute error of 36 cm™

! including only atomic

properties. These results can be improved by including prior information on molecular properties leading

to an absolute error of 0.02 A and 28 cm™ for the equilibrium distance and vibrational harmonic
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frequency, respectively. In contrast, the dissociation energy is predicted with an absolute error <0.4 eV.

Alongside these results, we prove that it is possible to predict spectroscopic constants of homonuclear
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1 Introduction

Since the beginning of molecular spectroscopy in the 1920s, the
relationship between spectroscopic constants of diatomic
molecules has been an intriguing and captivating matter in
chemical physics. Following early attempts by Kratzer, Birge
and Mecke,"? Morse proposed a relationship between the
equilibrium distance, R., and the harmonic vibrational
frequency, we, as Rlw. = v, where v is a constant, after analyzing
the spectral properties of 16 diatomic molecules.* However, as
more spectroscopic data became available, further examination
of the Morse relation revealed its applicability to only a tiny
number of diatomic molecules.® Next, in a series of papers,
Clark et al. generalized Morse's idea via the concept of a peri-
odic table of diatomic molecules. Eventually, Clark's efforts
translated into several relations, each limited to specific classes
of molecules.*® Simultaneously, Badger proposed a more neat
relationship, including atomic properties of the atoms consti-
tuting the molecule.” Following Badger's proposal, multiple
authors have found new relations, which have seen some utility
even for polyatomic molecules.'*** Nevertheless, Badger's rela-
tions are not generalizable to all diatomic molecules.”*™* In
general, several empirical relationships between R, and w. were
proposed in the 1930s and the 1940s.”*'** In summary, from
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molecules from the atomic and molecular properties of heteronuclears. Finally, based on our results, we
present a new way to classify diatomic molecules beyond chemical bond properties.

1920 till now, the number of empirical relations published is
around 70 collected by Kraka et al.’® Most of these empirical
relations were tested by several authors, finding some
constraints on their applicability.'***"*>** However, all of these
relationships were based on empirical evidence rather than on
a given physical or chemical principle.

On the other hand, in 1939 Newing proposed a theoretical
justification for observed empirical relationships between
spectroscopic constants given by

cf(Re) = :“wez (1)

where c is a constant for similar molecules, fR.) is some func-
tion of the equilibrium distance, and u is the reduced mass of
the molecule. In particular, Newing used Slater's application of
the virial theorem, concluding that the empirical laws may be
related to the existence of a universal repulsive field in diatomic
molecules.”””® The theoretical justification given by Newing
implies that several relations of the form given by (1) exist, each
of which holds for a set of similar diatomic molecules; however,
for any practical application of these empirical laws, the sets of
similar diatomic molecules must be identified first. The
approach was not viable because similarity needs to be defined
precisely.

In the 1960s and 1970s, a number of authors devised the
virial theorem, perturbation theory, and Helmann-Feynman
theorem™>* to develop a better understanding of the nature of
the relationship between R. and w,. via electron densities.**™*°
Most notably, Anderson and Parr were able to establish a rela-
tionship between R, w, and atomic numbers Z; and Z,, as

© 2024 The Author(s). Published by the Royal Society of Chemistry
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where u is the reduced mass of the molecule, and A and £ (the
electron density decay constant) are fitting parameters. Further,
assuming that R, is given by the sum of atomic radii of the
constituent atoms and following simple arguments using the
electron density function, it can be shown that

(72
Ref —,ln( B )7 (3)

where it is assumed that the electron density has a given decay
constant £, and B is a fitting parameter. Using eqn (2) and (3),
one finds

-
o — C(Z,2,) 7 @
i

where C = 4AB"*" and n = (¢’ — £)/¢’. Anderson and Parr found
that taking C, ¢ and £’ as functions of the groups and periods of
the constituent atoms results in better fitting.*®** Anderson and
Par tested their relationships against 186 molecules and agreed
reasonably with experimental values. Recently Liu et al. tested
eqn (2) and (3) against an extended data set of 256 molecules,
finding that these relationships lead to errors =10% upon
adding more data.*® Therefore, these relationships are not
universal and further study is required to elucidate proper
relationships. However, the pioneering work of Anderson, Parr,
and others provided well-motivated relationships between
spectroscopic constants theoretically for the first time. Most
significantly, their work pointed towards a possible direct
connection between a diatomic molecule's spectroscopic prop-
erties and its individual atoms' atomic properties and positions
in the periodic table.

Alongside these developments, several authors attempted
connecting the dissociation energy, DY, with w. and R. of
diatomic molecules.'**'"*> However, these received little atten-
tion due to the lack of reliable experimental data.®****** Most of
the relationships are given by

DY = A'uwlR! (5)

where A’ and [ are constants depending on the form and
parameterization of the potential energy functions that describe
the molecule. For instance, Sutherland found that by taking A’
as a function of groups and periods, better results can be
obtained."*

Thanks to machine learning (ML) techniques and the
development of extensive spectroscopic databases,*® it has been
possible to study the relationship between spectroscopic
constants from a heuristic perspective, i.e., from a data-driven
approach,” find optimal potentials based on spectroscopy
data® and to improve ab initio potentials to match experimental
observations.* In particular, Gaussian process regression (GPR)
models have been used on a large dataset of 256 heteronuclear
diatomic molecules. As a result, it was possible to predict R,
from the atomic properties of the constituent atoms. Similarly,

© 2024 The Author(s). Published by the Royal Society of Chemistry
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w. and the binding energy DJ were predicted using combina-
tions of atomic and molecular properties. However, the work of
Liu et al. only studied heteronuclear molecules. Hence, the
universality of the relationship between spectroscopic constants
still needs to be revised. On the other hand, ML techniques can
be used to boost density functional theory approaches to larger
systems with low computational costs.”*** Hence, ML tech-
niques are used to enlarge the capabilities of quantum chem-
istry methods. However, if sufficient data and information are
available, could ML substitute quantum chemistry methods?

In this work, we present a novel study on the relationship
between spectroscopic constants vie ML models, including
homonuclear molecules in a dataset of 339 molecules: the
largest dataset of diatomics ever used. As a result, first, we show
that it is possible to predict R, and w. with mean absolute errors
~0.026 A and ~26 cm ™, leading to an improvement of factor 2
in predicted power and accuracy concerning previous ML
models. Furthermore, the dissociation energy, DY, is predicted
with a mean absolute error ~0.4 eV, in accordance with previous
ML models. However, our model can benefit from having
a more accurate and extensive database. Second, we show that it
is possible to accurately predict the molecular properties of
homonuclear molecules out of heteronuclear ones. Finally,
since we use the same ML model in this work, we are in
a unique situation to define similarity among molecules. Thus,
we propose a data-driven classification of molecules. The paper
is organized as follows: in Section 2, we introduce the database
and analyze the main properties; in Section 3, we present the
ML models with a particular emphasis on Gaussian process
regression; in Section 4, we present our results and in Section 5,
the conclusions.

2 The data set

In this work, we extend the data set by Liu et al.*** by adding
the ground state spectroscopic constants of 32 homonuclear
and 54 extra heteronuclear diatomic molecules from ref.
56-127. The dataset counts 338 entries based on experimentally
determined spectroscopic constants: R, is available for 338, w,
for 327, and D) is available for 250 molecules.

To assess the variation of the spectroscopic constants in the
dataset, we display the histogram and box plots of R., v, and
D} in Fig. 1. This Figure shows that the spectroscopic constants’
histogram is nearly unimodal. However, R. and w. show a heavy-
tailed distribution. In the case of R., the tail is due to the
presence of van der Waals molecules. In contrast, light mole-
cules are responsible for the tail in the histogram for w.. On the
other hand, the box plot of DJ shows almost no outliers and only
an incipient peak for a molecule with binding energy smaller
than 0.75 eV due to the presence of van der Waals molecules. On
the other hand, we investigate the relationship between pairs of
spectroscopic constants in panels (d)-(f) of Fig. 1. For example,
panel (d) displays R, versus w., showing an exponential trend
similar to the one suggested by eqn (2) or a power law (Morse
relationship). On the contrary, by plotting R, versus Dy and
DY versus w. in panels (e) and (f), respectively, we notice a large
dispersion of the points with no observed trends in both panels.

Digital Discovery, 2024, 3, 34-50 | 35
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Fig.1 The dataset of diatomic molecules' ground state spectroscopic constants. Panels (a—c) display the distribution of the main spectroscopic
constants in the dataset-Re, we and D§ — via a histogram representation and a box plot (at the top) for each. Panels (d—f) show the relationship

between different spectroscopic constants of the molecules in the database.
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Fig. 2 Arkel-Ketelaar's triangle of the dataset. The average electro-
negativity of the constituent atoms on the x-axis, the difference in
electronegativity of the constituent atoms correlates with the ionic
character on the y-axis. The color of each circle demonstrates the
ionic character of the corresponding molecule following the color bar
on the right of the figure. The size of the circles differentiates between
covalent (smaller circles) and van der Waals (larger circles) molecules,
as illustrated at the top of the figure.
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Next, we analyze the chemical properties of the
molecules under consideration, employing the Arkel-Ketelaar
triangle — also known as the Jensen triangle, which separates
qualitatively covalent, ionic, and van der Waals molecules. The
triangle plots the absolute value of the electronegativity differ-
ence between the constituent atoms |x, — xp| versus their
average electronegativity, as shown in Fig. 2, where x, and xp
denote the electronegativities of the molecules' constituent
atoms. The average electronegativity of the constituent atoms
on the x-axis quantifies the van der Waals-covalent bonding. On
the contrary, the difference in electronegativity of the constit-
uent atoms quantifies the ionic character on the y-axis. The
triangle shows that the data set comprises chemically diverse
diatomic molecules with bonding characters ranging from
covalent to ionic with many van der Waals. This chemical
diversity strongly manifests itself in the range of the ground
state spectroscopic constants depicted in Fig. 1.

3 The machine learning (ML) model

Machine learning (ML) is a vast discipline that utilizes data-
driven algorithms to perform specific tasks (e.g:, classification,
regression, clustering). Among the different ML techniques, in
this work, we use Gaussian process regression (GPR), which is

© 2024 The Author(s). Published by the Royal Society of Chemistry
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especially suitable for small datasets. This section briefly
describes GPR and our methods to generate and evaluate models.

3.1 Gaussian process regression

We define our data set D = {(x; y,)|i = 1,---, n}, where x; is
a feature vector of some dimension D associated with the i-th
element of the dataset, y; is a scalar target label, and 7 is the
number of observations, ie., the number of elements in the
dataset. The set of all feature vectors and corresponding labels
can be grouped in the random variables X and y, respectively,
where X = (x4,"--,X,) and y = (y1,"-*, J»)- Here, y consists of values
of molecular properties to be learned. y; is R, we, or DJ of the i-
th molecule, whereas x; is a vector containing atomic or
molecular properties of the same molecule.

We are interested in mapping features to target labels via
a regression model y; = f{x;) + ¢, where f{x;) is the regression
function, and ¢; is an additive noise. We further assume that ¢;
follows an independent, identically distributed (i.i.d.) Gaussian
distribution with variance o,

e~ N(0,0,°1) (6)

where € = (&, ¢,) and I is the identity matrix.

One approach to tackle the regression problem is to specify
a functional form of f{x,). Then, set the free parameters of the
regression model by fitting the data. Alternatively, one can
disregard specifying a functional form of f{x;) but instead place
a prior distribution over a space of functions and infer the
posterior predictive distribution following a Bayesian non-
parametric approach. Within this group of methods, we find
Gaussian process regression (GPR), assuming a Gaussian
process prior GP over the space of functions.*****

F(x) ~ GP(m(x), k(x,x)). )

A Gaussian process is a collection of random variables, any
finite number of which have a joint Gaussian distribution. A
Gaussian process is specified by a mean function m(x) and
a covariance function (kernel) k(x, x'), we will describe both
shortly. A posterior distribution of the value of fx*) at some
point of interest, x*, is determined through the Bayes theorem
as

FXHX,Y ~ N (u* 2% (8)
where

w* = m(x*) + k(x* X)[k(X, X)—l—onzl] (y — m(X)).

9
I = k(x* X) [k(X, X) + 0, 1| k(X,x*). ©)

The mean of the resulting predictive posterior distribution,
w*, is used to obtain a point estimate of the value of f{x*), and its
covariance X* provides a confidence interval.

In GPR, the regression model is completely specified by the
kernel k(x, x). The kernel is a similarity measure that specifies
the correlation between a pair of values f{x) and f{x) by only
using the distance between a pair of feature vectors x and x’ as
its input variable. Specifying a kernel, we encode high-level

© 2024 The Author(s). Published by the Royal Society of Chemistry
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structural assumptions (e.g., smoothness, periodicity, etc.)
about the regression function. Here, we focus on the Matérn
class kernel given by given by

21— ﬂd(x x,)" \/ia’(x x,)"
_ ps Xq s Xq 2
=0y ) ; K, ; + 0, 0pgs

k(x,. %)
(10)

where d(x,, x,) is the Euclidean distance between x and X, K,(z) is
the modified Bessel function of the second kind of order » and
argument z, I'(x) is the Euler gamma function of argument x, / is
the characteristic length scale, o/ is the signal variance, and 6,
is the Kronecker delta. » controls the smoothness of the process.
For instance, for v = 1/2, the process is zero times differentiable.
On the contrary, the process is infinitely differentiable at the
limit v — oo: the so-called radial basis function (RBF) kernel.
Values of v that are suitable for regression applications are 1/2,
3/2, 5/2, and o '?®

We can encode a physical model via the relationships
between spectroscopic constants by specifying the Gaussian
process prior mean function m(x). A common choice of the prior
mean function is m(x) = 0. This choice is satisfactory in most
cases, especially in interpolation tasks. However, selecting an
appropriate prior mean function can simplify the learning
process (delivering better results using fewer data). The mean
function can also guide the model for better predictions as k(x,,
X;) — 0; this is necessary for extrapolation and interpolation
among sparse data points. Further, a model with a specified
mean function is more interpretable.

3.2 Model development and performance evaluation

Its parameters and hyperparameters characterize a GPR model.
Parameters involve (o, I, o) of eqn (10) plus additional
parameters depending on the form of the prior mean function.
On the contrary, hyperparameters involve selecting features, the
form of the prior mean function, and the order » of the Matérn
kernel. To determine the parameters and the hyperparameters,
we divide the dataset D into two subsets: Dy, and Dyg,. First, Dy,
is used for the training and validation stage, in which we
determine the model's hyperparameters. Then, Dy, known as
the test set, is left out for model final testing and evaluation and
does not take any part in determining the parameters nor the
hyperparameters of the model.

To design a model, we choose an X suitable to learn y
through a GPR. We then choose a convenient prior mean
function m(X) based on physical intuition, alongside the last
hyperparameter v € {1/2, 3/2, 5/2, «} is determined by running
four models, each with a possible value of », and we chose the
one that performs the best on the training data to be the final
model. Precisely, a cross-validation (CV) scheme is used to
evaluate the performance of each model iteratively: we split Dy,
into a training set Dyain (~90% of Dy,) and a validation set Dy,jig.
We use Dypin to fit the model and determine its parameters by
maximizing the log-marginal likelihood. The fitted model is
then used to predict the target labels of Dy,iq. We repeat the
process with a different split in each iteration such that each
element in Dy, has been sampled at least once in both D, and

Digital Discovery, 2024, 3, 34-50 | 37
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D,ajia. After many iterations, we can determine the average
performance of the model. We compare the average perfor-
mance of the four models after the CV process. Finally, We
determine the value of » to be its value for the best-performing
model.

We adopt a Monte Carlo (MC) splitting scheme to generate
the CV splits. Using the MC splitting scheme, we expose the
models to various data compositions, and thus, we can make
more confident judgments about our models' performance and
generality.®® To generate a single split, we use stratified
sampling.’****® First, we stratify the training set into smaller
strata based on the target label. Stratification will be such that
molecules in each stratum have values within some lower and
upper bounds of the target label (spectroscopic constant) of
interest. Then, we sample the validation set so that each
stratum is represented. Stratified sampling minimizes the
change in the proportions of the data set composition upon MC
splitting, ensuring that the trained model can make predictions
over the full range of the target variable. Using the Monte Carlo
splitting scheme with cross-validation (MC-CV) allows our
models to train on Dy, in full, as well as make predictions for
each molecule in Dy. In each iteration, D,,q Simulates the
testing set; thus, by the end of the MC-CV process, it provides an
evaluation of the model performance against ~90% of the
molecules in the data set before the final testing stage.

We use 1000 MC-CV iterations to evaluate each model's
performance. Two estimators evaluate the models' performance
at each iteration, the mean absolute error (MAE) and the root
mean squared error (RMSE), given by

1 & .
MAE = % >l = il

(11)
RMSE =

where y7 and y, are the true and predicted values, respectively,
and N is the number of observations in consideration. We
report the final training/validation MAE and RMSE with the
sample standard deviation (STD) and the standard error of the
means (SEM) given by

_ 1 X
MAE = — Y MAE,;
(12)
. 1 X
RMSE = i ; RMSE,

where M is the number of the MC-CV iterations, and MAE;
(RMSE;) is the MAE (RMSE) of the ith MC-CV iteration.

STD(MAE) = ﬁ zw: (MAE - MAE,.)Z,

i=1

(13)

STD(RMSE) = ﬁ 3 <RMSE - RMSE[>2

i=1
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STD(RMSE) 4
SEM(RMSE) = 2= v>F)
(VSR = = A

We use learning curves to evaluate the performance of the
models as a function of the size of D¢.in. We use 500 CV splits at
each training set size to generate the learning curves. The vali-
dation and training RMSE + 0.5STD(RMSE) are plotted as
a function of the size of Din.

Models that have the lowest validation MAE, RMSE, and SEM
are elected for the testing stage. In the testing stage, we fit the
models to Dy, and make predictions of the target labels of Degt.
Finally, we report the validation MAE 4+ SEM(MAE) and
RMSE + SEM(RMSE) and test MAE and RMSE as our final
evaluation of the model.

4 Results and discussion

We have developed seven new models to predict R, we, and
DY: r2, 13, and r4 to predict R., models for predicting w,. are
denoted w2, w3, and w4, while only one model is used to predict
D}, labeled as d1. In addition, we implemented two of the best-
performing models of Liu et al.>® (denoted r1 and w1) using our
updated dataset and compared them with our models. All
models are divided into three categories: (i) r1, r2, and w2 only
employ atomic properties as features in the kernel and as
variables in the prior mean function, (ii) r3 and w3 employ
atomic properties as features in the kernel but use spectro-
scopic data in the prior mean function, and (iii) r4, w4, and d1
include spectroscopic data both in the kernel and the prior
mean function.

In all the seven newly developed models, we use the groups
g: and g, and periods p; and p, of the molecules’ constituent
atoms and the square root of the reduced mass of the molecule
u''? as features. Therefore, the set of properties {p1, g1, P2, 2, u
>} uniquely defines each molecule in the dataset. On the
contrary, additional spectroscopic properties are added to these
five features for models within the category (iii). Furthermore,
we choose the models' features and prior mean functions using
physical intuition based on the discussion in the introduction
and observations from the data Fig. 1, and » was set to 3/2 using
the CV scheme discussed in the last section. The models’
characteristics are given in Table 1.

For all the nine implemented models, we permute the
groups and periods in Dy, in the training and validation stage
and in Dy, in the testing stage to impose permutational invari-
ance.? That is, the models should not differentiate between x =
(P1, €15 P25 2,---) and X' = (py, €2, P1, £1,--.) upon exchanging the
numbering of the two atoms in a molecule. Eight of the models
use linear prior mean functions, the linear coefficients of which
are determined by fitting the linear model to D,y in each CV
iteration in the training and validation stage and by fitting to Dy,
in the testing stage.

For the sake of comparison with baseline ML models we have
implemented linear regression (LR) models based on eqn

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Tablel Machine learning models summary. The target column includes the molecular property to be predicted. The model column refers to the
ML model used. The molecules column refers to the number of molecules in the training plus validation set Dy,. Features are the atomic and
molecular properties employed to characterize every data point in the kernel. Prior mean stands for the prior mean function used for each model
as indicated in the text, and » represents the order of the Matérn kernel determined via the MC-CV scheme described in Section 3.2

Target Model Molecules Features Prior mean v
R. (A) rlr1 314 P1+ P2y 81+ 82, In(Z12,) — -
rlr2 308 In(we), p1 + P2y &1 + &2, In(Z12,), In(w) - -
svmrl 314 P1s &1, P2y &2 — 3/2
svmr2 314 P1» €1, P2y &2y 1 — 3/2
svmr3 308 In(we), P1, 815 P2s Z2r 1™ — 3/2
r1 314 P1, 815 P2, 82 My 1/2
r2 314 ply gly pZy gZ) ,ul/z Ny, 3/2
r3 308 plv gly er g27 /"'1/2 my3 3/2
4 308 ln(we)y ply gly Pz, g27 /ul/z M3 3/2
In(we) wirl 308 P1 + P2, &1 + &2, In(Z12,), In(w) - -
wir2 308 Re, P1 + P2, 81 + €2, In(Z125), In(u) — -
svmwl 308 P1s €1, Pay €20 1 — 3/2
svmw2 308 Re, P1, 815 P2y 820 17 — 3/2
wl 308 R, p1, 810, P2y 85°, 8 0 5/2
w2 308 P1, 815 P2y 82, 4 My 3/2
w3 308 P1, 815 P2y 82, /-"1/2 My3 3/2
wi 308 Re, P1, 815 P2y 820 12 Mis 3/2
In(DY) dir1 244 In(R.), In(we), p1 + P2, g1 + L2, In(w) — —
svmd1 244 P1, 815 P2» &2 - 3/2
d1 244 D1 &1y P2y 82y 1 may 3/2

(3)-(5)-. Specifically, models rlr1 and rlr2 to predict R., wirl and
wlr2 to predict In(w.) and dlIr1 to predict In(DJ). The same MC-
CV scheme used to train the GPR models was used to train the
LR models. Further, we train support vector machines (SVM)
models for regressions tasks to predict R., w. and DJ. The
hyperparameters of the Matern 3/2 kernels for each SVM model
are tuned via 1000 MC-CV steps using Bayesian optimization.***
A description of these models is given in Table 1 and a statistical
summary of their performance is given in Table 2.

41 R.

The first spectroscopic constant under consideration is the
equilibrium distance, R.. We have implemented and developed
two models for predicting R. using only atomic properties: r1
and r2, as detailed in Table 1. Model r1 is the same as in Liu
et al.”® using groups and periods of the constituent atoms as
features. The model r2 requires an extra feature related to the
reduced mass of the molecule. For both models, we explicitly
express the models' prior mean functions as linear functions in

Table 2 Statistical summary of the performance of the ML models using different features, kernels, and prior mean functions as listed in Table 1.
The performance of each model is evaluated using both the validation and test scores. The values for MAE and RMSE with * show an SEM <0.001

A

Target Model Validation MAE + SEM Validation RMSE + SEM Test MAE Test RMSE

Re (A) rlr1 0.33 0.54 — —
rlr2 0.112 0.146 — —
svmr1 0.043 0.069 0.044 0.068
svmr2 0.039 0.059 0.046 0.068
svmr3 0.025 0.038 0.025 0.037
r1 0.060* 0.100* 0.047 0.070
2 0.041% 0.060* 0.046 0.066
13 0.027* 0.039* 0.027 0.038
r4 0.026* 0.038* 0.027 0.040

we (em™) wirl 218 316 — —
wir2 118 197 — —
svmw1 39.4 65.2 36.4 53.7
svmw2 25.8 42.3 24.7 31.8
wi 33.2 £ 0.3 64.8 £ 1.0 33.5 61.2
w2 40.3 £ 0.3 66.3 £ 0.6 37.9 53.4
w3 27.74+ 0.2 44.8 + 0.4 31.3 39.35
wi 25.9 + 0.2 41.6 0.3 26.9 33.6

D} (eV) dir1 0.98 1.25 — —
svmd1 0.36 0.57 0.79 0.83
d1 0.37 £ 0.002 0.52 =+ 0.003 0.55 0.72
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the groups and periods of the diatomic molecules' constituent
atoms.

My 2 = Bo" T+ 61" (py + o) + Barl—r2(gy + o), (15)

where 8, 7™, k € {0, 1, 2} are the linear coefficients of 7., _p.

A comparison between models r1 and r2 is displayed in
Fig. 3. The scatter plots show a more significant dispersion of
the predictions for model r1 compared to model r2. Both
models show the same outliers: homonuclear and van der
Waals molecules. However, for model r2, the number of outliers
is smaller than in model r1, and their dispersion from the true
line is significantly suppressed. As a result, model r2 performs
substantially better, especially in predicting molecules with R,
= 3 A (mainly van der Waals molecules). The learning curves of
models r1 and r2, displayed in panels (d) and (e) of Fig. 3,
respectively, show a convergent validation curve towards the
training set result as the size of the training set increases,
indicative of the learning capability of the model, although,
model r2 displays a faster convergence, indicating that the
model learns more efficiently. Overall, model r2 shows an
improvement in the prediction on R. ~ 20% with respect r1 as

(a) (b)
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shown in Table 2, leading to validation MAE and RMSE of 0.041
A and 0.060 A, respectively.

Motivated by previously proposed relationships between R,
and In(w,), we introduce models r3 and r4. Model r3 employs
the same features as model r2 but incorporates spectroscopic
information in the prior mean function. On the contrary, model
r4 uses In(w,) as a feature. Both models have a prior mean given
by

M3 _ra = Bo" "+ BT (p1 + po) + 85 e + @)

+ 65 In(u'?) + 657 In(w), (16)
where 8;,° ™, k € {0, 1, 2, 3, 4} are linear coefficients of m;_4.
The two models have similar performance as shown in Table 2.
The results of model r3 are presented in panels (c) and (f) of
Fig. 3. Panel (c) shows a minimal scatter around the true line.
The error bars are suppressed compared with panels (a) and (b)
of the same figure, indicating a higher confidence level of the
model's predictions. The validation curve in panel (f) shows that
the learning rate of model r3 is significantly higher than the
other two models. Using 50% of the available data is sufficient
for model r3 to achieve a validation RMSE comparable to model

(c)
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33 3
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Fig. 3 Upper row shows scatter plots of experimental values of R, on the x-axis and predicted R, on the y-axis via models (a) rl (b) r2 (c) r3,
points, and error bars represent the predictive distribution means and standard deviations respectively after averaging over 1000 MC-CV steps.
The lower row shows three learning curves of models (d) r, (e) r2, and (f) r3. Points and shade around represent the RMSE and 4+0.5STD(RMSE)

over 500 MC-CV splits.
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rl using 90% of the data set. Overall, models r3 and r4 show an
improvement in the prediction on R, ~ 40% as shown in Table
2, leading to validation MAE of 0.027 A and 0.026 A and a vali-
dation RMSE of 0.039 A and 0.038 A, respectively. In other
words, models 13 and r4 are almost two times more precise in
predicting R. than previously ML-based or empirically-derived
predictions, and almost as accurate as the state-of-the-art ab
initio calculations for diatomics.*>*** Furthermore, the lower
panes of Fig. 3 show converging learning curves characterized
by relatively narrow gaps between validation and training
curves. The decaying trend of the validation curves suggests that
convergence toward lower levels of errors is possible upon
further training on more extensive datasets. The training MAE
of 2 is ~6 x 107 A; this means that we might have the capacity
to achieve an accuracy ~0.010 A using only atomic properties. In
other words, with more data our ML models could be as accu-
rate as state-of-the-art ab initio quantum chemistry methods.
To highlight a few of the common outliers of the four
models, we consider Li,, B,, LiCs, and LiCa. r1, r2, r3, r4
underestimate R, for Li, by 6-10%. 11, r2, r3, r4 underestimate
R, for B, by 14%. 15%, 7%, and 8%, respectively, which could be
connected to B, being the only homonuclear molecule from
group 13 in the data set. For LiCs, R. = 3.67 A (ref. 87) and r2

(a) (b)
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predicts R, = 3.49 £ 0.15 A; that is, the experimental value is 1.2
standard deviation away from the mean predictive posterior
distribution of model r2 for LiCs, although most of the theo-
retical R. values of LiCs are within one standard deviation.®® For
LiCa, the experimental value found by Krois et al. is R. = 3.34
A.** On the contrary, the r4 model predicts R. = 3.20 £ 0.05 A,
almost three standard deviations away from the experimental
value. However, model r2 predicts R. = 3.33 + 0.09 A, with only
0.3% relative error. In addition, high-level ab initio calculations
results are within one standard deviation from the mean
predictive posterior distribution of model r2 for LiCa, namely
CASPT?2 predicts R. = 3.40 A,"** QCISD(T) gives R, = 3.41 A,"*
MRCI leads to R. = 3.40 A,*5 and CIPI prediction is R. = 3.40
A.lse

4.2 we

We have implemented and developed four models to predict w,
as listed in Table 1. Model w1 is the best-performing model of
Liu et al.*® It is characterized by six features, including atomic
and molecular properties. Namely, the groups and periods of
the constituent atoms, the average group, g=(g*° + g5°)/2, and
R giso encodes isotopic information, such that gﬁ-so = 0 for

deuterium, g}s" = —1 for tritium, and g}s" = g; for every other

(c)
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Fig. 4 Upper row show scatter plots of experimental values of w. on the x-axis and predicted w, on the y-axis via models (a) wl (b) w2 (c) w4,
points, and error bars represent the predictive distribution means and standard deviations respectively after averaging over 1000 MC-CV steps.
The lower row shows three learning curves of models (d) wil, (e) w2, and (f) w4. Points and shade around represent the RMSE and +0.5STD(RMSE)
over 500 MC-CV splits.
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element. The prior mean function is set to zero. On the other
hand, model w2 only includes groups and periods of the
constituent atoms and the reduced mass of the molecule. The
prior mean of model w2 is given by

My = Bo™ + 61" (p1 + pa) + 2721 + o) + B In(u'?), (17)

where 8>, k € {0, 1, 2, 3} are the linear coefficients of m,,.
Model w3 uses the same features as model w2 but includes R, in
the prior mean function. Model w4 is characterized by six
features as model w1 and uses R. as a feature in both the kernel
and in the prior mean function.

Motivated by the relationship between w, and R., both w3
and w4 use the same prior mean function

My wa = Bo™ T+ 8Dy + p) + B V(e + g22)
+ B TVIR + BV In(u'), (18)

where 6., k € {0, 1, 2, 3, 4} are the linear coefficients of
Mw3_wa.-The inclusion of the reduced mass in models w2, w3,
and w4 eliminates the necessity of imposing isotopic informa-
tion on the groups of constituent atoms.

Fig. 4 compares w1, w2, and w4 (plots of w3 are similar to those
of w4). We notice from panel (a) that model w1 struggles against
hydrides, and hydrogen and hydrogen fluoride isotopologues.
Indeed, the model significantly overestimates w, for H,. On the
other hand, panel (b) shows that w2 performs much better against
hydrides, and hydrogen and hydrogen fluoride isotopologues. w2
predictions for H, and HF are accurate and even better than those
of models w3 and w4, as shown in panel (c). Panels (a) and (b)
clearly show that model w2 outperforms model w1 when consid-
ering molecules with larger values of w.. Looking at the learning
curves in panels (d) and (e), we see that model w2 is far more
consistent than model w3, as indicated by the shade around the
validation curves of both models. From Table 2, the validation
SEM(RMSE) of models w2 and w1 show that model w2 is 40%
more consistent in its performance than model w1 when both
models are validated using the same 1000 MC-CV splits. Further-
more, the test RMSE of w2 is 20% lower than that of w1. Model w2
has lower dimensionality than model w1 and only implements
atomic properties; nevertheless, it performs similarly to model w1.

From Table 2, we see that although model w3 has a test MAE
almost equal to model w1, models w3 and w4 have validation
MAEs 15-21% lower than that of w1, indicating an overall better
average performance of the newly developed models. Further-
more, w3 and w4 have validation RMSEs and test RMSEs 28—
36% lower than w1, showing the robustness of the two new
models. Panel (c) of Fig. 4 shows minimal scatter around the
true line. Few hydrides, along with BN and C,, still challenge the
model; however, their absolute errors are significantly sup-
pressed compared to w1 and w2. The validation curve of model
w4 in panel (f) shows a much higher learning rate than w1 and
w2, with a much shallower gap between the validation and
learning curves. Moreover, the shadow around the validation
curve is minimal at all training sizes. From Table 2, we see that
w3 and w4 are far more consistent than w1, with STD(RMSE) 60—
70% lower than that of wi.
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On the other hand, the lower three panels in Fig. 4 show that
the validation and training curves can converge towards lower
error values. Hence, all the models might benefit from training
on a more extensive dataset. The training MAEs of w1, w2, w3,
and w4 range between 8 to 7 cm ™, so it might be possible to
reach near spectroscopic accuracy (~10 cm ') by training these
models on larger datasets. In the case of w2, if the validation
curve's decaying trend persists upon further training, near
spectroscopic accuracy might be achieved only through knowl-
edge of atomic positions in the periodic table. Similarly, these
models trained in larger database could outperform the state-
of-the-art ab initio quantum chemistry methods.">'*?

We highlight some of the outliers that are common to some
of the models. All the models overestimate w. for HgH by at
least 12%, while for IrC, w1 and w2 overestimate w, by 30% and
25%, while w3 and w4 only overestimate it by only 4% and 7%,
respectively. The observed overestimation might be because
HgH and IrC are the only molecules that consist of mercury or
iridium in the dataset.

We have found two values of w. for AuF in the literature;
Saenger et al. reported w, = 560 cm ™" in 1992 (ref. 63), while
Andreev et al. reported o, = 448 cm ™" in 2000.% All our models
predict values closer to 560 cm™': w2 predicts w. = 529 +
87 cm™ ', while w3 and w4 are almost in exact agreement with
Saenger's value with w. = 568 + 54 em™ ! and w. = 565 +
45 cm™ ', respectively.t Our predictions are in agreement with
relativistic density functional and ab initio methods. Namely,
first-order relativistic density functional calculation predicts w,
= 491 cm™ ! while Zeroth-order regular relativistic approxima-
tion within the Kohn-Sham density functional scheme ZOR-
A(MP) predicts w, = 526 cm™ ' In the same line, the relativistic
MP2 approach predicts w. = 590 cm™*,%® while relativistic MR-
CI predicts w. = 525 cm™ .**® A similar situation occurs in the
case of ZnBr, as shown in Table 3. For 30 years, there was
a discrepancy in the value of w, of ZnBr. Gosavi et al. reported w,
~ 319 cm ' in 1971.1° Next, Givan et al. reported w, =~
198 cm ™' in 1982.'! On the contrary, the MRCI calculations by
Elmoussaoui and Korek predicted w. =~ 267 cm ™' in 2015.*
Finally, Burton et al. experimentally reported w. = 284 cm ™" in
2019."% Here, w2 predicts w. = 271.2 & 21.7 cm ™', w3 predicts
we=289.5+15.4 cm ™" and w4 predicts w. = 281.0 £ 12.0 cm ™.
Therefore, our predicted values are in great agreement with the
most recent theoretical and experimental values.

4.3 D)

Finally, we have developed model d1 to predict the dissociation
energy, D5, via In(DY) using (p1, g1, P2, 2, 4*?) as features in

f The w2, w3, and w4 predictions for AuF in the main text were predicted,
including HgCl, Hgl, and HgBr in the training set. To test the robustness of the
models, we removed those three molecules from the training set since their R,
values might be related to HgCl,, Hgl,, and HgBr,.”*'*” Indeed, those molecules
could affect the model predictions because they are closely related to AuF since
Au (group 11) and Hg (group 12) are members of the sixth period, and F, Cl, I,
and Br are all halogens. However, in this case, w2, w3 and w4 predict w. ~

530 em ™', w, ~ 600 cm ™', and w, ~ 590 cm ™, respectively, in good agreement
with the predicted results in the main text, experimental results and ab initio

methods.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Table 3 Predictions and experimental values of R. and w, for 24 molecules in the testing set. References of experimental values are included.

Ref. column includes references for experimental values

Models for Experimental

Molecule Re, We Predicted R, (A) R. (A) Predicted w, (cm™*) Experimental o, (cm ™) Ref.

HCI r4, wad 1.267 £ 0.029 1.274 2939 + 114 2990 56
r2, w2 1.275 £ 0.046 3020 £ 209

2HCl 4, w4 1.286 + 0.027 1.274 2172 £ 80.0 2145 56
r2, w2 1.285 + 0.0425 2123 £ 136

RuC 4, w4 1.614 + 0.039 1.600 1106 + 59.4 1100 96
2, w2 1.644 + 0.074 1066 + 119

WO r4, wad 1.667 £ 0.046 1.657 1049 + 65.5 1067 143 and 144
r2, w2 1.708 £ 0.088 994.9 £+ 131

MoC r4, w4 1.652 + 0.037 1.676 982.5 £+ 49.2 1008 96 and 97
2, w2 1.714 + 0.057 1011 + 106

WC 4, w4 1.746 + 0.0547 1.714 1065 + 78.3 983.0 145
r2, w2 1.645 + 0.099 1097 + 178

NbC r4, w4 1.739 + 0.041 1.700 1019 + 58.3 980.0 102
r2, w2 1.664 + 0.057 967.7 £ 115

NiC r4, w4 1.621 + 0.048 1.627 857 £ 55.8 875.0 104
2, w2 1.668 £ 0.093 825.3 + 114

PdC r4, w4 1.736 £ 0.032 1.712 872.0 £+ 37.9 847.0 108
r2, w2 1.720 +£ 0.057 866.6 + 74.0

Uuo r4, w4 1.863 £ 0.022 1.838 888.1 + 27.2 846.0 121
r2, w2 1.839 £ 0.033 893.7 + 45.3

NiO r4, w4 1.585 + 0.038 1.627 785.2 £+ 40.2 839.0 105
r2, w2 1.667 £ 0.055 796.9 £ 82.9

YC r4, w4 1.907 £ 0.076 2.050 649.2 + 70.8 686.0 £+ 20 122 and 123
r2, w2 1.824 + 0.094 834 £ 185

ZnF r4, w4 1.756 + 0.029 1.768 603 + 24.2 631.0 146
r2, w2 1.801 +£ 0.053 580.4 + 45.8

NiS r4, w4 1.940 + 0.044 1.962 482 + 28.6 512.0 106
r2, w2 1.999 + 0.081 479.1 £ 58.6

ZnCl r4, w4 2.136 £ 0.028 2.130 384.8 £ 15.4 390.0 147
r2, w2 2.164 £+ 0.053 371.0 £ 29.0

ZnBr r4, wa 2.299 + 0.029 2.268 284.9 + 11.7 284.0 118

— — — 319.0 140
— — — 198.0 141

r2, w2 2.321 £ 0.0542 271.1 £ 21.7

Znl r4, w4 2.499 £ 0.030 2.460 235.5 £ 10.1 223.0 56
r2, w2 2.484 £+ 0.057 228.0 £ 19.2

Snl r4, w4 2.722 £ 0.035 2.732 193.3 £+ 9.48 197.0 107
r2, w2 2.725 £+ 0.068 198.0 + 19.9

Pbl r4, w4 2.784 + 0.030 2.798 156.8 + 6.54 160.0 107
r2, w2 2.814 £+ 0.056 154.1 + 13.0

CoO r2 1.543 £ 0.056 1.628 — — 72-74

CrC r2 1.517 £ 0.099 1.630 — — 77

IrSi r2 2.084 £+ 0.171 2.09 — — 78

UF 12 2.002 £ 0.081 2.02 — — 119

ZrC r2 1.846 + 0.058 1.740 — — 124

a Matérn 3/2 kernel, and a prior mean function that employs
both w. and R,

mar = Bo™ + 814 (p1 + p2) + B2 (g1 + g2) + B3 Re + B4 In(u'"?) +
85" In(we), (19)

where 8%, k€ {0, 1, 2, 3, 4, 5} are the linear coefficients of mg;.
The performance of the model is displayed in Fig. 5, where the
scatter plot [left panel] shows some dispersion of the model
predictions concerning the true values. From Table 2, the vali-
dation and test errors suggest that the model is consistent and
generalizable to new data indicating that model d1 yields

© 2024 The Author(s). Published by the Royal Society of Chemistry

reasonable performance as far as In(DJ) is concerned. However,
converting In(Df) back to DJ, the errors are ~0.4 eV =
10 keal mol *, as shown in Table 4, which is a significant error
considering the typical chemical accuracy (+1 kcal mol %).
However, as shown in the right panel of Fig. 5, the model might
benefit from training on more data, leading to a potential
improvement of a factor of 3. On the other hand, it is possible to
accurately predict bond energies, in complex molecules, by
using intuitive chemical descriptors, as shown in ref. 148 and
149, which is something that we are planning on implementing
in the future.
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Fig.5 Left panel, scatter plot of experimental values of —In(DJ) on the
x-axis and predicted —In(DY) on the y-axis via models d1, points, and
error bars represent the predictive distribution means and standard
deviations respectively after averaging over 1000 MC-CV steps. Right
panel shows the learning curves of model d1. Points and shade around
represent the RMSE and +0.5STD(RMSE) over 500 MC-CV splits.

Table 4 Predictions via model d1 and experimental values of D3 for
seven molecules in the testing set. References of experimental values
are included. Ref. column includes references for experimental values

Molecule True DJ (eV) Predicted D (eV) Ref.

RuC 6.34 6.2 + 1.45 96

MoC 5.01 5.93 £+ 1.41 96 and 97
NbC 5.85 5.50 + 1.3 102 and 96
YC 4.29 4.40 + 1.46 122 and 123
ZnBr 2.45 3.86 £ 0.71 118

Snl 2.89 3.28 £ 0.77 107

During the development of this work, we have realized that,
historically, uncertainties about the dissociation energy exper-
imental values had restrained the development of empirical
relations connecting them to other atomic and molecular
properties and have led several authors to focus their efforts on
the w. — R, relation.”*"*” More recently, Fu et al. used an ML
model to predict dissociation energies for diatomic molecules,
exploiting microscopic and macroscopic properties.”*® They
tested their model against CO and highlighted that the reported
experimental dissociation energy in the literature had increased
by 100 kcal mol " over the course of 78 years from 1936 to 2014
(ref. 150-152) (in Table 1 of ref. 150). The data used to train
model d1 is primarily collected from Huber and Herzberg's
constants of diatomic molecules, first published in 1979.%¢
Unlike experimental values of R, and w,, since 1980, a signifi-
cant number of DJ values have been updated.*® To name a few,
MgD, MgBr, MgO, CaCl. CaO, Srl, SrO, TiS, NbO, AgF, AgBr, and
BrF all have their experimental values updated with at least
+2.3 kecal mol ™" difference from their values in Huber and
Herzberg.”” Moreover, for some molecules, the uncertainties in
D} experimental values are not within chemical accuracy. For
instance, MgH, CaCl, CaO, CaS, SrH, BaO, BaS, ScF, Tif, NbO,
and BrF have uncertainties ranging from +1 kcal mol ™" up to
+8 kecal mol *.*®

Based on the previous discussion, we can connect the
unsatisfactory performance of model d1-in comparison to our
developed R. and w. models-to noise modeling. Unlike R, and
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Table 5 R, and w. ML predictions for molecules not contemplated in
the database. The ab initio results are taken from ref. 133

AD inito AD inito w2 predicted
Molecule R, (A) 12 predicted R, (A) @ (em™) . (em™)
LiFr 3.691 3.709 £ 0.123 180.7 198.9 + 35.9
KFr 4.284 4.483 £+ 0.173 65.2 64.0 £ 16.2
RbFr 4.429 4.389 £ 0.145 46.0 48.8 +10.4
CsFr 4.646 4.403 £+ 0.221 37.7 42.7 + 13.7

e, it is most likely that uncertainties around Dj experimental
values drive from various systematic effects. Therefore,
modeling the errors in D experimental values to be identically
distributed as in eqn (6) might not be a proper treatment. Thus,
to develop better models for predicting Dg, more sophisticated
techniques of error modeling might be required. To this
endeavor, gathering more reliable data with experimental
uncertainty within +1 kcal mol™" might be sufficient. Some-
thing that we are working on it, and it will be published
elsewhere.

4.4 Testing ML models versus ab initio results

To further assess the accuracy of our ML models regarding R.
and w, we have exposed our models to molecules containing Fr.
Indeed, our dataset does not contain any Fr-containing mole-
cule, defining the most complicated scenario for our ML
models. The results in comparison with the state-of-the-art ab
initio methods are shown in Table 5, where it is noticed that our
ML predictions agree well with ab initio predictions. Further-
more, more data can quickly improve ML predictions, as pre-
sented in Fig. 3 and 4. Therefore, ML predictions can be
competitive with ab initio quantum chemistry methods using
a larger dataset.

4.5 Predicting homonuclear spectroscopic properties from
heteronuclear data

To explore the capability of our models in predicting the spec-
troscopic properties of homonuclear molecules from spectro-
scopic and atomic information of heteronuclear molecules, we
train our models for predicting R., ., and D§ (r3, w4, and d1)
using a special split. We fit the three models to heteronuclear
data in Dy, and then make predictions for the left-out homo-
nuclear molecules. The performance of our models is displayed
in Fig. 6, where we notice an outstanding performance. Only
a few outliers are observed, showing a minimal deviation from
the true line. In particular, we obtain MAEs of 0.08 A, 74 cm ™,
and 0.149 for models r4, w4, and d1, respectively. Hence, it is
possible to predict the accurate spectroscopic properties of
homonuclear molecules from heteronuclear data. Furthermore,
our results indicate that expanding the data set by including
homonuclear molecules yields high-performing models able to
predict spectroscopic properties for both heteronuclear and
homonuclear molecules.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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Fig. 6 Scatter plots of models predicting Re, we and —n(DY) for homonuclear molecules from heteronuclear molecules data (a) r3 (b) w4 (c) d1.
Points and error bars represent the predictive distribution means and standard deviations, respectively.

4.6 Towards a classification of diatomic molecules

For models r2, r3, w2, w3, and d1, we have achieved good results
using a kernel common to all five models. That Matérn kernel
given by eqn (10) with » = 3/2, is a similarity measure. There-
fore, it is possible to quantify the similarity between a pair of
molecules denoted by i = p, g giving their feature vector

xi = (p,}, 2,5 p,' g, v/ul ). The models are fitted to the whole
dataset to determine the parameters (o, [, o). The kernel given
by eqn (10) with » = 3/2 and the determined parameters can be
used to form a similarity matrix. Each element in the similarity
matrix quantifies the similarity between a pair of molecules in
the dataset. Off-diagonal elements are calculated via eqn (10) for
p # q, with the diagonal representing the similarity of the
molecules with themselves (p = g). A heat map representation of
the similarity matrix is given in Fig. 7, while the degree of

1.0

Fig.7 A heat map quantifies the degree of similarity among molecules
in the data set from O (white, not similar) to 1 (black, identical) on
a grayscale. The heat map was generated by finding the matrix element
of a similarity matrix. Each matrix element quantifies the similarity
between a pair of molecules p (on the x-axis) and g (on the y-axis) via
egn (10) with » = 3/2 and parameters determined as described in the
text.

© 2024 The Author(s). Published by the Royal Society of Chemistry

similarity from 0 to 1 is given over a greyscale as indicated by the
color bar on the right side of the figure.

To further explore the quantified similarity among mole-
cules, we consider three subsets of molecules and show their
heatmaps in the upper panels of Fig. 8. The lower panels of
Fig. 8 show the corresponding network representation of the
similarity among these subsets of molecules. Black squares in
the heat map plots of Fig. 8 indicate that a pair of molecules is
highly similar, whereas white squares indicate 0% similarity.
The network representation represents each molecule as
a node. The similarity between two molecules is diagrammati-
cally shown with a line joining their corresponding nodes. The
networks show similarities above the 80% level. A line joins two
nodes only if they are at least 80% similar. The length of
a joining line indicates the degree of similarity between a pair
above the 80% level. A short line indicates a high degree of
similarity, and a long line indicates a lower degree of similarity.

From panel (a) of Fig. 8, we see noble gas dimers clustering
around Xe,, and alkali metals-alkaline earth metals cluster
around NaRb. Both clusters are isolated from each other and
VF, indicating a lower degree of similarities between these
clusters and VF. A similar scenario is observed in panel (b),
where alkaline earth metal hydrides cluster upon themselves
with tight interconnections indicating high similarity. On the
other hand, ZnH is remotely connected to the cluster, indicating
a lower degree of similarity. The upper right cluster shows an
interconnection among diatomic reactive nonmetals, including
halides and oxygen; notably, AgAl is connected to these mole-
cules. Panel (c) displays a more involved clustering scheme
involving transition metal hydrides (MnH and AgH), connected
to a metalloid hydride (TIH and InH) and with a lower degree to
alkaline earth metals hydrides (LiH and BeH). The right-hand
side cluster consists of various transition metal diatomics,
dihalides, and others, all closely related except for MgS. Note
that all the molecules in the right-hand side cluster consist of
atoms from the periodic table's right side. At the same time,
MgS combines one atom from group 2 and one from group 16.
Notably, homonuclear diatomic and heteronuclear molecules

Digital Discovery, 2024, 3, 34-50 | 45
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(a)

(b) (c)

Fig. 8 Heat maps representing similarities among subsets of molecules (upper row) and their corresponding network representation (lower
row). The color bar (top right) quantifies the similarity between a pair of molecules from 0 (white, not similar) to 1 (black, identical) on a greyscale.
The network representations show similarities above the 80% (0.8) level. Each node represents a molecule. Short lines joining two nodes
represent a high degree of similarity, while longer lines represent a lower degree of similarity above 80%. No line at all indicates a lower degree of

similarity below 80%.

are firmly embedded within all the clusters, emphasizing the
importance of including homonuclear data in our models.

Since only atomic properties are required to find elements of
the matrix representation of the kernel, the similarity matrix
can guide us in our data-gathering efforts. For example, we can
determine which molecules can fill the gaps and connect clus-
ters to build more robust models. More interestingly, we can
systematically classify molecules based on the similarity matrix.
Such classification would help develop potential energy
surfaces (PES) for diatomic molecules. As pointed out by New-
ing, similar molecules will have similar potential energy
surfaces, at least around R..”®

5 Summary and conclusion

In this work, first, we have extended the previous database of
Liu et al.,*® gathering ground state spectroscopic data of 85
homonuclear and heteronuclear molecules leading to a data set
of 338 molecules. Next, the database has been used to train 9
ML models to predict the main spectroscopic constants: R, we,
and Dg. These models can be categorized into three categories:

e Models in category (i) only employ information from the
periodic table and thus can predict spectroscopic properties of
any combination of two elements. These models can be used to
systematically classify molecules made up of any two elements
in the periodic table (Section 4.6). While spectroscopic data
availability does not limit these models' ability to predict

46 | Digital Discovery, 2024, 3, 34-50

spectroscopic constants of any molecule, it affects the models’
accuracy. These models are characterized by a relatively larger
gap between validation and learning curves than models in
categories (ii) and (iii). Thus, we would expect a better perfor-
mance of category (i) models upon training on larger datasets.

e Models in category (ii) use spectroscopic information only
in their mean function but not in the kernel, and are robust
against noise in input variables. In this case, since the mean
function is a linear function, we can apply standard errors-in-
variables methods.**® This might be advantageous if we would
like to use uncertain experimental data or predictions from (i)
models or ab initio methods to train our models.

e Models in category (iii) include our most flexible, accurate,
and consistent models (r4, w4). These models benefit from
a high learning rate and a narrow gap between validation and
learning curves. Apart from their outstanding performance, we
can train these models using ground and excited states simul-
taneously since each state will be labeled by its spectroscopic
constant values R, or v, along with other properties that define
the molecule {pi, g1, P2, g2, u*/*}.

In summary, the newly developed models in this work
showed an outstanding performance in all metrics in compar-
ison to the previous ML models and other empirical and
semiempirical models, with mean absolute errors ranging
between 0.02 A and 0.04 A for R., and 26 cm ! to 40 cm ™ for we.
We have been able to predict homonuclear spectroscopic
properties with good accuracy upon training our models on

© 2024 The Author(s). Published by the Royal Society of Chemistry
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heteronuclear molecules' data. Indeed, our models are almost
as accurate as the state-of-the-art ab inito methods for
diatomics.”>"** In addition, our models only require data,
whereas ab initio quantum chemistry methods require specific
knowledge by the user.

On the other hand, since we use the same kernel for all
models under consideration, we are uniquely positioned to
study a way to classify diatomic molecules beyond the tradi-
tional one based on the nature of the chemical bond. We expect
such classification to enhance the performance and facilitate
the development of ML models predicting spectroscopic and
molecular properties of diatomic molecules. Further, the clas-
sification of diatomic molecules should help develop potential
energy surfaces (PES).

Finally, we have shown that for molecules with large ionic
character and containing heavy atoms (e.g:, LiCs, LiCa, AuF, and
ZnBr), our predictions are comparable to DFT and even the
state-of-the-art ab initio methods. Moreover, two of our models
(r2 and w2) offer a promising opportunity to predict spectro-
scopic properties from atomic positions in the periodic table
with high accuracy. This is a stepping stone towards closing the
gap between atomic and molecular information; more spec-
troscopy data is required to do so. More extensive, open, and
user-friendly data will help the field of data-driven science to
understand the chemical bonding and spectroscopy of small
molecules. Indeed, that is something that we are currently
working on in our group: we need more spectroscopic data in
the big data era. Finally, it is worth mentioning that we are
approaching a period in which machine learning techniques
are as accurate as ab initio quantum chemistry methods for
calculating spectroscopic constants of diatomics with almost no
computational effort.

Data availability

The machine learning codes and the data employed in this work
can be found on GitHub [https://github.com/Mahmoud-
Ibrahim-Mamrstein/Spectroscopic-constants-from-atomic-
properties]. In this repository, the user can download the folder
called gpr, which contains all the codes and data employed in
this paper. The data folder contains all the spectroscopic
constants, including references, used as training and test sets
in this work. In the same folder, the atomic properties can be
found in periodictable.csv. On the contrary, the codes and
performance analysis of the machine learning models can be
found in each of the subfolders labeled with the model's
name. For instance, folder r1 contains all the information
relevant to model r1 of the paper. The folder entitled linear
regression contains 5 subfolders accounting for each linear
regression model employed as a baseline method. Folders
labeled by svmrl, svmr2, and svmr3 correspond to support
vector machine results for models r1, r2, and r3. The same
holds for svmwl and svmw2, regarding models w1l and w2,
whereas the folder svmd1l is the support vector machine
prediction for the di model. Finally, our study on the
classification of molecules is found under the folder
heat_maps_and_networks.

© 2024 The Author(s). Published by the Royal Society of Chemistry
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