
This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 28733–28745 |  28733

Cite this: Phys. Chem. Chem. Phys.,

2024, 26, 28733

Rationalizing polymorphism with local
correlation-based methods: a case study
of pnictogen molecular crystals†

Ahmet Altun, a Eduardo Schiavo, a Michael Mehring, b Stephan Schulz, c

Giovanni Bistoni *d and Alexander A. Auer *a

A computational workflow is proposed to quantify and rationalize the relative stability of different

structures of molecular crystals using cluster models and quantum chemical methods. The Hartree–

Fock plus London Dispersion (HFLD) scheme is used to estimate the lattice energy of molecular crystals

in various structural arrangements. The fragment-pairwise Local Energy Decomposition (fp-LED) scheme

is then employed to quantify the key intermolecular interactions responsible for the relative stability of

different crystal structures. The fp-LED scheme provides also in-depth chemical insights by

decomposing each interaction into energy components such as dispersion, electrostatics, and exchange.

Notably, this analysis requires only a single interaction energy computation per structure on a suitable

cluster model. As a case study, two polymorphs of each of the following are considered: naphthyl-

substituted dipnictanes (with As, Sb, and Bi as the pnictogen atom) and tris(thiophen-2-yl)bismuthane.

The approach outlined offers high accuracy as well as valuable insights for developing design principles

to engineer crystal structures with tailored properties, opening up new avenues in the study of

molecular aggregates, potentially impacting diverse fields in materials science and beyond.

Introduction

Accurate quantification and analysis of intermolecular interac-
tions in molecular crystals are crucial for comprehending the
underlying effects that affect the formation of polymorphs, their
stability, and phase transitions. This knowledge is essential for
predicting and controlling crystal structures, and for designing
materials with tailored properties. In pharmaceuticals, different
polymorphs can significantly impact the solubility of a drug as
well as its stability and bioavailability.1 Additionally, in fields like
molecular electronics and drug design, the arrangement of
molecules within a crystal structure influences the performance
and properties of the material.2,3

To develop structure–property relationships of molecular sys-
tems, typically their constituting isolated structural motifs are
analyzed. However, conclusions drawn from chemical intuition-
based structural analyses can be misleading.4–6 The interaction
strength and nature of a given structural motif can vary across
different chemical environments. For instance, what appears to be a
classical ‘‘p–p interaction’’ might actually be dominated by disper-
sion forces.7 Similarly, pnictogen–p interactions primarily stem
from dispersion, accompanied by a tunable donor–acceptor
contribution.8–10 Hence, computing energetic contributions is
essential for properly assessing the nature of the chemical
interaction.11,12 Unfortunately, this task is far from trivial. In
particular, for molecular organic crystals, nearly all experimentally-
known polymorphs are separated by less than 2.5 kcal mol�1,6

necessitating the use of accurate quantum chemical methods.
However, these methods become computationally very demanding,
if not entirely unfeasible, as the system size grows. Additionally,
beyond employing accurate methods, a scheme that accurately
quantifies the different physical components of the interaction
(electrostatic, exchange, dispersion, etc.) is also essential.

A feasible approach to gain insights into the strength of
intermolecular interactions in a molecular crystal is to
investigate isolated dimers while neglecting other environ-
mental effects.13 For example, density functional theory (DFT)
dimer analyses reproduce trends in the interactions between
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naphthyl-substituted dipnictanes, allowing to explain poly-
morphism.14,15 However, it should be kept in mind that for
systems like closely packed crystal structures with noticeable
charge transfer or polarization effects this approach may fail
drastically. For example, for an accurate estimation of the lattice
energy of a benzene crystal, it is necessary to compute terms in the
many-body expansion (MBE) up to at least the four-body level.16

Efforts toward describing large molecular systems with
increasing accuracy and efficiency constitute a growing active
research field. MBE-based methods, such as the method of
increments that truncate correlation energy,17 have significantly
extended the limits of computational methods. When combined
with embedding/periodic schemes and/or local correlation
methods, these approaches enable investigation of not only
small models but also a wide range of larger structures, includ-
ing rare-gas crystals, covalent semiconductors, ionic insulators,
diamond, metallic and half-metallic solids, fullerenes, graphite,
and polymers.17–21 Especially periodic local versions of MP2 are a
big step forward in accurately investigating large crystal
systems.22–24 When periodic boundary conditions are implemen-
ted using the projector-augmented wave method for Coupled
Cluster methods, even better accuracies are achieved.25 However,
this approach still suffers from the steep scaling of Coupled
Cluster methods with system size, restricting their use to solid
models such as LiH, noble gases, boron nitride sheets, and the
diamond and graphite phases of carbon.26–28 An alternative
approach involves using local variants of CCSD(T), which achieve
linear or low-order scaling with system size.29–31 In particular,
the popular Domain-based Local Pair Natural Orbital CCSD(T)
method [DLPNO-CCSD(T)]32–40 allows for the computation of
energies and properties of systems as large as entire proteins.41

To rationalize molecular crystal structures in terms of the
underlying intermolecular interactions, in addition to having an
accurate and efficient quantum chemical method, a scheme that
facilitates the interpretation of the energies is also required.
Indeed, Symmetry Adapted Perturbation Theory (SAPT)42–48 and
Energy Decomposition Analysis (EDA)49–51 methods breakdown
interaction energies into physically meaningful components,
such as electrostatics, induction, exchange-repulsion, and Lon-
don dispersion. However, these schemes were primarily devel-
oped for the interaction of pairs of fragments. The extension of
SAPT to multi-fragment systems marks an active era of research,
distinguished by exciting developments.52–61

On the other hand, the Local Energy Decomposition
(LED)62–65 scheme breaks down the energy of DLPNO-based local
correlation methods into several physically meaningful terms for
both closed–shell and open–shell molecular systems composed of
any given number of fragments. The LED energy terms correlate
well with the corresponding SAPT terms in the weak-interaction
regime.66,67 As LED is instrumental not only in weak- but also in
strong-interaction regimes, it has found applications in diverse
fields.8–10,62–76 It is worth emphasizing here that, unlike other
fragmentation methods that estimate the energy of the entire
system by a series of computations on its isolated fragments and
fragment combinations, LED requires only one supermolecular
interaction energy computation. In addition, when used in

conjunction with its recently introduced fragment pairwise exten-
sion fp-LED,75 this scheme provides a decomposition of the
binding energy (e.g., lattice energies, protein–ligand interactions,
etc.) into purely fragment-pairwise contributions.

Hence, LED constitutes a basis for the development of
new methods that are accurate and efficient. This led to the
semi-empirical ‘‘Natural Orbital Tied Constructed Hamiltonian’’
(NOTCH) method77 and the non-empirical ‘‘Hartree–Fock plus
London Dispersion (HFLD)’’ method.78,79 HFLD is a variant of the
DLPNO-CCSD(T) method for accurately and efficiently quantifying
and analyzing non-covalent interaction (NCI) energies of both
closed–hell and open–shell systems. It not only extends the
applicability limits of its already efficient parent method signifi-
cantly but also provides consistently an accuracy between those of
CCSD and CCSD(T).78,79 Therefore, HFLD has found widespread
applications in large-scale computations on protein,78 DNA,80 and
crystal81 structures and on the solute–solvent interactions.79

In the present study, the HFLD method is used in conjunction
with the fp-LED scheme to investigate the factors affecting the
structure and stability of two forms of naphthyl-substituted
dipnictane (Pn2Naph2, Pn = As, Sb, and Bi)14,15 crystal structures
and of tris(thiophen-2-yl)bismuthane (Bi(C4H3S)3)82 crystal struc-
tures in the context of polymorphism. With this scheme, a
quantification and analysis of all pairwise interactions of the
central monomer with the neighboring monomers is provided
within one single interaction energy calculation. It is worth noting
here that some of these crystal structures were investigated
previously using DFT-based dimer calculations which are much
more laborious to carry out and yield less accurate results.15,82

In previous studies,14,15,82,83 we investigated London disper-
sion forces in various molecular systems containing group
15 elements as dispersion energy donors, with the aim of
assessing their potential in crystal engineering and catalysis.
Among the compounds studied, the Bi(C4H3S)3 is an excellent
showcase to test our novel theoretical approach for the following
reasons: (i) it shows enantiotropic phase transition near the
room temperature (ca. 250 K) with low transition energy; (ii) the
polymorphism relies on a subtle and reversible change from a
dispersion interaction with the p-system and a sulfur atom of
one ligand. Last but not least, both polymorphs were success-
fully characterized by X-ray single-crystal structure analysis.82 In
the case of Pn2Naph2, the crystal structures showed different
structural arrangements despite being isovalent.14,15,83

Thus, these two examples were chosen to illustrate how the
proposed scheme can be used to rationalize rather small
differences in the crystal structures of related compounds
and how it can be used to identify and quantify the interactions
that give rise to structural diversity observed in polymorphs.

Structures
Structure of dinaphthyl dipnictane clusters

As2Naph2 and Bi2Naph2 crystal structures were taken from the
literature.14,15 Despite being isovalent, the observed packing for
these two systems differs. We label a molecular arrangement
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similar to that experimentally found for As2Naph2 as ‘‘A1’’,
while we label a molecular arrangement similar to the one
observed for Bi2Naph2 as ‘‘A2’’. In this study, we examine the
key intermolecular interactions in Pn2Naph2 crystal structures
with different pnictogen atoms (Pn = As, Sb, Bi) in both A1 and
A2 forms to understand the origin of the experimentally
observed structural variations.

Initially, the experimentally determined crystal structures for
As2Naph2 and Bi2Naph2 were optimized using periodic boundary
conditions at the PBE-D3(BJ) level of theory. Then, 14-molecule
(see Fig. 1) and 13-molecule (see Fig. 2) clusters were cut out
from the resulting optimized A1 and A2 structures, respectively.
These clusters include all monomers directly interacting with the
central monomer. To assess the effect of the Pn atom on the
stability of the crystal structure, the Pn sites were substituted
with Sb and Bi in the A1 cluster (originally containing As), while
they were substituted with As and Sb in the A2 cluster (originally
containing Bi), without any further geometry optimization.

Structure of tris(thiophen-2-yl)bismuthane clusters

Bi(C4H3S)3 crystallizes in the space group of R%3 at 269 K (labeled
as B1 in this study) and in P%1 at 245 K (labeled as B2 in this
study). These crystal structures show an enantiotropic phase
transition at 250 K with a transition energy of 1.4 kJ mol�1.82

Although both clusters look very similar, B2 packs more closely
than B1.82 17-Molecule clusters were cut out from the supra-
molecular arrangements as determined by single crystal X-ray
structure analyses82 of both B1 and B2 polymorphs without any
geometry optimization. The resulting clusters that include all
monomers directly interacting with the central monomer are
shown in Fig. 3 together with the labeling of their monomers.

Computational scheme and details
Combined HFLD/fp-LED scheme for interaction energies

Labeling the energy of the entire cluster as E, the energy of the
central monomer as E0, and the energy of the rest of the cluster
(the ‘‘environment’’) as Eenv, the interaction energy DE of the
central monomer with the environment becomes within the
supermolecular approach:

DE = E � (E0 + Eenv) (1)

It is important to note that, in the framework of MBE for
computing the lattice energy, DE is expressed as the sum of the
contributions from all isolated dimers, trimers, tetramers, and
so on. When this expansion is truncated at the dimer level for
highly symmetric molecular crystals, half of DE corresponds to
the electronic component of the lattice energy.84 This estimate
of lattice energy can be systematically refined by incorporating
higher-body terms using well-established scaling protocols.84

In our approach, rather than summing the contributions from
individual fragment combinations, we decompose DE com-
puted using the supermolecular approach into pairwise con-
tributions, which inherently include many-body effects. For the
crystals considered in this study, by symmetry, DE represents
twice the electronic component of the lattice energy.

In eqn (1), the entire system and the environment are both
composed of multiple monomers, and thus require performing
LED analyses on top of their standard electronic structure
calculations to obtain pairwise contributions. Using the nota-
tion introduced in ref. 75 for the standard LED decomposition
of interaction energies between subsystems of many fragments,

Fig. 1 (a) Pn2Naph2 (Pn = As, Sb, and Bi) monomer. (b) Schematic repre-
sentation of its A1 form crystal together with the labeling of the constituting
monomers, which is formed with Pn = As. (c) The corresponding 14-
molecule cluster model of the A1 form cut from the PBE-D3(BJ)-
optimized crystal structure (vide supra). Color code: H, white; Pn, green;
C, pink for the central monomer and gray for the environmental monomers.

Fig. 2 (a) Pn2Naph2 (Pn = As, Sb, and Bi) monomer. (b) Schematic
representation of its A2 form crystal together with the labeling of the
constituting monomers, which is formed with Pn = Bi. (c) The corres-
ponding 13-molecule model of the A2 form cut from the PBE-D3BJ-
optimized crystal structure (vide supra). Color code: H, white; Pn, green; C,
pink for the central monomer and gray for the environmental monomers.
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we obtain:

DE ¼
X

X

DEel-prep
X þ

X

X4Y

e X ;Yð Þ (2)

The summations run over the individual fragments (the
monomers) labeled as X, Y = 0, 1, 2,. . ., (N � 1), where N is
the number of fragments in the cluster. The electronic prepara-
tion term DEel-prep

X corresponds to the change in the energy of
monomer X upon the interaction between the central monomer
and the environment. It is shown by the diagonal elements (i.e.,
X = Y) enclosed by violet boxes in Fig. 4(a).

The interaction between fragment X and fragment Y (where
X a Y) is denoted as e(X,Y), or equivalently as e(Y,X). To avoid
double counting of e(X,Y) and e(Y,X), the sum over X and Y was
constrained in the second term of eqn (2) with the X 4 Y
condition. In the heat maps, we place X labels on the horizontal
axis, while placing Y labels on the vertical axis. This choice
corresponds to upper-diagonal heat maps as given in Fig. 4.

The pairwise e(X,Y) terms (where X a Y) are of two kinds:
genuine interaction terms between the central monomer and
each fragment in the environment, e(X,0) (elements enclosed
by black boxes in the first row of Fig. 4(a)), and ‘‘inductive’’
interaction terms, e(X,Ya0). The inductive terms (elements
enclosed by green boxes in Fig. 4(a)) represent the changes in
fragment-pairwise interaction energies within the environment
that occur upon the formation of the entire cluster. These terms
arise from the cooperativity effects of various noncovalent inter-
actions and thus vanish in the absence of many-body effects.

In eqn (2), DEel-prep
X incorporates the dominant repulsive

contributions for the interaction of fragment X with all the
remaining fragments in the system. The fp-LED75 scheme
allows to disentangle the contributions from pairs of fragments
within DEel-prep

X terms as

DEel-prep
XY = o(X,Y)

X DEel-prep
X + o(X,Y)

Y DEel-prep
Y (3)

Fig. 4 A1 form of As2Naph2: HFLD/LED interaction energy map of the central monomer 0 with those at its environment (1–13), using (a) standard LED
and (b) fp-LED. For simplicity, interaction terms with absolute values smaller than 0.2 kcal mol�1 are not annotated on the heat maps. See ESI† for fully
annotated heat maps.

Fig. 3 (a) Bi(C4H3S)3 monomer. (b) Schematic representation of its crystal
structure together with the labeling of its constituting monomers. (c) The
corresponding 17-molecule cluster of the B1 form. (d) The corresponding
17-molecule cluster of the B2 form. Color code: H, white; Pn, green; S,
yellow; C, pink for the central monomer and gray for the environmental
monomers.
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where

oðX ;YÞX ¼ eðX ;YÞP
KoX

eðX;KÞ þ
P

K4X

eðK ;XÞ
;

oðX;YÞY ¼ eðX ;YÞP
KoY

eðY ;KÞ þ
P

K4Y

eðK ;YÞ

(4)

with K = 0, 1, 2,. . ., (N � 1). The denominators of o(X,Y)
X and

o(X,Y)
Y in eqn (4) are simply the sum of all pairwise energy terms

involving fragment X and fragment Y, respectively. These denomi-
nators ensure that the sum of all DEel-prep

X terms is equal to the
sum of all pairwise DEel-prep

XY terms. Plugging eqn (3) into eqn (2),
one obtains fully pairwise decomposed interaction energy:

DE ¼
X

X4Y

DEel-prep
XY þ

X

X4Y

e X ;Yð Þ ¼
X

X4Y

DEint;XY (5)

The standard LED map based on eqn (2) contains positive
and negative values of large magnitude (Fig. 4(a)). In contrast,
the fp-LED map based on eqn (5) (Fig. 4(b)) directly provides the
strength of all interactions of the fragment pairs within the
structure, with interaction energy values comparable to those of
the isolated fragment pairs. However, unlike the isolated dimer
computations, these values also include the effect of the
chemical environment, thus provide an exact decomposition
of the interaction energy into dimer contributions.

Eqn (3) was formulated based on the perfect correlation
between e(X,Y) and the sum of DEel-prep

X and DEel-prep
Y for non-

covalently interacting isolated X� � �Y dimers.75 In other words,
the strength of pairwise interaction is proportional to the
increase in the energy of the fragments upon their interaction.
This proportionality suggests that, by design, the e(X,Y) and
DEint,XY terms in standard and fp-LED typically follow the same
trends. This is also reflected in the LED data for all clusters
considered in this study (see the ESI†). Hence, despite the fact
that interpreting standard LED results is less intuitive due to
very large e(X,Y) and DEel-prep

X values, which often have opposite
signs, standard LED is still useful in trend studies.

In the HFLD scheme,78–80 the DEint,XY terms contain electro-
nic preparation, electrostatic, and exchange components com-
puted at the HF level as well as the dispersion component from
Coupled Cluster. In this study, for the sake of simplicity,
DEint,XY terms are simply decomposed into non-dispersive
and dispersive components, which we denote as DEHF,XY and
Edisp,XY. Decomposed nondispersive pairwise terms (electronic
preparation, electrostatic, and exchange) are all provided in the
ESI.† In the HFLD scheme, inductive Edisp,XY dispersion terms
(where Y a 0 in the present study) are neglected, as they are
practically zero for noncovalent interactions.80 This signifi-
cantly enhances the efficiency of the method without sacrifi-
cing accuracy. Therefore, only genuine Edisp,XY dispersion terms
(where Y = 0 in the present study) are computed within the
HFLD scheme.

It is also worth mentioning that the ‘‘inductive’’ e(X,Ya0)

terms, depicted in green in Fig. 4(b), are very small, summing
to less than 1 kcal mol�1 in magnitude. Therefore, in the

following, we will only display the first row of the LED maps,
plus a cell labeled ‘‘rest’’ at the end of the maps that corre-
sponds to the sum of all of these cooperative e(X,Ya0) terms. Full
LED maps, as shown in Fig. 4, are provided in the ESI.†

Finally, it is important to emphasize that the pairwise terms
just discussed are not derived from isolated dimer calculations
but are obtained through a single supermolecular interaction
energy calculation, and thus account for many-body effects. The
supermolecular approach involves electronic structure calcula-
tions only on the central molecule and two molecular clusters:
the environment surrounding the central molecule and the
entire system. Note that the HFLD scheme78,79 for noncovalent
interactions already efficiently handles molecular clusters of
B1000 atoms with triple-z quality basis sets (B14 000 basis
functions).74,75,80

Computational details

The experimentally determined crystal structures for As2Naph2
14

and Bi2Naph2
15 were initially optimized in the solid-state with

periodic boundary conditions using the PWSCF (v.6.7) module of
the QuantumESPRESSO package.85,86 The PBE87 functional was
used by incorporating the D388 dispersion correction with
Becke–Johnson damping (BJ).89 Ultrasoft Vanderbilt-type pseudo
potentials were utilized.90 A kinetic-energy cutoff of 40 Ry and
a 7 � 4 � 2 Monkhorst–Pack k-point grid91 was employed.

All the multi-fragment HFLD/LED computations were per-
formed with the ORCA program package (version 5.0)92–95 at the
cluster geometries described in the Structures section. The RIJ-
COSX approach96,97 was used for the reference HF part. The def2-
TZVP(-f) basis set was used together with its matching auxiliary
basis sets in the HF and correlation parts.98 NormalPNO*
settings78 of DLPNO Coupled Cluster methods and default frozen
core settings99 were applied for the correlation energy calcula-
tions. The Foster-Boys scheme100 was used for localizing both
occupied orbitals and PNOs.

Since in the HFLD scheme the electronic preparation is
computed at the HF level, the o(X,Y)

X and o(X,Y)
Y terms in

eqn (3) were also computed at the HF level (neglecting the
dispersion contribution), as suggested in the theory paper of
fp-LED.75 LED Analysis Wizard (LEDAW) program package101

was used in computing interaction energy matrices from ORCA
outputs and plotting the corresponding heat maps.

Dispersion Interaction Density (DID)64,102 plots were com-
puted to assess the spatial origin of the dispersion interaction
between the central monomer and environmental monomers
by using the above-described HFLD/LED settings. For the ease
of visualization, DID plots are shown herein for the monomer
pairs that most significantly contribute to the stability of the
crystal structures separately rather than on the entire cluster.

Results and discussion

In this section, on two forms of Pn2Naph2 (A1 and A2) and
Bi(C4H3S)3 (B1 and B2) crystals we assess (i) the energetic
contribution of each dimeric motif on the entire cluster
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formation, (ii) the effect of the type of Pn atom on the
individual noncovalent interactions and on the overall stability
of a given cluster; (iii) the individual interactions responsible
for the difference in the binding energies, and thus, lattice
energies of the two forms.

Dinaphthyl dipnictane clusters

Pn2Naph2 molecules form crystal structures with quite diverse
intermolecular interaction patterns.14,15,83 As2Naph2

14 (see the
A1 form in Fig. 1) exhibits an intermolecular network of p� � �p,
CH� � �p, As� � �As interactions,15 whereas Bi2Naph2 (see the A2
form in Fig. 2) features two Bi� � �p contacts per Bi atom rather
than p� � �p contacts in the solid state.15 Through a very large
series of DFT-D dimer computations,15 the A2 model with Pn =
Bi was shown to benefit from the enhanced Pn� � �p intermole-
cular dispersion interaction. In order to demonstrate the

advantage of combined HFLD/fp-LED scheme that allows quan-
tifying and rationalizing all intermolecular interactions in
crystal structures with one supermolecular interaction energy
calculation, in this study we revisit these A1 and A2 models
together with a series of hypothetical structures obtained by
just replacing the Pn atom by their lighter or heavier homologs
(see the Structures section).

The HFLD/fp-LED pairwise interaction energy map and its
nondispersive HF and dispersive interaction energy sub-maps
are shown for the A1 form (Pn = As) and its Sb- and Bi-
substituted variants in Fig. 5 and for the A2 form (Pn = Bi)
and its As- and Sb-substituted variants in Fig. 6. The total HFLD
interaction energy DE as well as its total nondispersive HF
interaction energy DEHF and the total dispersion energy Edisp

components are provided in panel b of these figures while their
pairwise components are provided in panel c–e.

Fig. 5 (a) Schematic representation of the A1 polymorph of Pn2Naph2 with the labeling of their monomers; (b) HFLD interaction energy and its
nondispersive HF and dispersion components; HFLD/fp-LED interaction energy maps of the central (c) As2Naph2, (d) Sb2Naph2, and (e) Bi2Naph2

monomer with those in their environment together with nondispersive (HF) and dispersive interaction energy sub-maps. All energy values are given
in kcal mol�1. Red denotes attractive and blue denotes repulsive interaction.
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For the A1 form, with increasing size of the Pn atom, overall
repulsive non-dispersive and overall attractive dispersion ener-
gies both increase roughly at the same rate. This trend is due to
the p� � �p interaction between one of the naphthyl moieties of the
central monomer 0 and monomer 8 (and, to a smaller extent,
monomer 6). The other pairwise interaction energies remain
roughly the same with the change of the Pn atom. Consequently,
the sum of all interaction energies does not exhibit a strong
dependence on the type of the Pn atom for the A1 form.

The primary stabilizing pairwise interaction in the A1 form
emerges from the p� � �p (appearing once in the pair) and CH� � �p
(appearing once in the pair) interactions between one of the
naphthyl moieties of the central monomer 0 and the monomer
4, with a secondary contribution from the same type of inter-
action between central monomer 0 and monomer 6 (see

Fig. 7(a) for the structural motif of these monomer pairs),
consistent with previous DFT-D results.15 These interactions
are mainly of dispersion nature and the associated DID plot is
shown in Fig. 7(a). The combined contribution of these two
pairs constitutes ca. 50% of the total interaction energy.
Although individual contributions from other pairs are much
smaller, their collective effect is significant, accounting for the
remaining half of the crystal structure’s stability.

Transition from A1 to A2 involves a decrease in both the
nondispersive HF and dispersive interaction components, with
exception of the dispersion component in the case that Pn = Bi.
Therefore, the enhanced stability of the A2 form with Pn = Bi
compared with A1 stems from a dual effect: a reduction in the
nondispersive component (ca. 50%) and an increase in the
dispersive interaction (ca. 50%).

Fig. 6 (a) Schematic representation of the A2 polymorph of Pn2Naph2 with the labeling of their monomers; (b) HFLD interaction energy and its
nondispersive HF and dispersion components; HFLD/fp-LED interaction energy maps of the central (c) As2Naph2, (d) Sb2Naph2, and (e) Bi2Naph2

monomer of these structures with those at their environment together with nondispersive (HF) and dispersive interaction energy sub-maps. All energy
values are given in kcal mol�1. Red denotes attractive and blue denotes repulsive interaction.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 3

1 
O

ct
ob

er
 2

02
4.

 D
ow

nl
oa

de
d 

on
 1

/1
1/

20
26

 1
:4

0:
28

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp03697b


28740 |  Phys. Chem. Chem. Phys., 2024, 26, 28733–28745 This journal is © the Owner Societies 2024

Unlike A1, the overall stability of A2 significantly increases
with the increase in the size of the Pn atom, governed primarily
by the increase in the dispersion interaction. This is actually
consistent with the larger dispersion energy donation capacity
of the larger Pn atoms.

The interaction energy of A2 is only marginally larger than
that of A1 when considering Pn = As, yet it demonstrates
significantly greater stability with Pn = Sb and Bi. This implies
the potential for synthesizing the A2 form also with Pn = As and
Sb under diverse experimental conditions. Notably, in the case
of Pn = Bi, consistent with the experimental isolation of the Bi
structure in the A2 form, the stability of the A2 crystal structure
surpasses that of A1 by approximately 20 kcal mol�1.

The pairs that align precisely on top of each other, i.e., the
0–4 and 0–6 monomer pairs, provide the largest pairwise con-
tribution to the stability of the A2 form (see Fig. 7(b) for their
structural motif), consistent with the results of the previous DFT-
D study.15 These pairs exhibit Pn� � �p interactions between the Pn
atom of one monomer and both naphthyl moieties of the other
monomer. This interaction is of mainly dispersive character and
increases with the size of the Pn atom (see Fig. 7(b) for the
associated DID plot). These two fragment pairs collectively con-
tribute 50%, 52%, and 57% to the total interaction energy with Pn
= As, Sb, and Bi, respectively. While the contributions from other
individual fragment pairs are much smaller, their cumulative
impact becomes notably significant.

As a closing remark of this section, it is worth emphasizing
that the formation of both polymorphs, A1 and A2, is primarily
driven by dispersive forces irrespective of the type of Pn atom as
their nondispersive HF contributions are repulsive. Hence,
using the approach described above, it is possible to quantify
the relative stability of a given crystal structure, to identify
individual structure determining interactions and explain their
contribution using the concepts of intermolecular interactions.

Tris(thiophen-2-yl)bismuthane clusters

Two interconvertible polymorphs of Bi(C4H3S)3 were previously
crystallized at distinct temperatures.82 We label here the high
temperature polymorph as B1 while labeling the low temperature

Fig. 7 The structural motif that has the largest contribution to the stability
of the polymorphs of Pn2Naph2 and its DID plot at the HFLD/LED level (a)
on the A1 form that features p� � �p and CH� � �p interactions (b) on the A2
form that features Bi� � �p interactions. These structural motifs appear twice
in the cluster models of the crystal structures. The DID isosurface value
was set to 0.004 kcal mol�1 bohr�3.

Fig. 8 (a) Schematic representation of the B1 and B2 polymorphs of Bi(C4H3S)3 with the labeling of their monomers; (b) HFLD interaction energy of the
structures and its nondispersive HF and dispersion components; HFLD/fp-LED interaction energy maps of the central monomer of the (c) B1 and (d) B2
forms of Bi(C4H3S)3 with those at its environment together with nondispersive (HF) and dispersive interaction energy sub-maps. All energy values are
given in kcal mol�1. Red denotes attractive and blue denotes repulsive interaction.
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polymorph as B2 (see Fig. 3 for their structures and monomer
labeling).

The polymorphs show very small but obviously decisive
structural changes in the arrangement of the molecules in
the unit cell. Based on our previous DFT-D and MP2 studies
on small model systems,82 the Bi� � �p and Bi� � �S interactions are
primarily dispersive in nature. Therefore, the formation of the
Bi(C4H3S)3 structure should also be governed primarily by
dispersion forces. Furthermore, gas-phase geometry optimiza-
tions on the Bi(C4H3S)3� � �(C4H3S)n system (n = 1 and 3) yielded
only one minimum.82 This suggests that the polymorphism of
the Bi(C4H3S)3 system stems from the interplay between differ-
ent intermolecular interactions, which induce several structural
rearrangements and give rise to polymorphism.

In order to shed light into the origin of the polymorphism,
we performed HFLD/fp-LED computations on the large
Bi(C4H3S)3 clusters of B1 and B2 (see Fig. 3). The resulting
HFLD/fp-LED pairwise interaction energy map and its nondis-
persive HF and dispersive interaction energy sub-maps are
shown in Fig. 8 together with the total HFLD interaction energy
DE, its total nondispersive HF interaction energy DEHF, and
total dispersion energy Edisp components.

The B2 cluster is 4.6 kcal mol�1 more stable than the B1
cluster. The overall nondispersive HF interaction components
of both B1 and B2 are repulsive and 3–4 times smaller in
absolute value than their overall attractive dispersion compo-
nents. Therefore, the formation of these structures is largely
driven by dispersion interaction between Bi(C4H3S)3 molecules,
consistent with the results on small model systems.82

The largest contribution to the stability of these polymorphs
arises from the interaction of the central monomer 0 with
monomers 13, 9, 7, 8, and 1, listed in descending interaction
strength on B2. These pairs collectively account for 69% and 72% of
the total interaction energy of B1 and B2. Although the cumulative
impact of the remaining 11 pairs to the stability of the clusters is
still significant, their individual contributions do not vary much
between B1 and B2. Therefore, in the following we focus on the
most strongly interacting five monomer pairs listed above.

To assess the relation between the structure and the stability
of the monomer pairs, in Fig. 9(a) we show the superimposed
structures (with respect to the central monomer) of the most
stable five monomer pairs in the B1 and B2 polymorphs. As the
stabilizing component of the interaction is largely intermole-
cular dispersion, we also provide the DID plots of these pairs on
the B1 and B1 clusters in Fig. 9(b) and (c), respectively.

Transitioning from B1 to B2, the distance between the
monomers of the strongest pair (0–13) is significantly shortened,
including the intermolecular C4H3S� � �C4H3S ring and the Bi� � �Bi
pnictogen separations. This introduces a slight increase in the
repulsive component of the interaction while notably enhancing
dispersive CH� � �p interactions between the rings (see Fig. 8 for
the energy contributions and Fig. 9 for the associated DID plots).
These structural modifications account for more than half
(3.0 kcal mol�1) of the larger stability of B2 compared to B1.

Pairs 0–7, 0–8, and 0–9, involving intermolecular p� � �p,
Bi� � �p, Bi� � �S, p� � �S, S� � �S interactions (see Fig. 9), experience

noticeably large repulsion, which accounts for 79% and 72%
(see Fig. 8) of the overall repulsive contribution to the inter-
action energy of B1 and B2, respectively. Despite this, the
magnitude of the dispersion interaction in these pairs is akin
to that computed for the strongest pair (0–13) of B2. Conse-
quently, due to the counteracting effects of increased and
decreased attractive and repulsive components, these pairs
demonstrate individual interaction strengths similar to those
in the 0–13 pair of B1 discussed above. While transitioning
from B1 to B2, as the structural variations in these pairs are
relatively minor, they do not noticeably contribute to the

Fig. 9 (a) The most contributing structural motifs to the stability of the B1
and B2 polymorphs of Bi(C4H3S)3 crystal structures superimposed by
minimizing RMS deviation between the Cartesian coordinates of their
central monomers indexed 0. For the ease of distinction, C atoms in B1
and B2 are shown pink and gray, respectively. (b) For B1 and (c) for B2
monomer pairs, DID plots computed at the HFLD/LED level. The DID
isosurface value was set to 0.003 kcal mol�1 bohr�3.
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relative stability of B1 and B2, despite some variations in their
individual interaction strengths and their components.

The interaction strength of the 0–1 pair is significantly
smaller than the other four pairs discussed above. During the
transition from B1 to B2, the intermolecular distance between
its monomers is noticeably shortened. This enhances intermo-
lecular dispersive CH� � �p and S� � �S interactions (see Fig. 9)
between the monomers by 2.3 kcal mol�1 (see Fig. 8), account-
ing for the other half of the larger stability of B2.

To sum up, a combined HFLD/fp-LED analysis allows to
quantify and analyze the energetic contributions to the stability
of different polymorphs in Bi(C4H3S)3 crystal structures. The
analysis demonstrates that the larger stability of the polymorph
B2 over B1 arises from the increase of the (predominantly disper-
sion) interaction of central monomer 0 with monomers 13 and 1,
facilitated by their relatively shorter intermolecular contacts.

Conclusions

In this study, HFLD/fp-LED computations were conducted on
large Pn2Naph2 and Bi(C4H3S)3 cluster models of crystal struc-
tures to estimate the binding energy of the central monomer in
various possible polymorphs, which are related to lattice ener-
gies. These computations provide insights into the relative
stability of the polymorphs. The proposed protocol provides
an exact decomposition of approximated binding energies into
contributions from pairs of monomers within the solid. This
computational approach enabled us to rationalize the relative
stability and polymorphism of the structures based on funda-
mental energetic considerations, rather than relying solely on
the analysis of their geometry parameters, which are not
necessarily correlated with stability.

For the Pn2Naph2 polymorphs (A1 and A2), our present
HFLD/fp-LED binding energy computations revealed that their
most stable dimer structure accounts for half of the total
stability of each polymorph, consistent with our earlier DFT-D
results on isolated dimers.15 While the individual contributions
of other pairs are much smaller, their cumulative effect
accounts for the remaining stability. The enhanced stability
of the A2 polymorph with Pn = Bi compared to the A1 poly-
morph is consistent with the experimental isolation of only A2
with Bi.15 This stabilization arises equally from a reduction in
the nondispersive component and from an increase in the
dispersive component. In the case of Pn = As, although only
A1 has been experimentally isolated,14 A1 and A2 are computed
to be nearly isoenergetic. This suggests the potential for pre-
paring A2 under different experimental conditions.

Having two polymorphs of Bi(C4H3S)3 (B1 and B2) at hand,
we were able to gather insights into an enantiotropic phase
transition having a low transition barrier. Our HFLD/fp-LED
approach allowed us, for the first time, to decipher the subtle
interplay of different intermolecular interactions on the stability
of each polymorph and their relative strengths. In particular, we
demonstrated that subtle changes in the relative orientation of
two dimers in these polymorphs have a strong influence on their

dispersion interactions, and are therefore almost entirely
responsible for their relative stability.

In conclusion, the combined HFLD/fp-LED scheme is a
powerful tool for analyzing structural motifs in molecular
crystals by decomposing interaction energies, and thus lattice
energies, into pairwise intermolecular interaction components.
This approach offers valuable insights into the key factors that
influence the formation and stability of molecular crystals and
their polymorphs. Understanding how molecules aggregate
into diverse structures is a significant advancement, especially
considering that experiments often yield unexpected structures
with slight variations in crystallization conditions. By ration-
alizing the effects of subtle changes in geometry and electronic
structure on crystal stability through the HFLD/fp-LED scheme,
material design strategies can be significantly enhanced. Given
the pivotal role of crystal structure in various fields, from
molecular electronics to drug design, this knowledge holds
great potential for driving innovation across various industries.

Finally, it is worth noting that ongoing efforts in our theory lab
to extend the LED scheme to covalent interactions are expected to
significantly broaden the applicability of this approach to a wider
range of molecular systems and interactions.
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