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Elucidation of the exchange interaction in
photoexcited three-spin systems – a second-
order perturbational approach

Michael Franz, a Frank Neese*b and Sabine Richert *a

Photogenerated three-spin systems show great potential for applications in the field of molecular

spintronics. In these systems, the exchange interaction in the electronically excited state dictates their

magnetic properties. To design such molecules for specific applications, it is thus important to understand

how the sign and magnitude of the exchange interaction can be controlled. For this purpose, we

developed a perturbational approach, based on previous work by the groups of de Loth and Malrieu, that

allows for the direct calculation of the exchange interaction and its individual contributions up to the

second order and implemented it within the ORCA program package. Within this manuscript, we present

the derivation of the individual second-order contributions, provide an overview of the implementation of

the code and illustrate its performance. We show that, using this perturbational approach in combination

with state-averaged orbitals from minimal active space calculations, accurate values for the exchange

interaction can be computed for organic nitroxides. Further, we demonstrate that the weight of the ionic

determinants in the orbital optimisation of the CASSCF procedure is crucial for the computation of

accurate exchange couplings. In the case of photoexcited chromophore–radical systems, we find that the

dynamic spin polarisation effect constitutes the most important contribution to the exchange interaction,

whereby the sign of this contribution determines the sign of the exchange interaction.

1 Introduction

Photoexcited organic multi-spin systems prove to be highly
promising candidates for applications in the field of molecular
spintronics.1–3 This research area aims to utilise the magnetic
moment in molecular systems specifically for information
processing and data storage.4 A noteworthy advantage of photo-
generated organic multi-spin systems is their capability to be
activated externally through light excitation, facilitating exter-
nal control over their functionality.5–10 Moreover, their excited
states are distinguished by spin coherence times that have the
potential to exceed those of any metal-containing analogues,
thereby enabling functionality close to room temperature.11,12

A prominent example for such organic multi-spin systems are
chromophore–radical systems, which typically comprise a chro-
mophore (such as perylene or anthracene) covalently bound to a
radical moiety (such as a nitroxide). Chromophore and radical
may either be linked directly or via a molecular bridge (for
example, a phenyl group), which makes these compounds

structurally highly modifiable and provides the opportunity to
tailor these structures to specific applications.1,13–15 In the
simplest case, such systems represent three-spin systems in their
excited state, which will be the focus of this manuscript.

The photophysical mechanism underlying the generation of
a three-spin system is illustrated in Fig. 1. The chromophore
undergoes light excitation from its ground state S0 to an excited
singlet state S1. Among other possible concurrent processes
(electron transfer, excitation energy transfer, internal conver-
sion, fluorescence), the excited singlet state transitions to a
triplet state T1 via intersystem crossing. Due to the coupling
between the chromophore singlet and the radical doublet
states, this transition is partially allowed and the process is
then referred to as enhanced intersystem crossing (EISC). The
resulting coupled triplet–doublet system can manifest either as
a doublet-coupled system or a quartet-coupled system, depending
on the energetic gap and arrangement dictated by the exchange
interaction JTR between the chromophore triplet state and the
radical doublet state.5,16–18

Since the phenomenological exchange interaction JTR dic-
tates the magnetic properties of these systems,1,5 the motiva-
tion is to determine the factors that determine its magnitude
and sign and how these factors can be influenced by structural
modifications.
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Especially for exchange interactions arising from the elec-
tronically excited state, it can be difficult to determine an exact
value through experimental methods, such as transient con-
tinuous wave electron paramagnetic resonance spectroscopy
(trEPR).1,19 Theoretical methods are particularly advantageous
in this case, as they allow for the direct calculation or extraction
of exchange interactions. Additionally, the exchange interaction
can be analysed in detail, enabling a systematic correlation
with structural factors.20,21

An important step in this direction was the pioneering work
of de Loth et al.,22 where second-order perturbation theory was
used to identify the classes of determinants in the first-order
interacting space (FOIS) that significantly contribute to the
exchange interaction. The most crucial aspect of this work
was the demonstration that only a small portion of the FOIS
is necessary for the calculation of the exchange interaction, as
proven theoretically in an earlier work by Malrieu et al.23

Building on these early works, a variational method was devel-
oped by Miralles et al., that incorporates only those determi-
nants into the CI space, which have an influence on excitation
energies. This is the so-called difference-dedicated configu-
ration interaction method (DDCI),24,25 which generally provides
the most accurate results for the exchange interaction. However,
such a high-level method is only practical for relatively small
systems as the DDCI space increases as NCASN3, where N is the
number of basis functions and NCAS is the dimension of the active
space.21 Perturbational approaches based on CASSCF zeroth-order
wavefunctions, such as the n-electron valence state perturbation
theory method (NEVPT2)26–28 by Angeli et al. or the complete
active space perturbation theory method (CASPT2)29 by Andersson
et al., offer viable alternatives as they can also be applied to larger
systems. Especially the NEVPT2 method has the great advantage
of being intruder-state free. However, when using either of these
two methods, the individual contributions of two different effects,
namely the dynamic spin polarisation effect and the dynamic
charge polarisation effect, cannot be extracted.21 The relevance of
being able to resolve these two contributions prompted us to
implement a ‘‘difference-dedicated perturbation theory’’ method
based on the work of de Loth et al., which allows (i) the calculation

of the individual contributions of the dynamic spin and charge
polarisation effects, and, when combined with SA-CASSCF orbi-
tals, (ii) the calculation of accurate exchange interactions for
systems of medium to large size, where DDCI calculations are
unfeasible.

2 Exchange interactions in three-spin
systems

The exchange interaction is typically described using the Hei-
senberg–Dirac–van-Vleck Hamiltonian:30–32

ĤHDVV ¼ �
X
io j

Jij ŜiŜj ; (1)

where the coupling of two localised spins Si and Sj is associated
with an energy parameterised by Jij. The Landé pattern, asso-
ciated with the HDVV Hamiltonian, provides the energy differ-
ence between two different spin states of the same electronic
configuration:33

E(S � 1) � E(S) = JS. (2)

Thus, the exchange interaction between the chromophore
triplet state and the radical doublet state is given by:

JTR ¼
2

3
ED1
� EQ1

� �
; (3)

where D1 is the so-called trip-doublet state, which is described
by the coupling of the chromophore triplet state with the
radical doublet state, and Q1 is the quartet ground state.34,35

Now, we assume that the states D1 and Q1 can be approxi-
mately represented by the following wavefunctions:

cQ1
¼ 1ffiffiffi

3
p f1f2

�f3

�� �
þ f1

�f2f3

�� �
þ �f1f2f3

�� �� �
; (4)

cD1
¼ 1ffiffiffi

6
p f1f2

�f3

�� �
þ �f1f2f3

�� �
� 2 f1

�f2f3

�� �� �
: (5)

where the indices 1, 2, and 3 represent the three electrons. For
these states, the following expectation values are obtained:

EQ1
¼ �J12 � J13 � J23

4
; (6)

ED1
¼ 2J12 þ 2J23 � J13

4
: (7)

Substituting these into eqn (3), we obtain:

JTR ¼
J12 þ J23

2
(8)

This means that the exchange interaction between the chromo-
phore triplet state and the radical doublet state can be approxi-
mately represented by two two-electron problems, where the
exchange parameters J12 and J23 represent the interaction
between a spin localised at the chromophore HOMO or LUMO
(f1 or f3) and a spin localised at the radical SOMO f2. This
approximation becomes exact if J12 = J23.20 Since J13 is expected
to be much larger than the difference between J12 and J23, it is

Fig. 1 Schematic representation of the photophysical mechanism. The
wavefunctions F1, F2, and F3 represent the chromophore HOMO, radical
SOMO and chromophore LUMO, respectively. Abbreviations: IC – internal
conversion; ISC – intersystem crossing; JTR – exchange interaction
between chromophore triplet state T and stable radical R. Note that the
orbitals are represented in a canonical basis to ensure a more common
picture of the energetic separation of the orbitals.
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reasonable to state that J12 E J23, which justifies the above
approximation.

To determine which (structural) factors affect the phenomen-
ological exchange interaction JTR, an analysis must be conducted
to identify the factors influencing the individual exchange inter-
actions. As noticed by Malrieu, et al.,23 the individual exchange
interactions can be rationalised using a perturbative approach,
analogous to the perturbation of the energy difference between a
triplet and a singlet state of the same electronic configuration.
This procedure was first used by de Loth, et al. to calculate the
singlet–triplet splitting in the cupric acetate hydrate dimer22 and
led to a series of papers also using this technique for the
calculation of the singlet–triplet splitting.36–39

Here, we will use this approach to calculate JTR directly as the
sum of two individual exchange couplings Jij. To this end, we will
derive a modified variant of the previously published method,
which will allow us to manipulate the accuracy of the calculated
Jij by performing state-averaged CASSCF calculations.

3 Derivation of the second-order
contributions to the exchange
interaction
3.1 Difference dedicated perturbation theory versus
difference dedicated configuration interaction

We will illustrate the principles of our approach by first
discussing the well-known case of two interacting S = 1/2
systems.

The discussion starts with the definition of the model space:

S0 = {|ft
�fui, |fu

�fti}, (9)

It is important to note, that, in the above Slater determi-
nants, the internal and virtual orbitals fi,. . .,fj and fa,. . .,fb

were ignored for simplicity. For the further discussion, we
define the general orbital indices to be p,q, the internal orbital
indices to be i,j, the active (magnetic) orbital indices to be t,u,v
and the virtual orbital indices to be a,b.

We assume the molecular orbitals ft and fu to be of a
localised nature. Thus the references space consists of the two
neutral Ms = 0 determinants. This is the same reference space
as in the DDCI2 method40 (difference-dedicated configuration
interaction with two degrees of freedom) and is an excellent
starting point for developing the treatment of exchange couplings.
The arguments are based on perturbation theory, which is valid
when the ionic contributions in the respective wavefunctions play
only a small (but still decisive) role.33,41–50 In the DDCI2 method,
parts are picked from the first-order-interacting space (FOIS) and
ordered according to their ‘‘degrees of freedom’’. A degree of
freedom in this context is either a hole in the doubly occupied
orbital space or a particle in the virtual orbital space. The DDCI2
method is rooted in the original and pioneering work of de Loth
et al. who used perturbation theory to demonstrate which parts of
the FOIS contribute in which way to the final exchange
couplings.22 In DDCI2, these FOIS functions and their interaction
with the reference determinants are treated variationally, which

gives the method increased robustness but also leads to elevated
computational cost due to the iterative nature of the configuration
interaction problem and the necessity to store integrals and
several copies of the wavefunction amplitudes.

An alternative method, where perturbation theory is carried
through not only conceptually but also numerically is a con-
tinuation of the work of de Loth et al. In this work we will refer
to it as ‘‘difference-dedicated perturbation theory’’ (DDPT2).
The acronym emphasizes that the treatment is based on the
same subspace of the FOIS as the original DDCI2 method but
that perturbation theory is used for the numerical evaluation of
the exchange coupling constants.

3.2 Elaboration of the DDPT equations

The full Hamiltonian Ĥ is defined as:

Ĥ ¼
XN
n

ĥðnÞ þ
XN�1
n

XN
m

1

rnm
; (10)

where ĥ(n) is the one-electron operator acting on the n’th

electron and
PN�1
n

PN
m

1

rnm
accounts for the two-electron interac-

tions. The eigenfunctions of the electronic Hamiltonian Ĥ in
the aforementioned model space are a triplet wavefunction and
a singlet wavefunction:

cT ¼
1ffiffiffi
2
p ft

�fu

�� �
� fu

�ft

�� �� �
; (11)

cS ¼
1ffiffiffi
2
p ft

�fu

�� �
þ fu

�ft

�� �� �
: (12)

The energy difference between the two wavefunctions, which is
of primary interest, is given by:

DES-T = ES � ET = Jtu = 2Ktu. (13)

This constitutes the result up to the first order. Due to the fact
that the exchange integral Ktu is always positive, only the
ferromagnetic coupling of two spins can be described within
the model space defined above. This is necessarily an incom-
plete description, as an anti-ferromagnetic coupling between
two spins can also occur.50 One way of describing the coupling
of two spins in a better way is to perturb the triplet state and the
singlet state up to the second order.22 For this, we will define
the zeroth-order Hamiltonian Ĥ(0) as the sum of the CASSCF
Fock-type operators:51,52

Ĥð0Þ ¼
X
n

F̂n; (14)

which is assumed to be diagonal within the full space S = S0 +
Sr, where Sr includes all excited state determinants. The matrix
elements of the Fock-type operator are given by:

Fpq = Finactive
pq + Factive

pq , (15)

where Finactive
pq corresponds to the inactive part of the Fock

operator:

F inactive
pq ¼ hpq þ 2

X
i

½ðpqjiiÞ � 1=2ðpijqiÞ�; (16)
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and Factive
pq corresponds to the active part of the Fock operator:

Factive
pq ¼

X
tu

Dav
tu ½ðpqjtuÞ � 1=2ðptjquÞ�: (17)

Here, Dav
tu is the state-averaged first-order reduced density matrix:

Dav
tu ¼

X
I

wID
I
tu; (18)

where the first-order reduced density matrices of the states I are
weighted by the factor wI. The state-specific first-order reduced
density matrices are given by:

DI
tu = hI|Êtu|Ii, (19)

with |Ii being a multi-determinantal eigenstate within the
active space and Êtu ¼

P
s
âypsâqs, where â† and â are creation

and annihilation operators. s denotes the spin quantum num-
ber. We choose Ĥ(0) to be the CASSCF Fock-type operator since
this implies, that the state-averaging procedure will allow us to
influence the extent of the magnetic orbitals ft and fu, which
should have a significant impact on the exchange coupling.53

The perturbation V̂ is then defined to be the difference
between the full electronic Hamiltonian and the zeroth-order
Hamiltonian:

V̂ = Ĥ � Ĥ(0). (20)

The second-order corrections are defined as follows:

E
ð2Þ
T ¼

X
r

cTh jĤ crj i2

E
ð0Þ
0 � E

ð0Þ
r

; (21)

E
ð2Þ
S ¼

X
r

cSh jĤ crj i2

E
ð0Þ
0 � E

ð0Þ
r

; (22)

where the states |cri are electronically excited states with
reference to cT and cS, and E(0)

0 � E(0)
r corresponds to a

difference in orbital energies e according to the definition of
Ĥ(0). Subtracting the second-order corrections from each other,
we obtain:

DEð2ÞS!T ¼ þ2
X
r

ft
�fu

� ��Ĥ crj i crh jĤ fu
�ft

�� �
E
ð0Þ
0 � E

ð0Þ
r

; (23)

which is 2DK(2)
tu , where DK(2)

tu is the second-order correction of
the exchange integral. The corrected singlet–triplet gap is then
defined as:

DES-T = 2(Ktu + DK(2)
tu ) = 2Keff

tu . (24)

The derived second-order expression assumes that the excited
determinants |cri couple simultaneously with both reference
determinants |ft

�fui and |fu
�fti, leading to a significant reduction

of the space of excited determinants. As a consequence, a
considerable amount of computation time can be saved.22

In the following, the excited determinants |cri will be
classified and the corresponding corrections to the exchange inte-
gral DK(2)

tu will be derived. The possible corrections to the exchange
integral Ktu include the kinetic exchange, the hole polarisation
effect, the particle polarisation effect, the internal - active double

excitations, the active - virtual double excitations, the dynamic spin
polarisation effect, and the dynamic charge polarisation effect.21

3.2.1 Kinetic exchange contribution. A well-known second-
order effect is the kinetic exchange, where the reference deter-
minants |ft

�fui and |fu
�fti are coupled via determinants with

ionic configurations within the active space. Consequently, the
space of excited determinants is defined by {|ft

�fti, |fu
�fui},

which are illustrated in Fig. 2.
The correction of the exchange integral through the kinetic

exchange is given by the contributions of two excited state
configurations:

DK ð2Þtu;KE ¼
ft

�fu

� ��Ĥ ft
�ft

�� �
ft

�ft

� ��Ĥ fu
�ft

�� �
DEu!t

þ
ft

�fu

� ��Ĥ fu
�fu

�� �
fu

�fu

� ��Ĥ fu
�ft

�� �
DEt!u

(25)

Here, we will approximate the off-diagonal terms in the
nominator through the CASSCF Fock matrix elements Ftu,
where only the active part of the Fock matrix might cause a
deviation from the corresponding off-diagonal element of Ĥ.
Thus, only a minor deviation should be expected. This leads to
a final contribution of:

DKð2Þtu;KE ¼
Ftu

2

JC
tu � JC

tt

þ Ftu
2

JC
tu � JC

uu

: (26)

Since ft and fu are often nearly degenerate, the denominators
are represented by (negative) one-site Coulomb repulsion ener-
gies JC

tu � JC
tt and JC

tu � JC
uu instead of the difference of the orbital

energies, as would be the case for Ĥð0Þ ¼
P
n

F̂n. The reason for

this is to circumvent the divergence of the perturbational
approach. Note that JC

tu corresponds to the two-electron integral
(tt|uu) and JC

tt corresponds to (tt|tt), whereby the chemist’s
notation54 is used.

As can be seen from the denominator, the kinetic exchange
always favours anti-ferromagnetic coupling.

3.2.2 Contribution from internal - active single excita-
tions. Another excitation class includes determinants repre-
senting single excitations from the internal space to the active
space that can be coupled with single excitations within the
active space. This excitation class is labelled as ‘‘internal -

active’’ and is often referred to in the literature as the 1h
excitation class, as a hole is created in the internal space. The
reference determinants can be coupled via four possible types
of excited state configurations S = {| �fift

�ftfui, | �fiftfu
�fui,

|fift
�ft

�fui, |fi
�ftfu

�fui}, which are illustrated in Fig. 3.

Fig. 2 The kinetic exchange effect stems from the interaction of the ionic
forms (I and II) within the active space with the reference determinants (i.e.
the neutral forms within the active space).
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This class of excited state determinants leads to the follow-
ing contributions:

X
i

fi
�fift

�fu

� ��Ĥ �fift
�ftfu

�� �
�fift

�ftfu

� ��Ĥ fi
�fifu

�ft

�� �
DEi!u

¼
X
i

�Fiu � ðtujuiÞ
ei � eu

;

X
i

fi
�fift

�fu

� ��Ĥ �fiftfu
�fu

�� �
�fiftfu

�fu

� ��Ĥ fi
�fifu

�ft

�� �
DEi!t

¼
X
i

�Fit � ðtujtiÞ
ei � et

;

X
i

fi
�fift

�fu

� ��Ĥ fi
�ftfu

�fu

�� �
fi

�ftfu
�fu

� ��Ĥ fi
�fifu

�ft

�� �
DEi!t

¼
X
i

�Fiu � ðtujtiÞ
ei � eu

;

(27)

X
i

fi
�fift

�fu

� ��Ĥ fift
�ft

�fu

�� �
fift

�ft
�fu

� ��Ĥ fi
�fifu

�ft

�� �
DEi!t

¼
X
i

�Fit � ðtujuiÞ
ei � et

;

which, in summary, give a total correction of:

DK ð2Þtu;1h ¼ �2
X
i

Fit � ðtujuiÞ
ei � et

þ Fiu � ðtujtiÞ
ei � eu

� 	
; (28)

Again, the off-diagonal terms in the nominator, which corre-
spond to single excitations, are approximated by the CASSCF
Fock matrix elements.

3.2.3 Contribution from active - virtual single excita-
tions. An analogous excitation class comprises excited state
determinants generated by single excitations from the active
space to the virtual space that can be coupled with single
excitations within the active space. This excitation class is
labelled as ‘‘active - virtual’’ and is frequently referred to in
the literature as the 1p excitation class, as a particle is created
in the virtual space. The reference determinants are coupled via
four types of excited state configurations S = {|ft

�fai, |fu
�fai,

| �fufai, | �ftfai}, which are illustrated in Fig. 4.

The 1p determinants yield the following contributions to the
exchange integral:

1Þ
X
a

ft
�fu

� ��Ĥ ft
�fa

�� �
ft

�fa

� ��Ĥ fu
�ft

�� �
DEu!a

¼
X
a

Fua � ðtujtaÞ
eu � ea

;

2Þ
X
a

ft
�fu

� ��Ĥ fu
�fa

�� �
fu

�fa

� ��Ĥ fu
�ft

�� �
DEt!a

¼
X
a

Fta � ðtujuaÞ
et � ea

;

3Þ
X
a

ft
�fu

� ��Ĥ �fufa

�� �
�fufa

� ��Ĥ fu
�ft

�� �
DEt!a

¼
X
a

Fta � ðtujuaÞ
et � ea

;

4Þ
X
a

ft
�fu

� ��Ĥ �ftfa

�� �
�ftfa

� ��Ĥ fu
�ft

�� �
DEu!a

¼
X
a

Fua � ðtujtaÞ
eu � ea

;

(29)

which, in summary, give a total correction of:

DKð2Þtu;1p ¼ þ2
X
a

Fta � ðtujuaÞ
et � ea

þ Fua � ðtujtaÞ
eu � ea

� 	
: (30)

As in the case of the 1h excitation class, the single excitation
terms in the nominator are approximated by the corresponding
CASSCF Fock matrix elements.

All further excitation classes involve only double excitations
relative to the reference determinants.

3.2.4 Contribution from internal - active double excitations.
One of these excitation classes includes double excitations from
the internal space to the active space, denoted as ‘‘double inter-
nal - active’’ and referred to in the literature as the 2h excitation
class. The reference determinants are coupled via a single
type of excited configurations S = {|fi

�fjft
�ftfu

�fui}, illustrated in
Fig. 5. This results in the following contribution to the exchange

Fig. 3 Four types of configurations can be generated through single
excitations from the internal space to the active space considering both
reference determinants. These excited determinants are usually referred to
as 1h determinants.

Fig. 4 Analogous to the 1h excitation class, four types of configurations
can be generated through single excitations from the active space to the
virtual space considering both reference determinants. These excited
determinants are usually referred to as 1p determinants.

Fig. 5 A single type of configurations can be generated through a double
excitation from the internal space to the active space, referred to as a 2h
configuration.
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integral:

DKð2Þtu;2h ¼
X
i

X
j

ft
�fu

� ��Ĥ fi
�fjft

�ftfu
�fu

�� E
fi

�fjft
�ftfu

�fu

D ��Ĥ fu
�ft

�� �
DEi!tþDEj!u

¼
X
i

X
j

ðtjjuiÞðujjtiÞ
ei�etþej�eu

:

(31)

This expression includes only bicentric two-electron integrals, with
their magnitude depending on the simultaneous differential over-
lap of fi and fj with ft and fu. Therefore, it can be assumed that
the contribution of this excitation class to the exchange integral is
relatively small.

3.2.5 Contribution from active - virtual double excita-
tions. A class analogous to the 2h excitation class can be
defined by double excitation from the active space to the
virtual space. This excitation class is denoted as ‘‘double
active - virtual’’ and is referred to in the literature as the 2p
excitation class. The reference determinants are coupled via
one type of excited configurations S = {|fa

�fbi} illustrated in
Fig. 6.

The correction to the exchange integral is then given by:

DK ð2Þtu;2p ¼
X
a

X
b

ft
�fu

� ��Ĥ fa
�fb

�� �
fa

�fb

� ��Ĥ fu
�ft

�� �
DEt!a þ DEu!b

¼
X
a

X
b

ðtajubÞðuajtbÞ
et � ea þ eu � eb

:

(32)

Here, analogous to the 2h excitation class, the magnitude
of the correction due to the 2p determinants depends on
the simultaneous differential overlap of the outer-space orbitals
(fa and fb) with the orbitals of the active space ft and
fu. Therefore, a relatively small contribution of this
excitation class to the correction of the exchange integral can
be expected.

3.2.6 Contributions from dynamic spin and charge polar-
isation. The final excitation class is characterised by a single
excitation from the internal to the virtual space coupled
with a single excitation within the active space. This excitation
class is known in the literature as the 1h–1p excitation
class. However, two distinct effects can be distinguished
in principle: the dynamic spin polarisation effect and the
dynamic charge polarisation effect. In the widely used NEVPT2

(n-electron valence state perturbation theory) method,26–28

these effects are jointly calculated within the framework of
the 1h–1p (also referred to as V(0)

ia ) excitation class.
The dynamic spin-polarised determinants are generated

by coupled triplet excitations, where two different types of
excited state determinants S = {|fi

�ft
�fufai, | �fiftfu

�fai}, which
are illustrated in Fig. 7, can interact with the reference
determinants.

The corresponding contributions to the exchange integral
are given by:

X
i

X
a

ft
�fu

� ��Ĥ fi
�ft

�fufa

�� �
fi

�ft
�fufa

� ��Ĥ fu
�ft

�� �
DEi!a

¼
X
i

X
a

�ðtijtaÞðuijuaÞ
ei � ea

;

X
i

X
a

ft
�fu

� ��Ĥ �fiftfu
�fa

�� �
�fiftfu

�fa

� ��Ĥ fu
�ft

�� �
DEi!a

¼
X
i

X
a

�ðtijtaÞðuijuaÞ
ei � ea

;

(33)

which, in summary, give a total correction of:

DKð2Þtu;DSP ¼ �2
X
i

X
a

ðtijtaÞðuijuaÞ
ei � ea

; (34)

where only monocentric two-electron integrals are included.
Hence, a non-negligible contribution can be expected for
bridging orbitals fi and fa with small energetic separation
and large differential overlap. It is known that the sign of

Fig. 6 Analogous to the 2h class of excited states, only a single
type of configurations can be generated through a double excitation
from the active space to the virtual space, referred to as a 2p configuration.

Fig. 7 The dynamic spin polarisation effect describes the coupling of the
reference determinants through determinants which exhibit a spin polar-
isation inside the active space (and inside the outer space). These excited
state determinants belong to the 1h–1p excitation class.

Fig. 8 The dynamic charge polarisation effect describes the coupling of
the reference determinants through determinants which exhibit a charge
polarisation inside the active space coupled with a single excitation from
the internal to the virtual space. These excited state determinants belong
to the 1h–1p excitation class.
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this effect varies depending on the symmetry of the involved
orbitals.22,55

The dynamic charge-polarised determinants are generated
by a singlet excitation from the internal space to the virtual
space coupled with a singlet excitation within the active
space, producing a charge polarisation within the active
space. Here, four different types of excited state determinants
S = {| �fifu

�fufai, | �fift
�ftfai, |fifu

�fu
�fai, |fift

�ft
�fai}, which

are illustrated in Fig. 8, can interact with the reference
determinants.

The corresponding contributions are given by:

ð1Þ
P
i

P
a

ft
�fu

� ��Ĥ �fifu
�fufa

�� �
�fifu

�fufa

� ��Ĥ fu
�ft

�� �
DEi!a þ DEt!u

¼
P
i

P
a

ðtujiaÞ � ½ðtujiaÞ � ðuijtaÞ�
ei � ea þ JC

tu � JC
uu

ð2Þ
P
i

P
a

ft
�fu

� ��Ĥ �fift
�ftfa

�� �
�fift

�ftfa

� ��Ĥ fu
�ft

�� �
DEi!a þ DEu!t

¼
P
i

P
a

ðtujiaÞ � ½ðtujiaÞ � ðtijuaÞ�
ei � ea þ JC

tu � JC
tt

ð3Þ
P
i

P
a

ft
�fu

� ��Ĥ fifu
�fu

�fa

�� �
fifu

�fu
�fa

� ��Ĥ fu
�ft

�� �
DEi!a þ DEt!u

¼
P
i

P
a

ðtujiaÞ � ½ðtujiaÞ � ðuijtaÞ�
ei � ea þ JC

tu � JC
uu

ð4Þ
P
i

P
a

ft
�fu

� ��Ĥ fift
�ft

�fa

�� �
fift

�ft
�fa

� ��Ĥ fu
�ft

�� �
DEi!a þ DEu!t

¼
P
i

P
a

ðtujiaÞ � ½ðtijuaÞ � ðuijtaÞ�
ei � ea þ JC

tu � JC
tt

(35)

As in the case of the kinetic exchange contribution, the energy
differences DEt-u and DEu-t are represented by the one-site
repulsion energies instead of the orbital energies, which form
the actual DE for the chosen Ĥ(0). These four contributions yield
a total correction of:

DK ð2Þtu;DCP ¼ 2
X
i

X
a

ðtujiaÞ2 � ðtujiaÞðuijtaÞ
ei � ea þ JC

tu � JC
uu

þ 2
X
i

X
a

ðtujiaÞ2 � ðtujiaÞðtijuaÞ
ei � ea þ JC

tu � JC
tt

;

(36)

which, contrary to the dynamic spin polarisation effect, does
only involve bicentric two-electron integrals and, thus, may
have a smaller contribution to the exchange integral compared
to the dynamic spin polarisation effect.

3.2.7 Corrections for the three-electron–three-centre
case. So far, all second-order contributions to the exchange
integral Ktu were discussed for a two-electron–two-
centre case. However, in case of a three-electron–three-centre
problem, all second-order effects, which involve single

excitations (kinetic exchange, 1h and 1p effect), need to be
corrected by incorporating the interaction with a third active
orbital fv.

The kinetic exchange is corrected by including interactions
with the excited states shown in Fig. 9: Sr = {|ftfv

�fvi, |fufv
�fvi,

|ft
�ftfui, |ftfu

�fui}.
The corrections to the exchange integral are given by:

1ð Þ
ft

�fufv

� ��Ĥ ftfv
�fv

�� �
ftfv

�fv

� ��Ĥ fu
�ftfv

�� �
DEu!v

¼ Fuv � ðtujtvÞ
JC
uv � JC

vv

2ð Þ
ft

�fufv

� ��Ĥ fufv
�fv

�� �
fufv

�fv

� ��Ĥ fu
�ftfv

�� �
DEt!v

¼ Ftv � ðtujuvÞ
JC
tv � JC

vv

3ð Þ
ft

�fufv

� ��Ĥ ft
�ftfu

�� �
ft

�ftfu

� ��Ĥ fu
�ftfv

�� �
DEv!t

¼ �Ftv � ðtujuvÞ
JC
tv � JC

tt

4ð Þ
ft

�fufv

� ��Ĥ ftfu
�fu

�� �
ftfu

�fu

� ��Ĥ fu
�ftfv

�� �
DEv!u

¼ �Fuv � ðtujtvÞ
JC
uv � JC

uu

(37)

which yield a total correction of:

DKtu ¼ Fuv � ðtujtvÞ �
1

JC
uv � JC

vv

� 1

JC
uv � JC

uu

� 	

þ Ftv � ðtujuvÞ �
1

JC
tv � JC

vv

� 1

JC
tv � JC

tt

� 	
;

(38)

which can be assumed to have only a small contribution
because of the cancellation inside the brackets. The single
excitation terms are again approximated by the CASSCF
Fock matrix elements and the energy differences are chosen
to be the corresponding one-site repulsion energies, instead of
the orbital energies, which would normally result for the
chosen Ĥ(0).

The excited state determinant space of the additional 1h
contribution is given by: Sr = {|fifu

�fufv
�fvi, |fift

�ftfv
�fvi,

|fift
�ftfu

�fui}. As can be seen in Fig. 10, these excited
states are generated by a single excitation from the internal
space to the active space coupled with a single excitation within
the active space where the additional active orbital fv is
involved.

Fig. 9 In the case of a 3c–3e system, four additional ionic configurations
within the active space contribute to the kinetic exchange.

Fig. 10 In the case of a 3c–3e system, three additional 1h configurations
contribute to the exchange interaction.
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Thus, the corrections are given by:

ð1Þ
P
i

ft
�fufv

� ��Ĥ fifu
�fufv

�fv

�� �
fifu

�fufv
�fv

� ��Ĥ fu
�ftfv

�� �
DEi!v þ DEt!u

¼
P
i

ðtujviÞ2 � ðtujviÞðtvjuiÞ
ei � ev þ JC

tu � JC
uu

ð2Þ
P
i

ft
�fufv

� ��Ĥ fift
�ftfv

�fv

�� �
fift

�ftfv
�fv

� ��Ĥ fu
�ftfv

�� �
DEi!v þ DEu!t

¼
P
i

ðtujviÞ2 � ðtujviÞðuvjtiÞ
ei � ev þ JC

tu � JC
tt

ð3Þ
P
i

ft
�fufv

� ��Ĥ fift
�ftfu

�fu

�� �
fift

�ftfu
�fu

� ��Ĥ fu
�ftfv

�� �
DEi!t þ DEv!u

¼
P
i

ðuvjtiÞðtvjuiÞ
ei � et þ JC

uv � JC
uu

(39)

In summary, these contributions yield a correction of:

DKtu ¼
X
i

ðtujviÞ2 � ðtujviÞðtvjuiÞ
ei � ev þ JC

tu � JC
uu

þ
X
i

ðtujviÞ2 � ðtujviÞðuvjtiÞ
ei � ev þ JC

tu � JC
tt

þ
X
i

ðuvjtiÞðtvjuiÞ
ei � et þ JC

uv � JC
uu

:

(40)

As can be seen in Fig. 11, the excited state determinant
space of the additional 1p configurations is generated in
the same way as for the additional 1h configurations: Sr =
{|fu

�fufai, |ft
�ftfai, |ftfu

�fai}. Here, the corrections are
given by:

ð1Þ
P
a

ft
�fufv

� ��Ĥ fu
�fufa

�� �
fu

�fufa

� ��Ĥ fu
�ftfv

�� �
DEv!a þ DEt!u

¼
P
a

ðtujvaÞ2 � ðtujvaÞðuvjtaÞ
ev � ea þ JC

tu � JC
uu

ð2Þ
P
a

ft
�fufv

� ��Ĥ ft
�ftfa

�� �
ft

�ftfa

� ��Ĥ fu
�ftfv

�� �
DEv!a þ DEu!t

¼
P
a

ðtujvaÞ2 � ðtujvaÞðtvjuaÞ
ev � ea þ JC

tu � JC
tt

ð3Þ
P
a

ft
�fufv

� ��Ĥ ftfu
�fa

�� �
ftfu

�fa

� ��Ĥ fu
�ftfv

�� �
DEv!a

¼
P
a

ðuvjuaÞðtvjtaÞ
ev � ea

(41)

which in total yields:

DKtu ¼
X
a

ðtujvaÞ2 � ðtujvaÞðuvjtaÞ
ev � ea þ JC

tu � JC
uu

þ
X
a

ðtujvaÞ2 � ðtujvaÞðtvjuaÞ
ev � ea þ JC

tu � JC
tt

þ
X
a

ðuvjuaÞðtvjtaÞ
ev � ea

(42)

Again, the energies of the excitations within the active space
are given by the one-site repulsion energies instead of the
orbital energies.

3.3 Summary of contributions

The contributions listed above are all effects that contribute to
the effective exchange integral Ktu in a three-electron–three-
centre case. Note that all off-diagonal elements of H, which
correspond to single excitations, are approximated by the corres-
ponding CASSCF Fock matrix elements. This approximation
allows for a much easier implementation while the deviation
from the actual off-diagonal elements of H may be expected to be
small. Furthermore, we made another assumption by defining
all energy differences of excitations within the active space by
one-site repulsion energies instead of the orbital energies. For-
mally, this might be regarded as the usage of two different
definitions for Ĥ(0) depending on the orbital space, which may
seem arbitrary as we deviate from the definition of Ĥ(0) for
charge polarised configurations. However, by using such an
alternative definition of the energy differences within the active
space the method gains a great deal of numerical stability since
it avoids the most common causes of intruder states.

4 Implementation of the
perturbational approach

The method for calculating the effective exchange integrals,
described above, has been implemented into the ORCA pro-
gram package.56 The algorithm consists of the following steps:

(1) Generation of a set of molecular orbitals
The first step may seem trivial, but is crucial, as the

molecular orbitals have a significant impact on the conver-
gence of the perturbative approach. The method requires a
CASSCF(n,n) calculation for the orbital generation.51,57 It is also
essential that the generated molecular orbitals are canonical,
since the subsequent steps are invalid otherwise.

(2) Localise the orbitals inside the active space
The localisation of the active orbitals is necessary to obtain

the so-called ‘magnetic’ orbitals, as the Heisenberg approach
relies on local spins, thus requiring localised orbitals. To fulfill
this requirement, the New-Boys algorithm is employed.58

(3) Calculation of the Fock matrix over molecular orbitals
This step underlines the necessity of starting with canonical

orbitals, as they are indispensable for generating the Fock
matrix over atomic orbitals with the following procedure. The
canonical orbital energies correspond to the diagonal elements

Fig. 11 In the case of a 3c–3e system, three additional 1p configurations
contribute to the exchange interaction.
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of the diagonalised Fock matrix Fdiag. Here, the Fock matrix
over atomic orbitals FAO is constructed using the coefficient
matrix of the canonical orbitals Cold along with the overlap
matrix in the basis of atomic orbitals S.

FAO = XY†, (43)

where:

X = SCold, (44)

Y = SColdFdiag. (45)

The Fock matrix FMO of the new set of molecular orbitals with
localised orbitals inside the active space is obtained using the
coefficient matrix of the new set of orbitals C:

FMO = C†FAOC. (46)

In summary, the Fock operator is defined as the state-averaged
CASSCF Fock operator51,52 (defined in Section 2) and the set of
canonical molecular orbitals is assumed to diagonalise F̂CASSCF

including the ‘‘internal-active’’ and ‘‘active-virtual’’ subspaces,
which may not be necessarily true. Consequently, no contribu-
tions can be expected for the 1h and 1p excitations in case of
two-spin systems. However, it simplifies the implementation.

(4) Transformation of the two-electron integrals
The conversion of two-electron integrals into the molecular

orbital basis represents the most computationally demanding
stage. However, the computational effort can be reduced nota-
bly as not all transformed integrals are essential for calculating
Keff

tu . By defining internal and virtual orbital windows, distinct
integral classes can be derived. Incorporating active orbitals
within both orbital windows enhances flexibility in selecting
specific integrals from various classes. Within this implemen-
tation, only the (ik|jl) and (ia|jb) integral classes are
computed.59

Furthermore, the transformation is expedited by employing
the ‘‘resolution of identity’’ (RI) approximation, which is man-
datory in our implementation.59 This necessitates the use of an
auxiliary basis set that will be detailed below in the Results and
discussion section. As a final and highly effective acceleration
method, the ‘‘frozen core’’ approximation is employed. This
technique excludes core orbitals from the transformation due
to their minimal impact on the dynamic correlation energy,
resulting in a substantial reduction in the integral transforma-
tion dimensionality and, with this, in significant computa-
tional time savings.

(5) Calculation of the effective exchange integrals
In the final step, the effective exchange integrals Keff

tu are
computed using the expressions from Section 3. Essentially,
this involves calculating the matrix elements Ktu and their
corrections. The output includes the first-order exchange
matrix (including the Ktu), the individual second-order
exchange matrices (including the DK(2)

tu ), and the final exchange
matrix (including the Keff

tu ), where the indices t and u iterate over
the active orbitals. These matrices are always symmetric, and
their dimension is determined by the number of electrons (or
orbitals) in the CASSCF(n,n) calculation.

5 Results and discussion
5.1 Choice of molecules

Since our discussion focuses on (organic) multi-spin systems,
we chose an organic diradical (1,3-(phenylene)bis(nitroxide)),
an organic triradical (1,3,5-triphenylbenzenetriyltris(N-tert-butyl
nitroxide)) and an anthracene–radical system (9-[3-(4,4,5,5-
tetramethyl-1-yloxyimidazolin-2-yl)phenyl]anthracene) to test the
newly implemented method. The first two systems, shown on the
left-hand side in Fig. 12, exhibit open-shell configurations in their
ground state with known exchange coupling constants of J = 695
cm�1 and J = 9.45 cm�1.60,61 Note that the experimental value of
the diradical was determined for the N-tert-butyl nitroxide. Here,
we decided to truncate the tert-butyl groups in order to perform
more accurate calculations. A benchmark on both of these
systems, may also allow us to draw conclusions on the impact
of the extent of the conjugated p-system. The latter system,
depicted on the right-hand side in Fig. 12, forms an antiferro-
magnetically coupled open-shell system in its excited state.62

However, the magnitude of J for the anthracene system could
not be determined experimentally, i.e. J o 0 cm�1.

5.2 Computational details

The geometries of the structures shown in Fig. 12 were
optimised at the B3LYP/def2-TZVP level of theory.63–67 Since
the DDPT2 method requires a common set of orbitals, we
calculated the exchange interaction using only one structure
(vertical excitation energy). Here, the calculations were acceler-
ated by the RIJCOSX approximation using the def2/J auxiliary
basis set.68,69

The magnetic couplings are either obtained by our own
implemented method or, in order to compare the results, by
the FIC-NEVPT2 method using the def2-SVP basis set or varia-
tional methods such as DDCI3, DDCI2 or CASCI+S, where the
singles ‘‘S’’ include the 1h, 1p and 1h–1p excitations, also using
the def2-SVP basis set.26–28 The Fock matrix formations were
accelerated by the RIJCOSX method using the def2/J auxiliary
basis set and the integral transformations were accelerated by
the RI method using the def2-SVP/C auxiliary basis set.

In general, the calculations are based on CASSCF(3,3) or
CASSCF(2,2) zeroth-order wavefunctions (depending on the
multiplicity). It is important to note that the convergence
criteria were set to ETol = 10�10 (energy gradient) and

Fig. 12 Molecular structures of the chosen benchmark systems.
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gTol = 10�7 (orbital gradient), which is tight compared to the
default settings in ORCA.

For the variational calculations, the selection parameter Tsel

was set to zero in order to include all possible configuration
state functions in the CI. The variational methods were always
used in combination with a common set of molecular orbitals
(Q1-optimised orbitals or T1-optimised orbitals).

The NEVPT2 calculations were performed state-specific, i.e.
the quartet state and the trip-doublet state were optimised
separately.

Our implementation relies on a common set of molecular
orbitals, where we used differently optimised orbitals in a series
of calculations. Since, in our implementation, only the effective
exchange integrals Keff

tu are computed, the exchange interaction
J for the three-spin systems (or specifically referred to as JTR

in case of chromophore–radical systems) was calculated by
Keff

tu + Keff
uv , where Keff

tu and Keff
uv are smaller in magnitude than

Keff
tv . In case of the two-spin system, J was calculated by 2Keff

tu .

5.3 Benchmark results for ground state radicals

Since experimental values for the exchange interaction are
known for the nitroxide diradical and triradical (J = 695 cm�1

and J = 9.45 cm�1),60,61 these systems are well suited to compare
the accuracy of the DDPT2 method to other multireference
methods such as the variational DDCI3, DDCI2, and CASCI+S
methods as well as the perturbational NEVPT2 method.

5.3.1 Choice of the computational methods. The varia-
tional methods are distinguished by their CI space: the DDCI3
method includes all possible excited state configurations except
for the 2h–2p class of excited states, since these configurations
do not affect the energy differences in second order perturba-
tion theory. In the DDCI2 method, also the 2h–1p and 1h–2p
excited states are omitted from the CI space, since they only
introduce a non-negligible contribution to the energy differ-
ence for wavefunctions with larger amplitudes of the ionic
forms. From a physical standpoint, the DDCI2 method com-
pares best to the DDPT2 method, since both methods use the
same determinant space. The CASCI+S method is even more
approximate, omitting also the 2h and 2p excitations. However,
as shown in the literature,49 a CI with this particular space
yields exchange interactions comparable to DDCI2 for conju-
gated, organic systems.

The NEVPT2 method is also chosen as a reference, since
it is also a multi-reference second-order perturbation theory
approach and is widely used for the calculation of exchange

coupling constants. The differences between the NEVPT2
method and the DDPT2 method are: (1) the choice of the
zeroth-order Hamiltonian (Dyall’s Hamiltonian in the NEVPT2
method),70 (2) the inclusion of all possible excitation classes in
the NEVPT2 method, which can be generated by single and
double excitations, and (3) the fact that the NEVPT2 method
relies on a contracted description of the first-order wavefunc-
tion, which is not the case for the DDPT2 method. Here, we
will only use the fully-internally contracted NEVPT2 method
(FIC-NEVPT2).

Since the DDPT2 method requires a common orbital basis, it
makes sense to tailor the orbital optimisation to the ground
state radicals and then to apply a corresponding protocol to the
anthracene system.

5.3.2 Calculations on the nitroxide diradical. First, we will
focus on the nitroxide diradical. Table 1 lists the exchange
interaction J for the diradical calculated at different levels of
theory using different sets of orbitals. As can be seen, all used
methods predict the correct sign of J. However, depending on
the method, vastly different magnitudes of J are obtained.
Starting at zeroth-order, i.e. at the CASSCF(2,2) level of theory
(with triplet-optimised orbitals), a J of 126 cm�1 is calculated,
which underestimates the exchange interactions by a factor of
5.5; the necessity to consider excited determinants for a more
accurate description of J thus becomes evident. As already
shown in the literature for the exact same system,49 the inclu-
sion of all singly excited states with reference to the CASCI, i.e.
the 1h, 1p and 1h–1p excitations, constitutes the main con-
tribution to the exchange interaction for this system. By coin-
cidence, this method even yields a value for the exchange
coupling that is slightly closer to the experimentally deduced
value than the other methods considered here. Consequently,
the dynamic spin polarisation and the dynamic charge polar-
isation effects, including their relaxation through the 1h and 1p
excitations, may be considered as the most important effects
for J regarding this conjugated organic compound. However,
this shall not imply, that CASCI+S is the best choice when it
comes to the calculation of the exchange interaction in con-
jugated organic compounds. Due to the narrow FOIS (only 1h
and 1p and 1h–1p determinants), unsystematic deviations from
the actual value of J might arise.

When the 2h and 2p excited determinants are introduced
additionally (DDCI2), a slight decrease of J by �33 cm�1 can be
observed, which means that the 2h and 2p excited states have a
rather small anti-ferromagnetic effect on J. The additional

Table 1 Calculated J values for the nitroxide diradical using different levels of theory. In general, the calculations are based on CASSCF(2,2) zeroth-order
wavefunctions with different weights w for the ionic forms in the orbital optimisation

CASSCF(2,2) DDCI3 DDCI2 CASCI+S FIC-NEVPT2 DDPT2 Exp.

w = 0 126 657 647 680 172 169 695
w = 0.133 634 438 722
State-specific 122 482
ROHFa 104 649 629 658 154 140

a An additional series of calculations were performed with orbitals from a ROHF calculation on the open-shell singlet state. All values are
given in cm�1.
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inclusion of the 1h–2p and 2h–1p excited states (DDCI3)
increases the J value by 10 cm�1 compared to the DDCI2 value.
The contributions of the 2h–1p and 1h–2p excited states cancel
each other out.49

The FIC-NEVPT2 method, using the triplet-optimised orbi-
tals, yields a J value of 172 cm�1, which compares well to the
DDPT2 value of J(w = 0) = 169 cm�1, where w is the weight of the
ionic determinants in the CASSCF procedure. Both methods
underestimate the exchange interaction severely indicating that
the coupling of the FOIS functions among themselves (that
come in at fourth and higher orders in perturbation theory)
plays an important role, as discussed in depth by Calzado and
Malrieu.21,44

However, the choice of orbitals also plays an important role,
in particular in low order perturbation theory. In fact, NEVPT2
with state-specifically optimised orbitals yields a coupling of
JNEVPT2(SS) = 482 cm�1. However, the coupling is still under-
estimated as higher-order effects are missing.

The use of orbitals from a ROHF calculation for the open-
shell singlet state and the use of triplet-optimised orbitals
yields almost identical results, since the same electronic
configuration is modeled in both approaches.

It is known that the exchange interaction is strongly under-
estimated in multi-reference perturbation theory methods with
minimal active space zeroth-order wavefunctions when the
orbital optimisation primarily considers neutral determinants.
The resulting orbitals are too compact; the exchange inter-
action can only be described well through higher-order inter-
actions. As discussed by Angeli and co-workers,53 the charge
polarising effect of the higher order terms can be crudely
simulated by optimising a singlet CASSCF(2,2) wavefunction
and artificially giving a higher weight to the ionic states (the
second and third singlet roots) in the orbital optimisation. The
increased weight of the ionic states then leads the optimisation
to converge to more diffuse orbitals, which, subsequently,
provides improved values for the exchange interaction at low
orders of perturbation.53

Fig. 13 illustrates the dependence of the calculated exchange
interaction and its individual contributions on the weight w of
the ionic states in the orbital optimisation. The calculations

were performed for the diradical using the DDPT2 method. In
the case of this system, the exchange coupling is barely influ-
enced by the kinetic exchange (KE) contribution.

The 1h and 1p contributions are strictly zero for two-spin
systems as we approximated the single-excitation Hamiltonian
matrix elements by the SA-CASSCF Fock matrix elements, which
we assumed to be diagonal.

Fig. 13 shows a strong (non-linear) dependence of J on w.
To obtain accurate and meaningful J-values, the challenge will
be to identify a suitable weight w which is a priori not known
and will differ for systems of different size and nature. How-
ever, if the exchange interaction is known experimentally for a
particular system, the distinct trend observed as a function of w
will make it possible to identify an appropriate weighting factor
that should allow us to calculate accurate J-values for a whole
series of similar systems. For the diradical, a weight of 0.133
provides good orbitals for the calculation of J, where a value of
J(w = 0.133) = 722 cm�1 is obtained, in good agreement with the
experimental value of 695 cm�1.

A FIC-NEVPT2 calculation using the same weight of w =
0.133 yields an exchange coupling constant of JNEVPT2(w =
0.133) = 438 cm�1, which is smaller in magnitude than the
DDPT2 value with the same ionic weight and even smaller than
the corresponding CASSCF(2,2) value of 634 cm�1. The main
reason for this deviation is the contribution of the 1h and 1p
determinants in the NEVPT2 method, which are not taken into
account in the DDPT2 method. The 1h and 1p determinants
lead to an orbital relaxation and tend to act in favour of the
singlet state. Interestingly, the effect of this orbital relaxation
can become so large, that even a wrong sign can be predicted as
illustrated in Fig. 14, showing the trend of the computed J
values against w for DDPT2 and NEVPT2. For example, when
using NEVPT2 with an ionic weight of w = 0.4, a coupling of
JNEVPT2(w = 0.4) = �2.4 cm�1 is obtained. Consequently, one
needs to be careful with state-averaging when using, for exam-
ple, the NEVPT2 method. The current implementation of the
DDPT2 method circumvents this problem intrinsically by
assuming the SA-CASSCF Fock matrix to be diagonal.

Fig. 13 The calculated exchange coupling constant J using the DDPT2
method for the diradical as a function of the weight w of the ionic
determinants in the orbital optimisation. The individual effects exhibit a
non-linear dependence on w. Here, an optimal results for J corresponds to
an ionic weight of w = 0.133.

Fig. 14 The computed J value against the ionic weight w using the
DDPT2 and the NEVPT2 methods. While for the DDPT2 method, the J-
values converge to an upper bound with the correct (positive) sign, the J
values converge to a lower bound for the NEVPT2 method with a negative
sign, due to the orbital relaxation. The optimal weight using the NEVPT2
method is larger compared to the DDPT2 method and localised at the
maximum in case of the ferromagnetically coupled diradical.

PCCP Paper

O
pe

n 
A

cc
es

s 
A

rt
ic

le
. P

ub
lis

he
d 

on
 1

0 
Se

pt
em

be
r 

20
24

. D
ow

nl
oa

de
d 

on
 7

/1
5/

20
25

 8
:3

3:
58

 P
M

. 
 T

hi
s 

ar
tic

le
 is

 li
ce

ns
ed

 u
nd

er
 a

 C
re

at
iv

e 
C

om
m

on
s 

A
ttr

ib
ut

io
n 

3.
0 

U
np

or
te

d 
L

ic
en

ce
.

View Article Online

http://creativecommons.org/licenses/by/3.0/
http://creativecommons.org/licenses/by/3.0/
https://doi.org/10.1039/d4cp03402c


25016 |  Phys. Chem. Chem. Phys., 2024, 26, 25005–25020 This journal is © the Owner Societies 2024

Using the DDPT2 method, the J-values increase monotoni-
cally with w and converge to an upper bound. Using the
NEVPT2 method, the values go through a local maximum and
then converge to a negative value of J, due to the orbital
relaxation. Interestingly, the most accurate J value for the
NEVPT2 method is obtained at the maximum of the curve with
JNEVPT2(w = 0.246) = 625 cm�1. However, the exact value is not
reached. In future work, it may be worth investigating if this is a
general behaviour of the NEVPT2 method for ferromagnetically
coupled compounds.

5.3.3 Calculations on the nitroxide triradical. Further
benchmark calculations have been carried out on the nitroxide
triradical of Fig. 12. The computed J-values are listed in Table 2.
Here, only DDPT2 and FIC-NEVPT2 calculations were per-
formed, since, any variational calculations become already very
expensive for molecules of this size, especially when choosing a
selection threshold of Tsel = 0. As for the smaller diradical, the
J-values are severely underestimated for w = 0, whereby the
effect is even more drastic for the triradical: one obtains
JDDPT2(w = 0) = 0.283 cm�1 and JNEVPT2(w = 0) = 0.497 cm�1. A
state-specific FIC-NEVPT2 calculation does not yield a signifi-
cant improvement with JNEVPT2(SS) = 0.741 cm�1.

To achieve a result with the DDPT2 method, that is relatively
close to the experimental value of 9.45 cm�1, one might choose
an ionic weight of w = 0.375, which yields a J value of JDDPT2(w =
0.375) = 11.4 cm�1. A FIC-NEVPT2 calculation with the same
weight yields JNEVPT2(w = 0.375) = 6.00 cm�1, where the J-value is
again damped by the anti-ferromagnetic orbital relaxation
through the 1h and 1p determinants. This observation suggests
that, for ferromagnetically-coupled systems, the optimal weight
in state-averaged NEVPT2 calculations will be higher compared
to the DDPT2 method. In case of antiferromagnetically-coupled
systems, the optimal weight may be smaller compared to the
DDPT2 method.

Comparing the optimal weights w for the triradical and the
diradical, one finds that the optimal ionic weight may correlate
with the system size, i.e. with the size of the p system. In order
to calculate an accurate J value for a larger p system, a larger
ionic weight w is likely to be necessary. The reason for this
might be, that, in large p-systems, the ionic forms are better
stabilised through the enhanced delocalisation. Now, if one
increases w, only a slight expansion of the magnetic orbitals
will be observed. This means, that, in case of a smaller p
system, the relaxation of the ionic forms has to be connected
with a larger expansion of the magnetic orbitals, which will lead
to much more expanded orbitals at a smaller w.

5.4 Scaling of the DDPT2 method

The most elaborate step of the DDPT2 method is the transfor-
mation of the two-electron integrals. Only the (ik|jl) and (ia|jb)
integrals are required for the computation of the effective
exchange integrals. Therefore, in an optimal implementation,
the computation time t should scale as follows:

t = m�N�(Nint
4 + Nint

2Nvirt
2), (47)

where N is the number of basis functions, Nint is the number of
internal orbitals, Nvirt is the number of virtual orbitals and m is
a constant factor. Since N = Nint + Nvirt, we can rewrite this
equation as:

t = m�NNint
2�(N2 � 2NNint + 2Nint

2). (48)

Introducing the ratio c = Nint/N, we obtain:

t = m�(c2 � 2c3 + 2c4)N5. (49)

As a consequence, the DDPT2 method should scale as N5. The
term inside the brackets alters t by a factor, which can take
values between zero and one. In case of Nint = N, the computa-
tion time scales exactly as N5. Although the RI approximation is
invoked, the scaling of the method is not reduced, only the pre-
factor. This is expected since the construction of the RI inte-
grals scales as N4 but the assembly of the final four index
integrals from the RI integrals is a N5 step, albeit with a small
pre-factor.

To validate the above equation, 20 calculations were carried
out, where, in each successive calculation, a xenon atom was
added. This ensures that the ratio c remains constant. The
calculations were performed using the def2-TZVP basis set and
the def2-SVP/C auxiliary basis set. The computational time t as
a function of the basis functions N is depicted in Fig. 15. With 8
cores (Apple M2 Max) and 8 GB of RAM per core, a computation
time of 549.5 s was obtained for 920 basis functions (1000 basis
functions including frozen core orbitals). Thus, medium to
large systems (depending on the basis set size) can be calcu-
lated within a short time frame. The computation times were
fitted with a function of the form: t = m�Nx, yielding a pre-factor
of m = 4.69 � 10�12 s and an exponent of x E 4.75. The
exponent determined here approximately confirms the

Table 2 Calculated J values for the nitroxide triradical using the DDPT2
method and the FIC-NEVPT2 method. In general, the calculations are
based on CASSCF(3,3) zeroth-order wavefunctions with different weights
w for the ionic forms in the orbital optimisation. All values are given in cm�1

CASSCF(3,3) FIC-NEVPT2 DDPT2 Exp.

w = 0 0.191 0.497 0.283 9.45
w = 0.375 5.87 6.00 11.4
State-specific 0.190 0.741

Fig. 15 Computation time t (actual values and fitted values) against the
number of basis functions N for the DDPT2, NEVPT2, DDCI2 and CASCI+S
method. Note that the number of frozen core orbitals are substracted from
N. The calculations were carried out using 8 cores (Apple M2 Max) with
8 GB of RAM per core.
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theoretically expected exponent of x = 5. The scaling of the
DDPT2 method was also compared to the FIC-NEVPT2 method.
In order to calculate the exchange interaction using the
NEVPT2 method, two states need to be computed to obtain a
meaningful comparison between the DDPT2 and NEVPT2
methods. Note that the RI approximation was also invoked in
the FIC-NEVPT2 calculations. Using the same fit function as for
the DDPT2 method, a scaling factor of x E 4.32 was obtained.
The scaling factor obtained for the FIC-NEVPT2 method is
better than that of the DDPT2 method. However, the pre-
factor is much larger with m = 1.21 � 10�10 s. As a consequence,
it is expected that the DDPT2 method is faster for small and
medium sized systems, whereas the FIC-NEVPT2 method
should be faster for larger systems, due to its contracted nature.

The variational treatment of the exact same determinant
space as in the DDPT2 method leads to the DDCI2 method.
However, as can be seen in Fig. 15, the variational treatment
becomes quickly unfeasible with an increasing number of basis
functions making perturbational methods much more attrac-
tive for larger systems. Even with a smaller FOIS, such as that of
the CASCI+S method, the scaling is still very steep compared to
the perturbational methods.

The reason for the very large pre-factors of the DDCI2 and
CASCI+S methods is largely of a technical nature since in the
ORCA MRCI program matrix elements are being calculated one
at a time which is far less efficient than constructing the sigma-
vector through a series of matrix multiplications that only
require a subset of the molecular integrals in each contraction.
The reason for the ORCA implementation not following such an
approach is that the program gains efficiency through indivi-
dual selection, which interferes with a matrix driven construc-
tion. Secondly, a matrix driven, uncontracted MRCI approach is
of high technical complexity and has, so far, not been
attempted in the ORCA program. However, an internally con-
tracted DDCI implementation has been available in ORCA since
2016 and will be numerically evaluated in a subsequent study.

5.5 A case study on the anthracene–radical system

In the orbital optimisation of the anthracene radical system, we
used a weighting of the ionic states of w = 0.375, just as for the
nitroxide triradical. This w should yield good values for J if the
insights gained from the orbital optimisation of the nitroxide
triradical, i.e. w depends on the size of the p-system, are
applicable to the anthracene radical system.

Calculations were performed using the def2-SVP and def2-
TZVP basis sets to ascertain the dependence of the result on the
basis set size. The obtained values are JDDPT2(w = 0.375,
def2-SVP) = �4.76 cm�1 and JDDPT2(w = 0.375,def2-TZVP) =
�5.01 cm�1. The results do not differ significantly and have

the correct sign, suggesting that the calculated value of J is less
dependent on the basis set size but more on the method used.

A FIC-NEVPT2 calculation with the same weight yields a
value of JNEVPT2(w = 0.375) = �6.27 cm�1. This confirms the
assumption that, for antiferromagnetic system, the NEVPT2
method should yield larger couplings than the DDPT2 method
when considering the same w. Furthermore, the 2h–1p and 1h–
2p contributions in the NEVPT2 method give a total contribu-
tion of �0.313 cm�1 justifying a perturbational treatment using
only the DDCI2 space, as carried out within the DDPT2 method.

A DDCI2 calculation on this system with Q1-optimised
orbitals using the def2-SVP basis set gave an exchange coupling
constant of JDDCI2 = �6.14 cm�1, which is in good agreement.
Since DDCI2 can yield excellent values for the exchange inter-
action in organic systems, as shown by Calzado et al. and
Barone et al.49,71 we might expect the calculated values to be
close to the exact value of JTR.

For the further discussion, only JDDPT2(w = 0.375,def2-SVP)
will be used. Table 3 summarises all individual second-order
contributions to the exchange interaction JTR. Here, the direct
exchange sums up to 2.02 cm�1. The kinetic exchange con-
tribution, which is often used to explain the negative sign of the
exchange interaction, does only (almost) cancel out the direct
exchange with a contribution of �1.93 cm�1.33 CASSCF(3,3)
yields a J value of 0.313 cm�1, which approximately matches the
result from the DDPT2 method, where only the direct and
kinetic exchange contributions are included (J = 0.094 cm�1).
This indicates that eqn (25) for calculating the kinetic exchange
remains valid for this system, even though the equation is
strictly only valid in the case of two degenerate orbitals.

The most important contribution stems from the dynamic
spin polarisation effect with an anti-ferromagnetic contribution
of �4.09 cm�1. Since this contribution is much larger than the
direct exchange, its sign determines the sign of the final
exchange interaction JTR. Assuming the dynamic spin polarisa-
tion to be equally important for other chromophore–radical
systems, the sign of the exchange interaction JTR could be
qualitatively predicted by predicting the sign of the dynamic
spin polarisation contribution. All other second order contribu-
tions are small compared to the kinetic exchange and the
dynamic spin polarisation and act in favour of the doublet
state (i.e. anti-ferromagnetic coupling).

6 Conclusion

The DDPT2 implementation reported in this work is based on
the perturbational approach by de Loth, et al. and allows for the
direct calculation of the effective exchange integrals.22 The
method seems to be promising for the calculation of exchange

Table 3 Summary of the individual contributions to the exchange interaction JTR for the anthracene–radical system

Kab + Kbc KE 1ö 1p 2h 2p DSP DCP JTR

2.02 cm�1 �1.93 cm�1 E0 cm�1 E0 cm�1 �0.314 cm�1 �0.166 cm�1 �4.09 cm�1 �0.265 cm�1 �4.67 cm�1
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interactions of medium- and large-sized organic molecules
(O(N5) scaling) in combination with molecular orbitals gener-
ated from state-averaged CASSCF calculations. We could show a
non-linear dependence of the calculated J-value on the weight w
of the ionic determinants in the orbital optimisation procedure
of the CASSCF calculation. If the optimal weight for a specific
system is known, it should, in principle, be possible to calculate
accurate values for the exchange interaction for a series of
similar molecules. The dependence of the J value on the ionic
weight w might be seen as a drawback of the DDPT2 method.
However, it is not a unique problem to the DDPT2 method but a
common problem for low-order MRPT methods in general.

The benchmark on the ground state radicals showed, that
the optimal ionic weight w depends on the size of the con-
jugated p-system, where w increases with the size of the p
system. In the case of the smaller diradical, the J-value was
calculated to be JDDPT2(w = 0.133) = 722 cm�1, which is close to
the experimental value of 695 cm�1. In the case of the triradical,
the J-value was calculated to be JDDPT2(w = 0.375) = 11.4 cm�1,
which is also in good agreement with the experimental value of
9.45 cm�1. The same weight as for the triradical was used in the
calculation of the exchange interaction for the anthracene–
radical system, where a value of J(w = 0.375) = �4.67 cm�1 was
calculated, which is in good agreement with the DDCI2 value of
�6.14 cm�1. Thus, we might expect the calculated result to be
close to the exact value for the exchange interaction.48,49

In principle, it is also possible to obtain similar results for
JTR with the NEVPT2 method when using molecular orbitals
generated from state-averaged CASSCF calculations. However,
DDPT2 allows the separation of the dynamic spin polarisation
contribution from the dynamic charge polarisation contribution,
which is very useful for the investigation of important exchange
mechanisms. Using the DDPT2 method, we could show that the
dynamic spin polarisation effect is significantly more important
than the dynamic charge polarisation contribution (and all other
contributions) in case of the photogenerated triplet–doublet
system investigated in this work. This observation is likely
applicable to other photoexcited chromophore–radical systems.
Consequently, to predict the sign of the exchange interaction JTR

qualitatively, one needs to be able to predict the sign of the
dynamic spin polarisation effect in a qualitative manner,55

which will be the focus of our future work.
Regarding the DDPT2 method, future work will focus on (1)

a less approximate treatment of the single excitations, which
allows us to take the orbital relaxation through the 1h and 1p
determinants into account. This way, a more accurate trend of
the exchange interaction against w can be obtained, especially
for ferromagnetically-coupled systems. (2) It should be investi-
gated which higher-order effects have a significant effect on the
exchange interaction in organic compounds. Here, the dynamic
spin polarisation is likely to play an important role. (3) The
reference space in the DDPT2 method may be expanded to a
complete active space. However, only a minor improvement to
the calculated exchange interaction might be expected for many
organic compounds. (4) The usage of Dyall’s Hamiltonian as
Ĥ(0) will allow us to drop the approximations made in the

derivation of the working equations, i.e. introducing two-
electron interactions in case of charge-polarised active spaces.
This way, a less approximate calculation strategy can be obtained.
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