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Attractive acceptor–acceptor interactions in
self-complementary quadruple hydrogen bonds
for molecular self-assembly†

Usman Ahmed,a Christopher D. Daub, a Dage Sundholm *a and
Mikael P. Johansson *b

Molecular self-assembly provides the means for creating large supramolecular structures, extending

beyond the capability of standard chemical synthesis. To harness the power of self-assembly, it is

necessary to understand its driving forces. A potent method is to exploit self-complementary hydrogen

bonding, where a molecule interacts with its own copy by suitable positions of hydrogen-bond donor

(D) and acceptor (A) groups. With four hydrogen bonds, there are two possible self complementary

patterns: the DDAA/AADD and the DADA/ADAD motifs. Of these, the DDAA pattern is usually more

stable. The traditional explanation assumes that the secondary interactions between equal groups, that

is, between donors (D� � �D) or acceptors (A� � �A), are repulsive. DDAA arrays would then have two, and

DADA arrays six repulsive interactions. Here, using high-end quantum chemical analysis, we show that

contrary to the traditional explanation, the secondary A� � �A interactions are, in fact, attractive. We revise

the model of secondary interactions accordingly.

1 Introduction

In intermolecular self-assembly, a collection of initially disor-
dered molecules spontaneously adopt a specific arrangement,
without the need for an outside influence. Self-assembly pro-
vides a powerful means of creating large supramolecular
structures.1,2 This order-out-of-chaos process is guided by
non-covalent interactions between the individual molecules.
Understanding the underlying mechanisms that guide the self-
organising process is crucial, as this makes it possible to design
rules for guiding rational design of supramolecular species.
The rules should be as simple as possible to facilitate their use,
but also as complicated as necessary to provide usefully accu-
rate a priori predictions.

Of the non-covalent interactions, hydrogen bonding is one
of the most important ones, utilized both in living systems and

in the laboratory for self-assembly due to its directionality,
selectivity, and strength.3,4 One of the most famous examples of
the importance of hydrogen bonding is found in the structure
of DNA, where hydrogen bonds help to maintain the three-
dimensional structure of this biological information carrier. As
can be expected, the strength of the total hydrogen bonding
increases with increasing number of hydrogen bonds. Here, we
study the co-operativity between individual hydrogen bonds in
quadruple hydrogen-bond systems, where the chemical species
have four sites amenable to hydrogen bonding.5

Quadruple hydrogen bonding motifs come in six distinct
configurations, with different acceptor (A) and donor (D) arrange-
ments on the two hydrogen-bonding entities: AAAA–DDDD, AAAD–
DDDA, AADA–DDAD, ADDA–DAAD, DDAA–AADD, and DADA–
ADAD.6 Of these six possible arrays, DDAA–AADD and DADA–ADAD
are self complementary, that is, the two molecules binding
with each other can be identical. This is a highly advantageous
property for self-assembly, where large supramolecular structures
can be constructed from simpler similar, or even identical,
building blocks.

The preparation and study of self-complementary four-fold
hydrogen-bonded motifs have been intense during the past few
decades.7–10 Four-fold hydrogen-bonded systems have a wide
range of potential applications, ranging from light-capturing
devices11,12 to supramolecular polymers.13–19 Quadruple hydro-
gen bonding has been used for molecular recognition with high
fidelity and affinity.20–22
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The strength and stability of hydrogen-bonded motifs is
generally determined by several factors, including intra-
molecular hydrogen bonding, tautomerization, electronic sub-
stituent effects, secondary interactions, and pre-organization.9

Among all these factors, secondary interactions have a signifi-
cant impact on the stability of hydrogen bonding associations,
as set out in the secondary interaction hypothesis (SIH).23,24 Of
the two self-complementary groups, the DDAA and DADA
molecules, the DDAA pairs usually form stronger interactions.
In the SIH model, this is traditionally explained by repulsive
interactions between A� � �A and D� � �D pairs, as shown in the
two upper pictures of Fig. 1. Then, in the DDAA motif, there
would be four attractive and two repulsive secondary interac-
tions, while all six secondary interactions in the DADA arrays
would be repulsive.

The secondary interactions hypothesis provides an appeal-
ing rationale due to its simplicity. The quantitative predictive
power of the model has been questioned, however, by a few
studies on the details of the simultaneous interactions within
hydrogen-bonded complexes. For example, based on quantum
chemical studies of DNA base pairs, Popelier and Joubert
concluded that the SIH model is too simplistic.25 In general,
the emerging consensus is, that while the SIH provides a good
base to build upon, quantification of the interaction strength
requires considering more than the individual, acceptor and
donor atoms.7,26–34

2 Methodology

We have studied the interactions of a selection of quadruply
hydrogen-bonded dimers with DDAA and DADA motifs using
high-end quantum chemical methodologies, that is, symmetry-
adapted perturbation theory (SAPT) and coupled cluster theory
(CCSD(T)). Our results suggest that, contrary to the traditional
view, the secondary A� � �A interactions are, in fact, usually
attractive. The SIH model would thus not only be too simplistic,
but qualitatively misleading.

We have studied a representative set of sixteen dimers
having quadruple hydrogen bonding: eight dimers with the
DDAA motif and eight with the DADA motif, see Fig. 2. and 3 To
elucidate the complex interactions within the complementary
hydrogen-bonded dimers, we dissected the individual inter-
action components using the symmetry-adapted perturbation
theory (SAPT) approach.35,36 SAPT provides a means of directly
computing non-covalent interactions between molecules and
allows a decomposition of the interaction energy into physically
meaningful components: electrostatic, exchange, induction,
and dispersion terms. With the recent extension of the SAPT
functionality to further decompose the origins of the different
interactions into individual functional groups within the inter-
acting molecules,36 the method provides the means required
for a detailed investigation of the secondary interactions in
hydrogen-bonded arrays. Fig. 4 shows how the intramolecular
grouping is performed in the SAPT analysis.

In the following, we present the results of the interaction
energy decomposition of the DDAA and DADA motifs, we
estimate the effect of solvation on the interaction energies,
and we corroborate the results using state-of-the-art quantum
chemical wave function theory.

3 Computational methods

The molecular geometries were optimized at the dispersion-
corrected density functional theory level (DFT-D3)37,38 using the
TPSSh39,40 functional and the def2-TZVPP41,42 basis set. The
secondary interaction energies were computed using symmetry-

Fig. 1 Attractive and repulsive secondary interactions in quadruple hydro-
gen bonded systems: (a) the conventional pattern and (b) the revised
pattern, presented in this work.

Fig. 2 The DDAA species considered in this study. Atoms in red act as
hydrogen bond acceptors, and hydrogen atoms in blue as donors during
complementary self-assembly.
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adapted perturbation theory (SAPT)35,36 recently extended for
functional group analysis, in conjunction with the jun-cc-
pVDZ43–45 basis set. Point charges for simulating a water
environment in the SAPT calculations were computed at the
GFN2-xTB level.46 Domain-based local pair natural orbital
coupled cluster calculations with single, double, and perturba-
tive triple excitations, DLPNO-CCSD(T),47 were performed with
the correlation-consistent triple and quadruple-z basis sets
augmented with diffuse basis functions (aug-cc-pVTZ and
aug-cc-pVQZ).43,44 The electron correlation energies were extra-
polated towards the complete basis set (CBS) limit using the
robust two-point formula by Halkier, Helgaker and Jørgensen.48

The coupled cluster energies were further extrapolated toward
the full configuration-interaction (FCI) limit, using Goodson’s
continued-fraction methodology.49 Thus, obtained interaction
energies are as near to the full solution of the Schrödinger
equation as currently feasible. To obtain the configurations of the
solvated DADA and DDAA dimers that are needed for the mole-
cular dynamics (MD) simulations, we first prepared a configu-
ration of 1000 SPC/E water molecules.50 The SPC/E model is
thoroughly studied and found to agree better with experiments
on bulk water than other three-site models for water.51 It has been
used to successfully model aqueous solutions of monosodium
glutamate,52 and is expected to reliably model water solutions
containing the studied molecules. However, we do not expect that
our results differ much from those obtained using other water
models. The water molecules were initially placed on a lattice in a
large cubic simulation box. We use a cubic simulation box with
standard periodic boundaries. Then, a simulation of 100 ps
duration was done in the NVT ensemble at 300 K with a Nosé–
Hoover thermostat,53 combined with a gradual compression of
the simulation box to obtain a configuration of liquid SPC/E water
at 1 g cm�3 density. This configuration was used to initialize a
new simulation for 300 ps in the NVT ensemble at 300 K to assure
equilibration. The integration timestep was 0.5 fs for all of our
simulations. A standard PPPM Ewald summation was used to
compute electrostatic interactions. After the preparation of the
liquid water configurations, the dimer was introduced into the
centre of the simulation box. All water molecules with their oxygen
atom within 3 Å of any solute atom were removed. The resulting
configurations had 969 water molecules remaining, in both the
DADA and DDAA cases. The partial charges of each dimer were
determined with the restricted electrostatic potential (RESP)
method and the geometries of the dimers were obtained
by geometry optimizations. Both partial charges and the solute
geometry were held fixed during the MD simulations. The
Lennard-Jones interaction terms for the solute were taken from
the OPLS parameter set.54 A simulation in the NPT ensemble with
T = 300 K and P = 0 was done over 125 ps to re-equilibrate the
system density. This resulted in systems with a box length L =
30.82 Å for the DDAA dimer, and L = 30.90 Å for the DADA dimer.
A final simulation run was done for 500 ps to generate configura-
tions for subsequent analysis. For simplicity, these production
runs were done in the NVT ensemble. A total of 21 snapshots were
collected for each case, each separated by 25 ps. The DFT
calculations were performed with Turbomole,55 the SAPT calcula-
tions with PSI4,56 the DLPNO-CCSD(T) calculations with Orca,57,58

and the MD calculations with LAMMPS.59,60

4 Results and discussion
4.1 The DDAA motif

Table 1 shows the direct hydrogen bond energies and second-
ary interaction energies between the donor (D) and acceptor (A)
groups, as the averages of all the studied DDAA dimers.
Complete information on all the individual dimers is found
in the ESI.† The total interaction energies have been

Fig. 3 The DADA species considered in this study. Atoms in red act as
hydrogen bond acceptors, and hydrogen atoms in blue as donors during
complementary self-assembly.

Fig. 4 Two quadruply hydrogen-bonded dimers exemplifying the bond-
ing patterns of the less favourable DADA (left) and the more favourable
DDAA (right). The groupings used in the SAPT interaction analysis are
circled and labelled; D for hydrogen-bond donor and A for acceptor. The
division into acceptor and donator domains of the studied molecules is
shown in the ESI.†
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decomposed into electrostatic, exchange, induction, and dis-
persion components. Here, we concentrate on the secondary
interactions. According to the traditional secondary interac-
tions hypothesis (SIH) model, the DDAA–AADD motif has two
repulsive secondary interactions, namely A� � �A and D� � �D. The
SAPT analysis shows, however, that the secondary A� � �A inter-
actions in quadruply H-bonded DDAA systems are actually
attractive. The average attraction energy between A1 and A4 is
�26.8 kJ mol�1, which is of the same size as the direct hydrogen
bonding contribution between the A and D moieties. Thus,
there is only one repulsive and five attractive interactions in the
DDAA motif. The individual interaction energies of the DDAA
dimers are reported in Table S3.1 of the ESI.† Analyzing the
individual terms of the interactions, we see that the exchange
interaction almost vanishes due to the long distance between
the two moieties. The induction and dispersion interactions are
smaller than for the direct terms. Electrostatic interactions
dominate the binding energy of the secondary interactions.
The main component of the attractive interaction in the A� � �A
cross-terms is actually near-field electrostatic, because it has
previously been shown that the long-ranged dipole-interaction
energy is significantly smaller than near-field electrostatic
interactions.34 The short-ranged electrostatic attraction has a
similar quantum mechanical origin as electron affinities imply-
ing that the attraction cannot be properly modeled at classical
levels of theory.

4.2 The DADA motif

The DADA–ADAD hydrogen-bonding motif is less stable than
the DDAA–AADD motif. According to the SIH model, this is due
to the presence of six repulsive secondary interactions in the
DADA motif, compared to only two in the DDAA motif.

A detailed SAPT analysis again shows this explanation to be
too simplistic and even qualitatively misleading. Table 2 shows
the direct hydrogen bonding terms and the cross terms for the
secondary interactions. The three D� � �D secondary interactions
are indeed repulsive because depletion of electron charges
usually leads to higher energies corresponding to repulsion in
this case. On average, the three A� � �A secondary interactions

are, however, again attractive, as in the case of the DDAA
dimers discussed above. The average A1–A3 and A2–A4 attrac-
tion energies are �24.3 kJ mol�1, whereas the average A1–A4
attraction energy is �10.7 kJ mol�1 yielding a total stabilization
energy of �59.3 kJ mol�1 from the secondary interaction
between the acceptor moieties. The only exception is DADA04,
which has a repulsive A1–A4 interaction of 21.7 kJ mol�1. And
again, electrostatic interactions dominated by short-ranged
contributions make up for the majority of the attraction.
Dispersion effects also notably contribute to the total attractive
interaction between the A� � �A pairs in the DADA motif.

The distance between the hydrogen bonds is about twice
longer in DADA07 than in DADA08. The binding energy of
DADA07 is �209 kJ mol�1 and �138 kJ mol�1 for DADA08.
They differ because the direct A–D interaction of DADA08 is
only �57 kJ mol�1, the A� � �A interaction is �93 kJ mol�1, and
the D� � �D interaction of 4 kJ mol�1 is weakly repulsive.
For DADA07, the corresponding energies are �204 kJ mol�1,
�35 kJ mol�1 and 31 kJ mol�1. The individual interaction energies
of the DADA dimers are reported in Table S3.2 of the ESI.†

Still, even with attractive A� � �A secondary interactions, the
DADA motif is less stable than the DDAA motif, as the two
motifs have three and one repulsive secondary interaction
pairs, respectively, as shown in Fig. 1.

4.3 Solvent effects

Hydrogen bonding is different in the gas phase and the
solution phase. In the gas phase, the hydrogen bond donors
and acceptors from both the monomers have only each other to
interact with. In a solution, there are solvent molecules present
around the actual donors and acceptors, which change the
environment. The solvent environment may interfere with the
donors and acceptors, especially when the solvent is polar. In
the case of water where a single water molecule possesses two
hydrogen-bond donors and can accept two hydrogen bonds for
a total of four hydrogen bonds per water, the solvent molecules
can form competing hydrogen bonds with the original mono-
mers. It is therefore of interest to see how the pattern of
hydrogen bonding as well as the secondary interactions for

Table 1 Composition of the SAPT interaction energies (in kJ mol�1) for
the DDAA dimers: the electrostatic (Estat), exchange (Eexch), induction (Eind),
dispersion (Edisp) contributions to the direct hydrogen bond energies, the
secondary interactions, and the total interaction energies. Negative ener-
gies indicate net attraction, positive energies repulsion. The ‘‘Rest’’ con-
tribution originates from the interaction between the remote pairs.
Individual data for the studied molecules are available in the ESI

Estat Eexch Eind Edisp Etot

H bonds
D1–A3/A2–D4 �53.7 +66.7 �22.6 �13.2 �22.8 (�2)
D2–A4/A1–D3 �68.0 +57.6 �24.7 �12.1 �47.2 (�2)
Secondary
D1–A4/A1–D4 +0.2 +1.2 �2.8 �2.6 �4.1 (�2)
D2–A3/A2–D3 �2.4 +2.2 �4.7 �3.4 �8.3 (� 2)
D2–D3 +8.4 +1.8 �2.0 �3.0 +5.3
A1–A4 �17.4 +2.0 �8.3 �3.1 �26.8
Rest �23.0 +0.2 �4.2 �8.5 �33.4
Total �279.6 +259.3 �128.2 �71.0 �219.5

Table 2 Composition of the SAPT interaction energies (in kJ mol�1) for
the DADA dimers: the electrostatic (Estat), exchange (Eexch), induction (Eind),
dispersion (Edisp) contributions to the direct hydrogen bond energies, the
secondary interactions, and the total interaction energies. Negative ener-
gies indicate net attraction, positive energies repulsion. The ‘‘Rest’’ con-
tribution originates from the interaction between the remote pairs.
Individual data for the studied molecules are available in the ESI

Estat Eexch Eind Edisp Etot

H bonds
D1–A3/A2–D4 �56.6 +66.3 �23.9 �15.4 �29.7 (�2)
D2–A4/A1–D3 �40.5 +39.0 �13.7 �10.4 �25.7 (�2)
Secondary
D1–D3/D2–D4 +7.4 +1.0 +0.6 �2.4 +6.6 (�2)
A1–A3/A2–A4 �19.1 +2.6 �4.9 �2.9 �24.3 (�2)
D2–D3 +6.7 +2.0 +0.6 �2.3 +7.0
A1–A4 �8.9 +1.6 �0.5 �3.0 �10.7
Rest �0.5 +0.1 �0.1 �1.4 �1.9
Total �220.4 +221.4 �83.9 �68.9 �151.8
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the studied molecules change in a water environment. To see
the effect of the solvent, the two tautomeric dimers DDAA06
and DADA08 were studied in the solution phase, using mole-
cular dynamics to sample the configuration space of water
molecules around the hydrogen-bonded dimers. Being tauto-
meric, The DDAA06/DADA08 pair allows for a direct compar-
ison of the two donor–acceptor motifs, with minimal influence
of other contributions.

From the simulated time series, snapshots were selected at
regular intervals, and subjected to a SAPT analysis, as in the
case of the gas phase species discussed in the previous sections.

Table 3 shows the differences in the interaction energies of
the dimers in the gas phase and in the simulated solution
phase. There are some interesting changes imposed by the
solution phase. The electrostatic and the induction interactions
become even more attractive, while the exchange repulsion is
enhanced. Overall, the total interaction energy of the dimers
becomes more attractive in the solution phase. The attraction is
strengthened by 14 and 7 kJ mol�1 for the DDAA and DADA
tautomer, respectively. The strengthening of the interaction
energy in the solution phase might at first sight seem to be
counter intuitive. Here, we should note that the interaction
energy is not the same as the complexation energy: in a water
solution phase, where competing hydrogen bonds between
monomers and water molecules is possible, the complexation
energy will be lower than in gas phase, where the monomers by
definition have no interaction with other molecules before

dimerization. In solution, the dipole moments already of
individual water molecules increase, which enhances the
hydrogen bond strength. Going from the individual water
dimer towards more bulk-like environments has been found
to notably increase the H-bonding strengths.61 Thus, coopera-
tive effects from surrounding polar molecules would be
expected to increase the strength of the intermolecular forces
such as hydrogen bonds as compared to their strength in
isolation. Importantly, the analysis of the solution phase inter-
actions shows that the general findings of the gas phase still
hold, with the same pattern of attractive A� � �A secondary
interaction. In fact, for the DDAA tautomer, all of the secondary
interactions are attractive, both in the solution and gas phase.
For the DADA tautomer, the solution phase decreases the
repulsion also between the D� � �D secondary interactions, so
that the SAPT analysis classifies two of them as minutely
attractive as well.

4.4 Assessing the accuracy of the SAPT approach

Now, one might, and should naturally question the reliability of
the analysis method, when the results go against established
expectations. Therefore, we have also computed the interaction
energies using the DLPNO-CCSD(T) coupled cluster level of
theory. CCSD(T) is colloquially considered to be the gold stan-
dard of quantum chemical accuracy. This does require the use of
large basis sets, however. Therefore, we have used both triple-
zeta and quadruple-zeta basis sets, augmented by diffuse func-
tions that is important for describing weak interactions. In
addition, we have extrapolated the results towards the complete
basis set (CBS) limit. The CCSD(T) results agree very well with the
SAPT model, corroborating the findings here. The interaction
energies of DDAA01 and DADA07 could not be calculated at the
coupled cluster levels, due to their size. For the other dimers, the
average total hydrogen bonding energy for the DDAA dimers is
220 kJ mol�1 at the SAPT level and 197 kJ mol�1 at the CCSD(T)
level; for the DADA dimers, the corresponding average inter-
action energies are 152 kJ mol�1 (SAPT) and 127 kJ mol�1

(CCSD(T)). The full CCSD(T) data is found in the ESI.†

5 Summary and conclusions

We have studied the hydrogen bonding of quadruple hydrogen-
bonded dimers using symmetry-adapted perturbation theory
(SAPT) and by performing state-of-the-art coupled-cluster cal-
culations. Dimers bound through four hydrogen bonds can
form two complementary bonding patterns, namely DDAA–
AADD or DADA–ADAD, where D is the donor and A is the
acceptor. The established notion in the secondary interactions
hypothesis (SIH) is that the DDAA motif is more stable due to
the presence of four attractive and two repulsive secondary
interactions, compared to the purely repulsive secondary inter-
actions in the DADA motif. The quantum-chemical analysis
presented here shows, however, that this model is qualitatively
misleading. The secondary A� � �A interactions are, in fact,
attractive. Furthermore, the main component of the attractive

Table 3 Difference in the interaction energies (in kJ mol�1) between the
gas phase and the simulated solution phase of the DDAA06 dimer and the
DADA08 dimer, which form a tautomeric pair. A negative energy indicates
that the interaction is more attractive (or less repulsive) in the solution
phase. The interaction energy is decomposed into the electrostatic (Estat),
exchange (Eexch), induction (Eind), dispersion (Edisp) contributions of the
direct hydrogen bond energies, the secondary interactions, and the total
interaction energies

Estat Eexch Eind Edisp Etot

DDAA06
H bonds
D1–A3/A2–D4 +2.6 +3.7 +0.1 �0.3 +6.1 (� 2)
D2–A4/A1–D3 �3.3 �0.2 �0.7 0.0 �4.1 (� 2)
Total H bonds �1.5 +7.1 �1.2 �0.5 +4.0
Secondary
D1–A4/A1–D4 �1.2 +0.3 0.0 �0.1 �1.4 (� 2)
D2–A3/A2–D3 �1.1 +0.1 0.0 0.0 �1.0 (� 2)
D2–D3 �5.1 0.0 �1.1 0.0 �6.3
A1–A4 �4.0 �0.1 �0.5 0.0 �4.5
Rest �2.0 0.0 �0.6 0.0 �2.6
Total �17.3 +7.8 �4.0 �0.6 �14.2

DADA08
H bonds
D1–A3/A2–D4 +2.3 +2.0 �0.4 �0.1 +3.7 (� 2)
D2–A4/A1–D3 �6.9 +0.7 �2.0 �0.1 �8.3 (� 2)
Total H bonds �9.3 +5.4 �4.8 �0.4 �9.2
Secondary
D1–D3/D2–D4 �2.0 +0.1 �1.5 �0.1 �3.4 (� 2)
A1–A3/A2–A4 +1.3 +0.1 +0.0 0.1 +1.5 (� 2)
D2–D3 +2.7 0.0 +1.0 0.0 +3.8
A1–A4 +6.9 +0.1 +2.4 �0.1 +9.3
Rest �7.7 +0.0 +1.0 +0. �6.7
Total �8.9 +5.9 �2.1 �0.5 �6.8
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interaction comes from the near-field electrostatic attraction
between the two acceptor groups. The near-field electrostatic
interaction dominates. The long-ranged dipole interaction
energy has previously been found to be about one order of
magnitude smaller than the energy of the secondary
interactions.34 The A� � �A attraction cannot be simulated at
the classical level because negative point charges are always
repulsive, whereas the interaction becomes attractive at the
quantum mechanical level due to a similar mechanism as the
one lowering the energy of anions with respect to the corres-
ponding neutral species.

The study highlights the importance of considering mole-
cular interactions with sufficient sophistication. While it is
tempting, and often useful, to reduce for example electrostatic
interactions to a point charge model, reality is more complex.
In the case presented here, the intricacies of electronic struc-
ture lead to what at first glance might seem counter intuitive.
We note that the striking failure of the point charge model for
reproducing Coulomb interactions in transition metal com-
pounds, notorious for their complex electronic structure, has
been highlighted before by Frenking.62 As demonstrated here,
it is necessary to consider the interactions of charge concentra-
tions as the interaction of diffuse, malleable electron clouds
even in seemingly simple interactions between hydrogen-
bonded organic species. Our findings do not change the
stability order of the DDAA versus DADA motifs. In the revised
model presented here, on average, the DDAA motif has only one
repulsive secondary interaction, while the DADA motif still has
three. Thus, the simplicity of the original model is retained, but
with a more correct description of the nature of the secondary
A� � �A interactions. The fundamental difference between the
secondary A� � �A and D� � �D interactions, the former being
attractive and the latter usually repulsive, has direct implica-
tions for the design of self-complementary species and self-
assembly in general. The realization that the interactions are
opposite supports the design process and provides a tool for
assessing the effect of secondary interactions on the total
interaction energy through qualitative predictions based on
the true physical and chemical nature of intramolecular
interactions.
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