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ANI neural network potentials for small molecule
pKa prediction†

Ross James Urquhart, Alexander van Teijlingen and Tell Tuttle *

The pKa value of a molecule is of interest to chemists across a broad spectrum of fields including

pharmacology, environmental chemistry and theoretical chemistry. Determination of pKa values can be

accomplished through several experimental methods such as NMR techniques and titration together

with computational techniques such as DFT calculations. However, all of these methods remain time

consuming and computationally expensive. In this work we develop a method for the rapid calculation

of pKa values of small molecules which utilises a combination of neural network potentials, low energy

conformer searches and thermodynamic cycles. We show that neural network potentials trained on

different phase and charge states can be employed in tandem to predict the full thermodynamic energy

cycle of molecules. Focusing here on imidazolium derived carbene species, the method utilised can

easily be extended to other functional groups of interest such as amines with further training.

1 Introduction

Acids ionise in solution by the association or dissociation
of a proton. The acid dissociation constant, Ka, describes the
strength of an acid in solution and is defined by the equili-
brium between the dissociated, A+ and H+, and associated state,
HA, of the acid. Consequently, the pKa can be derived as
the negative log of the dissociation constant, eqn (1), which
can subsequently be related to pH through the Henderson–
Hasselbalch equation for dilute acids in aqueous solutions,
eqn (2).

pKa ¼ � log
A�½ � Hþ½ �
HA½ �

� �
¼ � log Kað Þ (1)

pH ¼ pKa þ log
A�½ �
HA½ �

� �
(2)

Many factors are understood to affect the pKa value of
a molecule. These factors include solvent present,1 the tem-
perature of the system,2 and the local chemistry present3

within a molecule. Crucially, the understanding of pKa values
is important for several branches of chemistry including
drug discovery,4 coordination chemistry, and environmental
chemistry.

Often determined experimentally through techniques such
as titration,5,6 spectrometry6 and NMR,7 several methods have
been developed regarding the calculation of pKa theoretically.

Among these include methods such as machine learning
(ML), density functional theory (DFT) and constant pH molecu-
lar dynamics. In 2004, Yates et al.1 demonstrated the calculation
of pKa values for a set of imidazolium derived carbene molecules
using a mixture of ab initio and DFT methods in conjunction
with the Conductor-like Polarisable Continuum Model (CPCM)
for modelling of the aqueous phase. Yates studied a series of
imidadzole carbenes in dimethyl sulfoxide and acetonitrile to
good accuracy versus available data from experimental pKa

values. The study goes on to highlight the importance of con-
formation within pKa calculations by examining the energies of
conformers of the studied carbenes extensively, utilising only the
conformers with the lowest energy in each case. The method
used by Yates echoes earlier work by Liptak and Shields8

surrounding the use of a thermodynamic cycle for calculation
of the relevant thermodynamic properties. This has been visua-
lised in Scheme 1 which shows the deprotonation of a molecule,
or in the context of this paper, an imidazolium salt, HA+,
resulting in the products, A, a carbene, and H+, a proton.

Where DG0
gas and DG0

aq are the free energies of deprotonation
of the gas and aqueous phase, respectively, and the solvation
free energy is represented by DG0

s(X) where X = HA+, A and H.
The pKa can then be calculated for a molecule by application of
eqn (3)–(5), requiring the free energy of deprotonation for the
species in the gaseous and aqueous phase alongside the solva-
tion free energy for each species.

DG0
aq = �2.303RT log Ka (3)
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pKa = DG0
aq/2.303RT (4)

where,

DG0
aq = G0(Aaq) + G0(H+

aq) � G0(HA+
aq) = G0(Agas) + DG0

s(A)

+ G0(H+
gas) + DG0

s(H+) � G0(HA+
gas) � DG0

s(HA+) (5)

Liptak and Shields also drew attention to the demanding
nature of theoretical pKa calculations as an energy difference of
just 1.36 kcal mol�1 is equal to a change in pKa of 1 unit.8 This
naturally requires energies and structures to be calculated with
high degree of accuracy. If such an approach as that shown in
eqn (5) is used then there are four sources of potential error
even when literature values regarding the proton are employed.

Theoretical approaches to calculating pKa have continued to
be explored since the work of Yates with studies determining
the pKa of molecules such as phenols9 and thiols.10 Studies
have also been undertaken to explore the accuracy of methods
in the calculation of pKa, with Dutra et al.11 reporting that
results via DFT methods are highly dependent on the basis set
employed and the number of explicit water molecules in the
system. One study by Ho and Coote12 set out to determine if
there could be a universal method to be applied to pKa

calculations. The study examined four different calculation
methods and several different solvent models, concluding that
using a proton exchange scheme, wherein a reference acid is
employed to conserve charge on both sides of a reaction, gave
the most promising results. It was found that for a universal
approach, the exchange scheme was much less sensitive to a
change in reference than the direct continuum model approaches
which are more sensitive to the species upon which the model was
parameterised with. Thus methods for calculation of pKa tend to
fall within the realms of absolute calculations such as those that
employ DFT to calculate thermodynamic cycles like those
described above or within the realms of relative methods such
as the proton exchange scheme approach.

There have been attempts at pKa prediction using methods
other than thermodynamic cycles, one of which includes pre-
dicting pKa values by drawing linear correlations between the
vibrational frequencies of H–X bonds in hydrogen halides
before extrapolating the insights to carboxylic acids.13 The
method proved to predict the pKa of a set of aliphatic carboxylic
acids to within 0.3 pKa units of their experimental values.

As mentioned above, approaches to pKa calculations like
those described above incur many associated errors which need
to be minimised in order to achieve any degree of accuracy
versus experimental techniques. Amongst these is the value of
the solvation free energy of a proton, DG0

s(H+), a value which is
much debated in literature with reported values as high as
�254.30 kcal mol�1 14 and as low as �265.77 kcal mol�1.15

Indeed, the uncertainty surrounding the value of DG0
s(H+) has

led to the popularity of calculating pKa in a relative manner as
mentioned above.

Machine learning (ML) has also been employed in the
determination of pKa values to good effect. Williams et al.
employed ML algorithms including support vector machines,
deep neural networks (DNN) and extreme gradient boosting
(XGBoost) on a dataset of over 7900 chemicals.16 The best
models were capable of producing a coefficient of determina-
tion (R2 value) as high as 0.80 and root mean square error
(RMSE) values as low as 1.5 pKa units. A 2020 paper by
Baltruschat and Czodrowski17 found that a five-fold cross
validation random forest model performed best, producing
an R2 of 0.82 and RMSE of 1.03 when trained on a compilation
of monoprotic compounds assembled from DataWarrior18 and
the ChEMBL databases.19 Roszak et al.20 developed a graph
neural network for the prediction of pKa values of C–H groups
in non-aqueous solvents, with results showing a mean absolute
error (MAE) of 2.1 pKa units. The authors reported that the use
of descriptors for the chemical properties of the chemical
environment alongside topological descriptors led to the low
errors in the method when validated on synthetic problems.

ML methods have continued to expand in recent years with
efforts at pKa prediction including areas such as proteins21 and
drug-like molecules.22 Another area which is developing simulta-
neously alongside ML models is that of data availability. Datasets
of increasing size and quality are becoming available to help
drive the training of ML models without which the continued
improvements of such models to perform well would suffer.
Within the realm of pKa prediction, datasets such as those from
DataWarrior18 and ChEMBL,19 allow for access to experimental
pKa data, albeit via premium access. Datasets containing theo-
retical pKa values such as PHMD54923 are also available.

Indeed, there have been papers in recent years which make
use of published datasets for pKa prediction. Mayr et al. pub-
lished a graph NN based method capable of enumerating
protonatable sites and predicting their pKa based on training
comprised of experimental pKa values and molecules from the
ChEMBL dataset. Providing code in both commercial and free-
to-use format, the published models show a RMSE of less than
1 pKa unit.24

One of the key requirements to accurate calculation of pKa

values is accurate representation of the chemical environment
of the molecule/protonatable site of interest. One such way
to capture the information computationally is through the use
of atomic environment vectors (AEVs), versions of modified
symmetry functions that are suited to provide a description of
molecular environments on an atomic basis. One of the bene-
fits of describing molecules in such a way is that AEVs are

Scheme 1 Thermodynamic cycle for the deprotonation of an acid (A).
These thermodynamic cycles can be used to calculate pKa values more
accurately than by direct calculation of DG0

aq.
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specifically concerned with individual atoms and their local
environments rather than molecules as a whole. This allows
exact chemical environments to be encoded within them.

Neural network potentials (NNPs), such as ANI,25 SchNet26,27

MACE28,29 and AIMNet30 are able to map chemical information
like that within AEVs to the energy of molecules. NNPs use
reference data, often from quantum mechanical calculations
such as DFT, to build a representation of the potential energy
surface to be learning by ML techniques like DNNs. The
ANAKIN-ME (ANI) suite of models were first released in 2017.
Developed by Smith et al., ANI-125 is an NNP capable of
o1.0 kcal mol�1 RMSE values versus DFT calculations at a
fraction of the cost. Initially limited to only molecules contain-
ing H, C, N and O, the ANI models have since expanded
through models ANI-1x,31 ANI-1ccx32 and ANI-2x33 to include
H, C, N, O, F, S and Cl alongside also introducing active
learning and coupled cluster training data.32 In its latest form,
ANI-2x33 is capable of performing 106 times faster than DFT
and produces sub-chemical accuracy on test datasets. ANI-2x33

also included improved parameterisation for bulk water, mole-
cular force training (analytical derivatives of the molecular
energies) and sampling of torsion angles and chemical space
all aimed at improving the accuracy of the model. Much of the
success of the ANI suite can be attributed to the development of
AEVs. Based on Behler–Parrinello symmetry functions,34 AEVs
provide additional terms in order to capture more distinct
molecular features allowing the NNP to be capable of better
distinguishing between atom types, functional groups, and rings
amongst other molecular features. Within the ANI models, the
AEVs of a molecule are split up by atom type and fed through
separate DNNs to yield an atomic energy which is consequently
summed to produce the energy of the conformer (additional
information regarding the ANI architecture can be found in the
ESI†). ANI-2x33 has also been utilised in the development of pKa-
ANI,35 a ML tool that builds upon the existing ANI-2x architec-
ture to predict pKa values for all five titrable amino acid residues
within input proteins. pKa-ANI uses the AEVs for each atom type
as well as layers from the atomic neural networks as descriptors
within the model. The model, based on deep representation
learning, performed better than PROPKA,36 a widely used semi-
empirical modelling tool, with mean absolute error (MAE) values
below 0.5 pKa units for the titrable amino acid residues.

In this study, we evaluate a weighted Boltzmann approach to
pKa calculation. Utilising an ensemble of conformers we are
better able to consider the molecules under study by including
non-equilibrium structures, which is more similar to ensembles
of molecules being measured by experimental approaches.
A subset of previously investigated carbenes,1 Fig. 1, were
studied. Most of the carbenes contain an imidazole core.
Imidazole-derived carbenes are well known as versatile ligands
due to their highly tuneable electronic nature and as such are of
great interest in areas such as catalysis.37,38 The previous results
by Yates et al.,1 have been studied at multiple levels of theory and
provide useful reference points for evaluation of the methods
developed within this work. We develop and apply a set of
datasets that presents evidence that ANI architecture NNPs can

be trained on species in charged and/or aqueous phase so long
as the dataset each model is trained on does not overlap in
respect to charge/phase and provides a method by which this
method of pKa prediction could be extended to any class of small
molecules given the appropriate training data.

2 Results and discussion

Calculation of pKa values with DFT at the oB97X-D4/Def2-SVP
level of theory, DFT global minima (GM) (Table 1), gave good
comparison to Yates literature values, Yates GM (Table 1), when
calculated for carbenes 1–11, Fig. 1. There are of course expected
differences between the values owed to a change in level of theory
and software package. The Yates values were reported via gas
phase calculation optimisation and frequency calculations at
B3LYP, CBSB7 level of theory. The solvent phase calculations were
completed using CPCM solvent at B3LYP and HF with 6-31+G(d)
and 6-31+G(d,p) levels of theory. The carbenes studied here also
have the potential to minimise at different conformers. This is
noted by Yates et al. in their work and an effort was made in this
work to optimise single conformation (GM) reference DFT calcu-
lations to the same conformational minima. This is particularly
prevalent for structures 7 and 8 where the aromatic R-groups can
rotate relative to the imidazole centre of the molecule.

Initial attempts at pKa calculation through direct interface
with ANI-2x were unsuccessful. Optimisation from DFT output

Fig. 1 Subset of carbenes studied in this work for pKa prediction.

Table 1 Value of carbene pKa by method

Carbene Yates GMa DFT GMb DFT ensemblec ML ensembled

1 27.40 � 0.4 28.01 28.12 29.30
2 29.50 � 0.3 29.94 29.98 31.16
3 23.40 � 0.2 23.13 23.56 22.97
4 28.20 � 0.3 28.12 28.03 27.18
5 28.30 � 0.1 29.33 29.36 28.60
6 30.40 � 0.3 29.97 30.90 29.13
7 22.00 � 0.1 23.26 23.08 28.44
8 22.60 � 0.1 24.32 25.65 26.48
9 28.50 � 0.4 28.69 27.93 25.54
10 33.70 � 0.3 32.40 32.75 31.63
11 34.00 � 0.3 34.68 34.29 35.11

a pKa values reported by Yates et al.1 b pKa values calculated from the
Yates optimised structure, optimised at oB97X-D4/Def2-SVP level of
theory and calculated using the direct aqueous method as detailed in
Section 3.7. c pKa values calculated using the DFT optimised (oB97X-
D4/Def2-SVP) geometries of generated crest conformers as detailed in
Sections 3.6 and 3.7. d pKa values as predicted by ML models, as
detailed in Sections 3.6 and 3.7.
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geometries (Yates et al. ESI1) with ANI as well as optimisation
of carbene molecules explicitly solvated with water, Fig. 2,
followed by extraction of the relevant carbene AEVs all resulted
in large errors. With explicit solvation, the conformational
changes to the carbene induced by the water molecules were
expected to establish the aqueous structure, facilitating AEV
extraction and subsequent summation of atomic energies in
order to determine the aqueous energy of the molecule. Despite
additional attempts to predict the Gibbs free energy using ANI-
2x and ASE’s vibrations module, these efforts proved unsuc-
cessful as well. It was thought that the training of ANI on
potential energies and not on Gibbs energies could contribute
to the large errors when calculating pKa. The Gibbs energy is
essential when calculating the pKa through the full thermo-
dynamic cycle. As such it was deemed that ANI-2x was unsui-
table for the nature of these calculations.

Upon close examination of the ANI-2x dataset, it was found
that while it does contain carbene molecules, they comprise a
very small amount (247 structures out of 9 651 712 total,
0.0026%) of the total dataset. Further, the handling of charged
states and solvent phase calculations are unavailable within the
ANI family of models to date. As such, the development of
extensive carbene datasets, both protonated and deprotonated
as well as in the gas and aqueous phases have been undertaken
in this work, Section 3.4.

There are two routes to calculate the value of DG0
aq as shown

in eqn (5). The first involves the full thermodynamic cycle (the
full cycle approach), Fig. 1, which includes calculating gas and
aqueous phase energies in order to give the solvation energies.
The second involves calculating the aqueous phase directly (the
direct aqueous approach), which avoids calculating the gas
phase energies. Both routes follow the workflow laid out in
Section 3.7, utilising a Boltzmann distribution and weighted
average. The direct aqueous approach, while being slightly less

accurate, results in a reduction of half the processing time
which is the main objective in this study. Indeed, a difference
in RMSE of only 0.05 pKa units (1.94 on the full cycle vs. 1.99
direct aqueous) separated using the full cycle versus the direct
calculation. Due to the extended time required to compute the
full cycle, even if it provides a slight increase in prediction
accuracy, results moving forward will be taken from aqueous
phase prediction only.

Development of DNN models based on the ANI architecture
and calculation of pKa values when carried out on DFT-
optimised structures afforded very good results compared to
Yates et al.1 Direct calculation via the aqueous phase
(GM approach) afforded a RMSE and MAE of 2.03 and 1.19 pKa

units respectively. This highlights that our models are capable of
calculating pKa values with good accuracy for the studied carbene
species. It further indicates that the models have a good grasp of
the energetics of carbene species at minima and can reliably
predict the pKa of such species. However, using the pre-optimised
structures from a DFT calculation doesn’t provide any informa-
tion on whether the models can arrive at the minima when
provided with higher energy structures, i.e. those drawn by hand
in Avogadro.39

As such, attempts were then made to calculate pKa values
from non-ground state structures. The structures were drawn in
Avogadro39 and then optimised by the universal force field40 to
give a reasonable starting structure for DFT calculations. These
structures were then directly used to calculate the pKa of the
carbene. As mentioned in Section 1, calculating pKa values is
demanding owing to the sensitive nature of the energies
involved in their calculation. As such, the structures given as
output from Avogadro were not optimised fully to their minima
and the trained models struggled to accurately predict pKa

values. This led to large errors with an RMSE value of 14.75
and an MAE value of 12.69.

As a result the workflow detailed in Sections 3.6 and 3.7 were
developed. First, calculations were completed on the optimised
geometries from the ESI of Yates et al.1 at the oB97X-D4/Def2-
SVP level of theory and the pKa calculated via the direct aqueous
approach, DFT GM (Table 1). Secondly, conformers for each
carbene in both gaseous and aqueous states were generated
with Crest (Section 3.6) as detailed below and the Gibbs energy
calculated with DFT for each structure. These energies were
then used in calculating Boltzmann populations and thus pKa

values as detailed in Section 3.7, DFT ensemble (Table 1).
Lastly, Crest generated conformers were optimised with the
models trained herein and pKa values calculated similarly
through Boltzmann populations, ML ensemble (Table 1). More
information about the ensemble including the number of con-
formers generated for each method and analysis of conformer
energy and structure can be found in the ESI† (pages S3–S8).

Isayev and Gockan took a different approach to using the
ANI DNN potential for pKa predictions by developing the pKa-
ANI application.35 The pKa-ANI model provides excellent and
efficient computation of pKa values for titrable residues in large
proteins due to the calculation of pKa directly from the AEVs
without explicit energy calculation. Further, the pKa-ANI model

Fig. 2 Carbene molecule with explicitly solvated water. The AEV’s of the
molecule being investigated capture the surrounding water molecules
without including the atomic energies of the water.
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is comprised of five independent models, one for each titrable
amino acid residue (His, Asp, Glu, Lys, Tyr). This provides an
efficient way to calculate the pKa eliminating compounding
errors associated with calculating via thermodynamic cycles.
However, this results in the model being limited to protein side
chains and their individual pKa ranges. This is in contrast
to the model presented here which is more generalisable
(though restricted to smaller molecules) due to its use of thermo-
dynamic cycles and global optimisation schemes. As such, in
contrast to the pKa-ANI paper, which directly utilises AEVs as
features for representation learning, the method employed here
only uses AEVs as neural network inputs to predict atomic
energies. AEVs are not incorporated directly into the pKa calcula-
tion within this workflow. The scope of this model produces
higher error measurements by virtue of being able to predict a
larger range of pKa values (22–34 pKa units).

pKa-ANI has a range of around �2 pKa units for each
independent residue model. This results in a low RMSE range
of between 0.49 and 0.88 units due to the smaller prediction
range for each residue. This is reflected in the results of the
reported null model which showed that using the mean value
as the prediction results in an error of less than 1.5 pKa units.
Due to the larger range of pKa values evaluated by our model we
report a larger RMSE value of 1.99 pKa units. Although individual
predictions generally align well with DFT Ensemble values, Fig. 3,
for each carbene, the normalised RMSE (NRMSE) becomes perti-
nent, calculated by dividing the RMSE by the prediction range.
This yields a NRMSE of 0.166 for our model compared to 0.180 for
pKa-ANI, indicating comparable performance despite differing
prediction ranges.

When exploring the conformations of carbenes, Yates et al.
found that the minima for carbene 8 was found when the
xylene R-groups were orthogonal to the core imidazole ring.1

This was due to the methyl groups present at the 2 and 6
positions on the ring of the xylene. Such methyl groups are not
present in carbene 7 which gives more rotational freedom to
the structure around the C–N bonds connecting the R-groups to

the central imidazole. Shown below in Fig. 4(b), the overlap of a
conformer of carbenes 1 and 7 highlights the difference
between the optimised structures by DFT (blue atoms) and
the structure as optimised by the trained models (red atoms).
It can be seen that the conformer of carbene 7, as optimised by
the models, struggles to match the DFT geometry. This poten-
tially is the cause of the larger error seen in prediction of
carbene 7. Conversely, the structure of carbene 8 is modelled
well by both methods and this is reflected in the improved
prediction of pKa. This could be due to the aforementioned
forced conformation of xylene R-groups as orthogonal to the
core imidazolium.

Previous studies have reported that the ANI architecture
cannot handle charged molecules, however we find that this
is only true when trying to mix different charge states into the
same training model. This is due to the lack of knowledge of
the number of electrons in a system which results in an
inability to differentiate between the same conformers with
different charge states.33 In this study, we have found that by
training separate neural networks based on charge and gas/
aqueous phase that the ANI architecture is able to accurately
predict energies for charged and/or aqueous phase molecules
as long as that was exclusively the type of data it was trained on.

To further examine the internal representation of molecules
in the charged vs. neutral models we comparatively analyse the
protonated carbenes in both models (neutral and charged). As
ANI potentials work by using Atomic Environment Vectors
(AEVs) as inputs for neural networks which output the atomic
contributions, or absolute energies for each atom, we can thus
determine the energy associated to each atom in a molecule by
the trained models. This allows us to scrutinise the disparities
in energy allocations across atomic components between the
neutral and charge models. It should be noted that atomic
contributions to the energy are directly outputs of the neural
networks within the ML models and do not stem from DFT. It is
difficult to infer any understanding of neural network inter-
mediate states between input and final output, however in ANI
potentials, the output of a neural network is the atomic energy

Fig. 3 Predicted pKa results of ML Ensemble method vs. reference meth-
ods of pKa calculation. We score our model primarily against the DFT
ensemble as the DNN was trained on data at the same level of theory as
the DFT and used an ensemble of conformers to make its predictions.

Fig. 4 (a) Carbene 1 showing a very close optimisation with an RMSD of
0.08 Å vs. the DFT optimised structure. (b) Carbene 7 showing an overlap
of optimised DFT conformer (blue) and conformer optimised with ANI
charged aqueous model (red) with an RMSD of 0.81 Å.
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associated with specific atoms which are in turn summed to give
the total molecular energy. We note that the difference between
predicted Gibbs energy for a molecule between charged and
uncharged models (GZ=+1 � GZ=0) aligns with the expected charge
distribution difference. It was found that for protonated carbenes
the charged model assigns a greater contribution to the total
molecular energy from the ylidine carbon and nitrogen atoms.
Moreover, the discrepancy in energetic contributions depends on
the N-substituents (Fig. 5). This aligns with the expectation that
charge delocalisation increases with the presence of more electro-
negative N-substituents, as exemplified by the comparison
between xylene and methyl substituents (Fig. 5(a) vs. Fig. 5(b)).
Within molecules, where greater electron density is present it
follows that the electronic energy will be lower due to minimised
electrostatic and coulombic repulsion. It is important to note that
although there is an approximate correlation between the models
energy contribution difference and the difference in charge dis-
tribution, it cannot be stated that the ANI potential has explicitly
learned how to infer charge distribution.

Despite the neural network not being informed of electrons
or atomic charge whilst training, the models implicitly capture
where the difference in the molecule is located (Fig. 5). This is
important as it highlights that, through structure and energies
alone, ANI models can infer other chemical properties within
its hidden representation. This accounts for the ability of the
separate ANI models developed herein to accurately predict pKa

values, as charge plays a significant part in the free energy
associated with the direct calculation.

3 Methodology
3.1 Level of theory and thermodynamic parameters

DFT calculations were carried out in ORCA V5.0.441 at the
oB97X42/Def2-SVP43 level of theory. Additionally, Grimme’s

D4 dispersion correction44 was employed alongside RIJCOSX
algorithm45 and the Def2/J auxiliary basis set.46 The integration
grid was set to DefGrid2 whilst SCF convergence tolerance was
set to TightSCF. Orca’s DFT module was utilised for geometry
optimisations, vibrational analysis, and single point calcula-
tions. Implicit water solvation was modelled by the conductor-
like polarizable continuum model (CPCM).47

In this work, we use benchmark results from Yates et al.1 As
such, the value of the proton in the gas phase (Ggas(H

+)) has been
taken as �4.39 kcal mol�1, a value derived from the Sackur–
Tetrode equation but has accounted for a state change into moles
per litre from atmospheres. We acknowledge however, that the
value of free energy of solvation of the hydrogen atom (DG0

s(H+))
can contribute as a source of error due to the range in reported
values differing significantly.14,15 As the value of the free energy
of solvation of the proton in this work we adopt a value of
�261.85 kcal mol�1 in accordance with the value used by
Yates et al.1 Another source of error in the determination of DG0

s

(H+) is the choice of quantum mechanical method. Although we
are not determining the value of the solvation energy of the proton
in this work we do utilise a range-separated hybrid functional with
additional dispersion corrections. It has been noted that such
functionals are suitable for application to such calculations.48

3.2 Calculation with the ANI-2x potential

Calculation of pKa values with the ANI-2x33 potential was carried
out in Python via the PyTorch framework.49 The ANI-2x model
and parameters were obtained through the torchani module.50

Through interface with the atomic simulation environment
(ASE)51 molecules were optimised with the LBFGS52 optimisation
algorithm to an maximum force of 0.01. In order to calculate the
pKa value, four values were needed. These were the protonated
and deprotonated carbene molecules in both the gaseous and
aqueous phase.

Carbene geometries were generated in Avogadro.39 Gas
phase energies were then obtained by optimising with the
ANI-2x potential and retrieving the molecular energy. In order
to gain access to solvation phase geometries, the isolated
carbene molecules were solvated in GROMACS53 with single
point charge water within the General Amber Force Field.54

Topology files were generated with the ACPYPE web server.55,56

Boxes of size 3 � 3 � 3 nm with the carbene centred and
surrounded with water molecules were then written to XYZ
files. The XYZ files were then used as the input for ASE to
optimise with the ANI-2x potential. The AEVs corresponding to
the water molecules were then extracted and the atomic ener-
gies for each of the atoms present in the carbene summed to
give the solvation phase energy of the protonated and depro-
tonated carbene forms. Explicit solvent is utilised only here, in
conjunction with the pre-trained ANI-2x model in order to
attempt to access the solvation phase structure and energy.
Explicit solvent is not used again within this paper.

3.3 Calculation of reference pKa values

ORCA calculations were carried out as described in Section 3.1,
upon reference carbene structures. The structures, Fig. 1, were

Fig. 5 The difference in atomic contributions to the molecular energy derived
from the neutral gaseous ANI and charged gaseous ANI models indicates
varying degrees of charge delocalisation. These differences are represented as
a shift from orange to blue. In the case of carbene 11 (a), the variation is
confined to the protonated ylidine carbon and to a lesser extent the bonded
nitrogens, representing localised charge distribution on the ylidine carbon.
Conversely, in carbene 8 (b), the variation extends further, with the biggest
difference being the nitrogen atoms and to a lesser extent encompassing the
N-xylene R-groups, indicating an increase of charge delocalisation.
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selected to allow comparison between published results by
Yates et al.,1 DFT and the developed models. The value of G0

aq

can be directly calculated from aqueous phase energies, as
shown in eqn (5), negating potential error from two additional
gas phase calculations (G0(Agas) and G0(HA+

gas)).

3.4 Development of datasets

Although the original paper by Yates et al.1 calculated the value
of 12 carbenes, in this paper, only 11 were studied as we have
not extended our models to sulphur due to the large computa-
tional effort required to do so. As such our models cover
elements H, C, N, O and Cl.

As mentioned in Section 3.2, there are four energies required
for calculation of pKa, protonated and deprotonated carbene
energies in the gaseous and aqueous phase. As such, four
different datasets were developed for training of subsequent
models. For each distinct molecule there were two optimisation
and frequency calculations completed, one in the gas phase
and one with implicit CPCM water solvation. Once collated, the
coordinates, energies and species of each job were stored in
HDF5 format through the H5py python module.57

It is worth noting that as aqueous models were trained on
DFT data calculated in the aqueous phase (with implicit CPCM
solvation), that when trained, the aqueous models will predict
the aqueous structure and energy. The opposite is true for gas
state models. This means that there is no solvent present,
either implicit or explicit, when predicting energies for pKa

calculation with the developed models as it is embedded within
the developed models.

Structures under consideration for calculation were limited
to contain only H, C, N, O and Cl atoms. This gave a great deal
of flexibility in searching for structures to add to datasets whilst
also limiting to structures that would have a sizeable impact on
what each model could learn. With ANI architecture models
scaling in cost in relation to the number of individual atomic
networks that have to be trained this also ensured reasonably
quick training of each model.

Initial calculations for deprotonated models involved recal-
culation of the ANI-1 dataset58 at the level of theory indicated in
Section 3.1. Further, the calculated geometries were subse-
quently protonated through RDKit59 and then calculated as
before. These calculations, in both gaseous and aqueous
phases formed the initial data space. Next, molecules from
the QMSpin dataset60 were similarly calculated in the singlet
state and in both gas and aqueous phases, both deprotonated
and protonated on the -ylidene carbon. Within structures from
the QMSpin dataset, any fluorine atoms were replaced by
chlorine atoms via RDKit.

Further calculations were completed in order to fine-tune
the dataset to be sensitive to energy changes arising from any
changes in bond angle and length. To do so, a molecule was
scanned to find all connections which returned all bonds,
angles and dihedral angles. Each connection was then adjusted
over a range and stationary frequency calculations were com-
pleted to obtain the Gibbs energy of the structure. For angles
and dihedrals, the connection was altered over a range of

�20 degrees. For bonds, alterations were made between a
minimum and maximum distance. Maximum distances were
calculated using van der Waals radii as reported by Alvarez.61

The radii of both atoms in the bond were summed and then
divided by two to obtain the maximum distance the bond
should be at. Subsequently the minimum distance was taken
as the maximum distance divided by 1.75. For example, for a
C–H bond, maximum distance would be the radius of a C atom
(1.77 Å) summed with the radius of the H atom (1.2 Å) divided
by two, 1.485 Å. The minimum distance would then be 1.485/
1.75, or 0.845 Å.

The collected data were also screened to ensure that none of
the validation data (Structures 1–11, Fig. 1) appeared within the
training and testing datasets. This was achieved by removing all
structures that contained the same amount and type of atoms
and were within a root mean squared distance (RMSD) of 2.0 Å
from any of the validation structures. Unreasonable structures
were also removed based on features such as unbound hydro-
gen atoms present within a structure.

Following data collation, the final dataset sizes can be seen
in Fig. 6 and is expanded upon in the ESI† (Table S3). As a result
of the fine tuning calculations, the charged datasets have a
higher number of data points due to the increased number of
calculations associated with fine-tuning the additional proton
present in molecules.

3.5 Development of auxiliary neural network potential models

The way in which the newly developed models were trained does
not differ significantly from the parameters used to train the
ANI-2x model. A neural network is defined for each atomic AEV
type and default settings were utilised for the AEV parameters.
When utilising the ANI-2x model through ASE,51 the generated
outputs are the result of a combination of models rather than
just one. In line with developers recommendations,50 for each
individual model-subset we have trained six models that differ
only in batch size with batches of size 256, 512, 1024, 2048, 4096,
and 8192. Batch sizes were scaled as powers of 2 in order to
generate a wide array of trained models. Training of the models

Fig. 6 Bar chart depicting the number of distinct data points within each
developed dataset.
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was carried out by applying the PyTorch49 and TorchANI50

Python modules.
Models were trained with a decay learning rate on plateau

with an MSE loss function until the learning rate reached
1 � 10�5, then training switched to an MAE loss function until
the loss plateaued again. This was done to generate a model
where the errors were concordant with each other. As mentioned
previously, pKa calculations cancel out errors if protonated and
deprotonated states have the same sign, i.e. are both positive, but
compound the error in pKa value if the errors have different signs.
The introduction of the second loss training function works to
actively produce errors of the same direction, i.e. both positive.

3.6 Generation, optimisation and filtering of conformers

The workflow for conformer generation and pKa calculation can be
seen in Scheme 2, below. Using Avogadro,39 carbene structures
were drawn and minimised using the Universal Force Field (UFF).40

The structures were then saved as an XYZ file and used as the input
to CREST62 for conformer generation. Through CREST, conformers
were generated from the input XYZ using the GFN2-XTB method.63

Generalised Born and solvent accessible surface area implicit
solvation (GBSA) available within CREST was used for water solva-
tion for aqueous conformer generation.62 Using the conformers
generated by Crest these were then converted into ASE51 and
optimised to the default fmax value of 0.05 eV Å�1. Here, the
calculators were set to the trained models as described in Section
3.5 and the optimisation algorithm set to FIRE.64

Conformers were filtered twice during the workflow. On both
occasions, the energy of each conformer was obtained and used
to calculate a weighted Boltzmann average for each molecule.
From the weighted average filtering was completed to retain
B99% of the Boltzmann population. When the modelled num-
ber of conformers is low, this can result in some conformers
being filtered out and thus, in this instance, slightly less than
99% of the Boltzmann population was retained. This corre-
sponded to an energy threshold of 3.5 kcal mol�1.65 However,
as the filtering was to occur twice, once after CREST conformer
generation and once after optimisation, the first threshold was
set to a less stringent threshold of 5.0 kcal mol�1 in order to filter
any high energy conformers (details of the conformers generated
for each structure is provided in the ESI,† pages S3–S6).

3.7 Calculation of pKa values

As shown in eqn (4) and (5), it is possible to calculate the pKa of
a compound using Gibbs energy values of different protonation

and solvation states as detailed in Fig. 1. In order to calculate
DG0

aq through eqn (5), four values must be calculated. Using each
of the newly generated NNP models, for a carbene, A, the values
for the deprotonated gas (DG(A)) and aqueous phase (DGaq(A)) as
well as for the protonated gas (DG(AH+)) and aqueous phase
(DGsolv(AH+)) can be obtained. These species are consistent with
the thermodynamic cycle shown in Fig. 1. The Gibbs energy of
solvation for all species can be calculated as shown in eqn (6).
Once the DGgas has been calculated as shown in eqn (7), the
value of DG0

aq can be calculated as shown in eqn (8).

DG0
solv = Gaq � Ggas (6)

DGgas = (G(A) + G(H+) � G(AH+)) (7)

DG0
aq = DG0

gas + DG0
solv(A) + DG0

solv(H+) � DG0
solv(HA+) (8)

As mentioned in Section 3.1, the Gibbs energy values asso-
ciated with the proton are taken from literature. Once calcu-
lated, DG0

aq can be used in eqn (4) to calculate the pKa value.
Once filtering of optimised conformers was completed as

shown in Section 3.6, the pKa was calculated. For every combi-
nation of conformers of a molecule, both protonated and
deprotonated, the pKa is calculated and then weighted based
on the combined Boltzmann probabilities of the protonated
and deprotonated conformer used in the calculation. The final
pKa for the molecule is then calculated by taking the weighted
average of all calculated pKa values, eqn (9).

Final pKa ¼
P

pKa �Weightð ÞP
ðWeightÞ (9)

4 Conclusion

We have describe a robust method for the determination of
imidazolium-derived carbene pKa values. The method involves
a conformer search that ensures the molecule’s Boltzmann
population is taken into account when calculating pKa. Further,
we show that the architecture developed by the ANI family of
models can be extended past the neutral singlet gaseous state
structures detailed thus far. We show that when trained on
aqueous phase energies and/or charged molecules, the models
can retain their accuracy, which we demonstrate in this study
the prediction of energies and subsequent accurate calculation
of pKa values, a problem which is very sensitive to subtle
changes in energies and structure.

In future, by expanding our models to other functional
groups we can overcome some of the limitations with the
current developed workflow. Preliminary modelling of butyla-
mine with trained ML models produced a result of 12.79 versus
a literature value of 10.70.66 This prediction is almost in line
with the results presented in this paper as such, extension to
other cationic species is possible with current methods. It
should be noted due to the development of charged datasets
for this paper, there may be some overlap within the chemical
space with protonated amine molecules. However, to better
represent this chemical space further calculations may be

Scheme 2 Flowchart detailing the workflow of the pKa prediction.
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necessary with emphasis placed on expanding the coverage of
amines within the training data.

For expansion to functional groups that include anions
within their pKa calculation, e.g. carboxylic acids, there would
need to be significant computational effort put towards devel-
opment of an anionic dataset for accurate modelling of such
species. The current level of theory may also need to be
reworked as accurate modelling of anionic species often
requires diffuse functions, e.g. aug-cc-pVDZ.
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