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In-depth exploration of catalytic sites on
amorphous solid water: I. The astrosynthesis
of aminomethanol†

Giulia M. Bovolenta, ab Gabriela Silva-Vera,a Stefano Bovino,cde

German Molpeceres, f Johannes Kästner g and Stefan Vogt-Geisse *a

Chemical processes taking place on ice-grain mantles are pivotal to the complex chemistry of

interstellar environments. In this study, we conducted a comprehensive analysis of the catalytic effects

of an amorphous solid water (ASW) surface on the reaction between ammonia (NH3) and formaldehyde

(H2CO) to form aminomethanol (NH2CH2OH) using density functional theory. We identified potential

catalytic sites based on the binding energy distribution of NH3 and H2CO reactants, on a set-of-clusters

surface model composed of 22 water molecules and found a total of 14 reaction paths. Our results

indicate that the catalytic sites can be categorized into four groups, depending on the interactions of

the carbonyl oxygen and the amino group with the ice surface in the reactant complex. A detailed

analysis of the reaction mechanism using Intrinsic Reaction Coordinate and reaction force analysis,

revealed three distinct chemical events for this reaction: formation of the C–N bond, breaking of the

N–H bond, and formation of the O–H hydroxyl bond. Depending on the type of catalytic site, these

events can occur within a single, concerted, albeit asynchronous, step, or can be isolated in a step-wise

mechanism, with the lowest overall transition state energy observed at 1.3 kcal mol�1. A key requirement

for the low-energy mechanism is the presence of a pair of dangling OH bonds on the surface, found at

5% of the potential catalytic sites on an ASW porous surface.

1 Introduction

In molecular clouds of the interstellar medium, where tem-
peratures are extremely low (o20 K), interstellar dust grains are
covered by thick ice mantles, which are significant reservoirs of
chemical species. Recently, thanks to the extraordinary sensi-
tivity offered by the James Webb Space Telescope (JWST), it has
been possible to carry out ice observations with unprecedented
resolution.1 In terms of composition,2,3 water is known to be
the primary ice component, along with CO, NH3, CO2 and CH4.

Although precise information about ice morphology is still
lacking, water is assumed to be in the so-called amorphous
solid water phase (ASW), and to feature a certain porosity.4

Experiments on ASW show5–7 that, due to the amorphous
nature of the surface, molecules interact with ice in different
ways depending on the type of sites. The strength of the
interaction can be described by the binding energy (BE) of
the molecule with respect to the ice surface. Therefore, every
surface chemical process may depend on the adsorption profile
of the participant molecules, which is characterized by the
distribution of binding energies, although a specific connec-
tion between binding energies and catalytic activity is still
missing. According to experimental8,9 and theoretical10 find-
ings, these BE distributions resemble a Gaussian function.
In a novel multi-binding approach, the single BE value for a
certain species can be replaced with a BE Gaussian distribu-
tion, as it has been recently implemented11 in astrochemical
kinetic models.

Few theoretical studies have explored the impact of the
surface morphology on interstellar reactive processes12 studied
the hydrogenation of HCNO using QM/MM techniques on a
hemispherical water surface with a radius of 34 Å and obtained
81 binding sites. They employed BHLYP-D3/def2-TZVPD in
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the QM region on five different H2CO adsorption sites with
different BE and found no significant impact on the transition
state energies. In a more recent work, paiva et al.13 studied the
addition reaction of H2CO and HCO on 10 different periodic
slabs, containing 25 water molecules randomly arranged within
the unit cell. They found a significant catalytic effect of the
water surface with respect to the gas phase reflected by a 50%
reduction in the reaction barrier.

A good target for applying the multi-binding approach, to
evaluate the catalytic effect of the plethora of possible binding
sites present on an ASW surface, is the first step of the Strecker
synthesis. This series of reactions has enjoyed a longstanding
fascination in the astrochemical community, as it provides a
pathway to the formation of glycine, the simplest amino acid,
from relatively abundant species in the interstellar medium:
NH3, H2CO and HCN. The first step corresponds to the nucleophilic
addition of NH3 to H2CO to form NH2CH2OH (aminomethanol,
AMeOH).

H2CO + NH3 - NH2CH2OH (1)

Laboratory preparation and isolation of AMeOH have been
elusive. The species has been tentatively formed in a seminal
experimental work14 using ice-analogs, using a 10 K mixture of
H2O:NH3:H2CO, co-deposited on a cold surface and subse-
quently warmed up, but the identification of the reaction
product was considered ambiguous. The experiment has been
repeated by Bossa et al.,15 confirming the previous findings
and estimating AMeOH formation to take place between 80
and 100 K. Furthermore, AMeOH has also been identified
in a temperature-programmed desorption experiment, starting
from CH3NH2 and O2 ices, upon exposure to energetic elec-
trons,16 showing unexpected kinetic stability under extreme
environments. Nevertheless, AMeOH has hitherto not been
observed in the interstellar medium.

The formation of AMeOH via the first step of the Strecker
synthesis has also been studied theoretically. The gas phase
barrier of this reaction has been determined to be high for
interstellar conditions, amounting to 34 kcal mol�1.17 The
water-catalyzed reaction has been studied in the presence of
small water clusters17–19 and with the addition of implicit
solvation using a polarizable continuum model. The incorpora-
tion of the water cluster results in a significant lowering of the
reaction barrier by 20 kcal mol�1. To date, the most accurate
barrier for the reaction in the presence of a water dimer, was
provided by Courmier et al.18 at CCSD(T)/6-311+G**//MP2/
6-311+G** level of theory, amounting to 14 kcal mol�1. Finally,
the same reaction has been studied using larger cluster models.
Rimola et al.20 simulated the reaction on a 18-molecules crystal-
line water ice surface model at DFT/B3LYP level, with a reported
TS energy of 9.6 kcal mol�1.

In this work, we present a detailed analysis of the surface
catalytic effect by studying the addition reaction of NH3 and
H2CO on different catalytic sites of an ASW surface, spanned by
a set of amorphized 22-water-molecules clusters. We also study
the same reaction inside a nano-pore, derived from a periodic

ASW surface of 500 water molecules. We explore the different
reaction pathways by means of DFT and analyze the reaction
mechanism using intrinsic reaction coordinate (IRC) energy
profiles, natural bond orbital (NBO) bond order derivatives, and
reaction force analysis. In Section 2, we describe the aspects of
the methodology used in this work. In Section 3.1, we present
the BE profiles of NH3 and H2CO, followed by the reaction path
and potential energy surface (PES) analysis of the reaction
in different binding scenarios, on the ASW set of clusters
(Sections 3.2 and 3.3), and in a nano-pore model (Section 3.4).
Finally, we discuss the results and the astrophysical implica-
tions in Section 4.

2 Theoretical methods
2.1 DFT model chemistry

We performed an extensive benchmark of DFT methods. The
reference system for reaction (1) is constituted by the reactants
coordinated to two water molecules (NH3 + H2CO + 2H2O),
acting as proton transfer intermediaries during the reaction, in
an arrangement commonly named as proton relay. The refer-
ence system geometry is DF-CCSD(T)-F12/cc-pVDZ-F12,21,22

which has been shown to provide excellent geometries.23 The
energies of stationary points have been computed at CCSD(T)24

using a complete basis set (CBS) extrapolation.25,26 For the CBS
extraploation we employed the aug-cc-pVXZ with X = D, T, Q for
SCF energies, X = T, Q for MP2 correlation energies and X = D, T
for CCSD and CCSD(T) correlation energies extrapolation using
the extrapolation routines implemented in the Psi4 driver.27

We took into account around 53 DFT functionals for the
geometry benchmark belonging to different classes, and two
different basis sets: def2-SVP and def2-TZVP.28 This is due to
the fact that a double z basis is used to study the reaction on a
variety of binding sites on the larger surfaces, hence the need
to assess the consistency of a specific DFT functional with the
two tiers of method and basis. Dispersion effects are treated
using D3BJ29,30 and D431 correction. The geometry benchmark
has been carried out using Orca32 software, adopting TIGHT-
OPT thresholds criteria. The best method for the lower tier
equilibrium geometry is BHandHLYP-D4/def2-SVP,33 with an
average Root Mean Square Deviation (RMSD) error of 0.1 Å
with respect to the CCSD(T) reference. Regarding the energy
benchmark, 258 DFT functionals are considered. The best
ones are BMK/def2-TZVP34 and o-B97M-D3BJ/def2-TZVP
(a modified version of o-B97M-V augmented with D3BJ
correction35) that show a mean absolute error (MAE) below
1 kcal mol�1.

To summarize, the benchmark allows to identify two suitable
methods: Tier 1: o-B97M-D3BJ/def2-TZVP//BHandHLYP-D4/def2-
SVP and Tier 2: BMK/def2-TZVP//BHandHLYP-D3BJ/def2-SVP.
We used the former with the Orca software, and the latter with
Gaussian36 software, due to the unavailability of Tier 1. For all
calculations of the reactive sites on the ASW clusters we used the
default optimization thresholds. Full benchmark results can be
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found in the ESI† (Section S1). High level CCSD(T)-F12 optimiza-
tions are performed using Molpro.37

2.2 ASW modeling

Set of clusters. The ice surfaces used for adsorption and
reactivity studies are modeled according to the cluster
approach.38 We used homogeneous amorphous water clusters
of 22 water molecules each (Fig. 1a), modeled by means of
ab initio molecular dynamics (AIMD). The cluster size is
selected in order to guarantee a reasonable number of available
sites, while at the same time being able to use high-level model
chemistry. The steps to obtain the ASW models have been
illustrated in a previous work.10 Amorphization AIMD simula-
tions on the cluster models are performed at BLYP/def2-
SVP39,40 level, adding D3 Grimme29 correction for dispersion
interactions, as implemented in Terachem.41,42

Nano-pore model. ASW in interstellar environments is
thought to be partly porous.43 Such pores sites facilitate
chemical encounters of species adsorbed on the ice and might
enhance surface reactivity. In order to generate a nano-pore, we
used a periodic surface slab with low initial density (0.8 g
cm�3), as a starting point. The periodic slab of 500 water
molecules has been modeled using a ad hoc trained machine
learned potential (MLP),44–46 that will be employed on a sub-
sequent work. Details of the slab generation and the MLP
training and validation can be found in the ESI,† Section S5.
One of the periodic surfaces is reported in Fig. 1b. In order to
visually appreciate the presence of concave regions (‘valleys’),

pores, and ‘crests’ on the surface, the figure includes an
altitude map (see also ESI,† Section S6.2 for details about Tri-
Surface plots generation). We extracted a spherical portion of
one of the pores sites of nanometric size from the slab (high-
lighted in Fig. 1b) consisting of 64 water molecules, constrain-
ing the Cartesian positions of the atoms of the outer sphere, in
order to preserve the pore during geometry optimization.

To run MD simulations on the periodic systems, the GMNN
program44 is interfaced to the ASE package.47 Orca32 software is
used to compute DFT energies and gradients that constitute
MLP training set.

2.3 Binding energy, binding energy distributions, interaction
energy

The BE of a species (i) adsorbed on a surface (ice) is defined as:

BE(i) = Esup � (Eice + Ei) (2)

where Esup stands for the energy of the supermolecule formed
by the adsorbate bound to the surface, Eice refers to the water
cluster energy, and Ei is the energy of the adsorbate. The BE is
assumed to be a positive quantity, according to convention.
Using a BE distribution (BEd) of values reflects a more realistic
desorption behavior for molecules adsorbed on ASW ice. All the
BEd in this work have been produced using BEEP computa-
tional platform and protocol.48 The equilibrium geometry is of
HF-3c/MINIX49 quality, as it is a cost-effective method for these
systems, while the level of theory used for the energy has been
chosen according to a DFT benchmark.48 According to the BEd
of a species, it is possible to define different intervals of BE. For
a certain species i:
� Low-BE(i): BE o 0.2 � mean(BEd)
� High-BE(i): BE 4 0.7 � mean(BEd)
The BE can be further decomposed into two components:

the deformation energy DE(i) and interaction energy IE(i), such
that BE(i) = DE(i) � IE(i). We computed the interaction energy
using a zeroth order symmetry adapted perturbation theory
(SAPT0) analysis,50 together with a jun-cc-pVDZ51 basis set. This
allowed us to directly quantify the strength of the non-covalent
intermolecular interaction between the reactant complex (R)
and the ASW surface (W) in the bound configuration:

IE(R) = �IE(NH3 + H2CO� � �W) (3)

Binding sites optimization and BE computations are per-
formed using Psi427 via the platform BEEP.48,52 All SAPT0
computations use the density-fitted implementation53,54 pro-
vided in Psi4.

2.4 Reactive sites sampling

In agreement with the multi-binding framework, the reactions
under study have been carried out on a variety of sites on the
ASW surfaces. The procedure to obtain the set of transition
states for reaction (1) has been the following:

(1) Selection of several suitable Low-BE and High-BE binding
sites for each reactant. The selection is based on the binding

Fig. 1 (a) Some of the 20 homogeneous 22-water-molecules amorphous
clusters used in this work for BE evaluation and reactivity studies. After
modeling through AIMD techniques, the structures undergo geometry
optimization. (b) Generation of the nano-pore model. From the left:
Altitude map (see ESI,† Section S6.2) of an ASW slab composed of
500 water molecules, with an initial density of 0.8 g cm�3 and top view
of the corresponding periodic cell. One of the suitable nano-porous
regions of the slab is highlighted in yellow. To the right: The spherical
pore site as extracted from the slab, prior to geometry optimization.
The color scheme for the atoms is red for O and white for H.
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mode analysis which allows to identify the arrangement for the
reaction to take place (vide infra, Section 3.1)

(2) Extensive sampling of the first fragment around the other
in Low-BE and High-BE sites, and vice versa. This step provides
a set of potential reaction sites.

(3) Transition state (TS) search and characterization for the
whole set, exploring the PES by means of relaxed scan and
nudged elastic band methods.55

The minimum energy structures are identified and opti-
mized using Orca.

2.5 Reaction force analysis

The most widespread method to locate a reaction path is
tracing the IRC,56 which corresponds to the minimum energy
path in mass-weighted coordinates. Useful information about
the mechanism of a chemical process can be obtained from the
reaction force profile. For a certain process, the potential
energy E(x) of the system along the intrinsic reaction coordinate
(x) has an associated reaction force F(x), defined by:

FðxÞ ¼ �dE
dx

(4)

It has been shown57 that the critical points of F(x) define
regions along x in which different reactive events take place.
The reactive events are identified as inflection points of the
reaction force profile. Within each reaction event i, it is possible
to identify three regions, limited within the critical points
present in F(x), namely the local minimum, at xmin,i, and the
local maximum, at xmax,i. The pre- and post-event region (x r
xmin, xmax r x) are characterized by structural preparation and
relaxation of the participating species, respectively. On the
other hand, the event region itself is governed by changes in
the electron density associated with bond formation and dis-
sociation processes.

In general, a single kinetic step of a chemical reaction can be
composed of N different reaction events, such that the total
reaction energy corresponds to the sum of the energy of the
individual reactive events:

DEo ¼
XN
i¼1

DEi (5)

The event energy DEi will be positive if the event takes place
before the TS and negative if it takes place past the TS.
Conversely, the TS energy barrier (DE‡) is partitioned among
the events leading up to the TS, for a given reaction:

DEz ¼
ðxK
x0

FðxÞdx ¼
XK
i¼1

DEzi (6)

where K is the number of events that take place before reaching
the TS, x0 and xK corresponds to the reaction coordinate of the
reactants and TS respectively. In turn, the energy required for a

certain event i can be obtained by integrating the reaction force
profile:

DEzi ¼
ðxi
xi�1

FðxÞdx (7)

Events leading up to the TS are denominated hidden transition
states (h-TS),58 which are associated with hidden intermediates
(h-I). Such intermediates are not observable along the reaction
energy profile and, hence, can only be estimated to lie between
the h-TS and TS. The integration of the force for the reaction
events intervals allows to estimate the energy expenditure
associated to each phase of the chemical process and proved
to be a valuable partition for quantifying the isolated chemical
changes.

IRC calculations are performed with Gaussian36 after re-
optimization of the stationary states with that same software.
Analysis of the IRC profiles is carried out using Kudi.59 Natural
atomic orbital (NAO) population analysis uses the NBO
software version60 implemented in Gaussian and Orca.

3 Results

Fig. 2 shows the reactants, transition state, and product of
reaction (1), studied on a two-water molecules cluster using
high-level model chemistry (see Section 2.1). Overall, two new
bonds are formed (C–N and O–H) and one bond is broken
(N–H) to yield the AMeOH product. The reactive events invol-
ving the proton transfer are assisted by the two water molecules
that relay the proton from the amino end to form the hydroxyl
moiety in the amino alcohol. On this minimal water surface
model, the reaction is exothermic by �9.3 kcal mol�1 with a
TS barrier of 9.5 kcal mol�1. Fig. 2 also reports the two Tiers

Fig. 2 Energy diagram for reaction (1), reference system (NH3 + H2CO +
2H2O), using CCSD(T)/CBS//DF-CCSD(T)-F12/cc-pVDZ-F12 level of
theory (solid black line), o-B97M-D3BJ/def2-TZVP//BHandHLYP-D4/
def2-SVP (blue solid line, Tier 1) and BMK/def2-TZVP//BHandHLYP-
D3BJ/def2-SVP (orange solid line, Tier 2) levels of theory. Water-OH
groups not engaged in any H-bond with other water molecules are
labelled d(OH) (dangling-OH bonds). The color scheme for the atoms is
red for O, black for C, blue for N, and white for H.
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corresponding to the best performing methods of the TS and
reaction energy benchmark, which shows an excellent agree-
ment between the DFT model chemistry and the ab initio
reference (see Section 2).

3.1 Binding modes and energies of NH3 and H2CO

With the goal of analyzing the binding patterns of NH3 and
H2CO to the ASW surface that enable the formation of AMeOH,
we analyzed the binding modes within the BE distribution that
we obtained from the BEEP database, on a set of 22-water-
molecules clusters. For reaction (1) to take place, NH3 has to be
acting as a hydrogen-bond (H-bond) donor with respect to the
ice, while carbonyl-O of H2CO is placed as H-bond acceptor.
The surface molecule acting as a donor to the carbonyl-O
presents an OH group pointing upwards away from the surface
(not engaged in any other H-bond). Such surface OH bonds are
labeled dangling-OH bonds – d(OH).

Fig. 3 reports the BE distributions for both molecules. The
fraction of binding sites compatible with reaction (1) has been
highlighted in green, and represents the 48% and 83% for NH3

and H2CO, respectively. Among the binding sites, we identified
different binding regimes: low-BE sites of NH3 and H2CO, in
which there is only one ice H-bond acceptor and donor group,
respectively, and High-BE sites, where there are two water
molecules coordinated to each fragment. The latter corre-
sponds to the interaction with two acceptor groups – High-
BE(NH3)- and to two d(OH) bonds – High-BE(H2CO). Combin-
ing those possible binding regimes results in four limiting
patterns for the reactants in the bound configuration (Fig. 4):
� Low-BE(NH3)/Low-BE(H2CO)
� High-BE(NH3)/Low-BE(H2CO)
� Low-BE(NH3)/High-BE(H2CO)
� High-BE(NH3)/High-BE(H2CO)

3.2 Binding site sampling

We sampled selected binding sites representing the different
binding regimes shown in the previous section, with its com-
plementary reactant molecule for reaction (1), following the
procedure illustrated in Section 2.4. In total, we identified 14
reaction-conducing catalytic sites on different ASW clusters,
traceable to the aforementioned 4 categories. In order to
further characterize and quantify the strength of the interaction
of the reactant complex, we computed the IE(R) with respect to
the ASW surface (eqn (3)), for the different reactive sites. The
results are reported in Table 1. There is a good agreement
between the binding regime of the individual reactants and the
total IE(R), as the reactant complexes that correspond to High-
BE orientations display the highest IE(R), while the ones that
are categorized in the Low-BE regime also have the lowest
average IE(R).

3.3 AMeOH formation on ASW clusters

3.3.1 Low-BE(NH3)/Low-BE(H2CO). The first case, where
both fragments are loosely bound to the surface, represents a

Fig. 3 Histogram of the BE distribution of H2CO (upper panel) and NH3

(lower panel) computed on a set-of-clusters model with a cluster size of
22 water molecules, using HF-3c/MINIX geometries. According to the
benchmark results, the energy has been computed at o-PBE/def2-TZVP
level of theory for NH3 and CAM-B3LYP/def2-TZVP level of theory for
H2CO. The ZPVE correction has not been included. BE values are given in K
(upper scale) and kcal mol�1 (lower scale). The green color corresponds to
the binding mode that is conducive to the formation of AMeOH through
reaction (1), while binding modes that could not directly engage in a
reactive encounter are in grey. Mean BE (m) and standard deviation (s) of a
Gaussian fit of the distribution are reported in kcal mol�1 for the suitable
binding mode (green). The fit is obtained using a bootstrap method, see
ESI,† Section S6.1. The insets show an example of High-BE and Low-BE
molecules in a favorable orientation for the reaction. Water-OH groups
pointing upwards away from the surface (not engaged in any other H-
bond) are labelled d(OH) (dangling-OH bonds). The color scheme for the
atoms is red for O, black for C, blue for N, and white for H.

Fig. 4 Example of structures belonging to the four groups of reactive
sites identified for reaction (1), using BHandDHLYP-D4/def2-SVP geome-
tries. The color scheme for the atoms is red for O, black for C, blue for N,
and white for H. H-bonds established by the reactants have been high-
lighted and colored accordingly.
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situation where the effect of the ice on the reactive site
resembles the water dimer model system: both the reactants
establish one H-bond each with the surface, as they interact
solely with the water molecules that will assist the proton
transfer. Five structures correspond to this case. Estimation
of the IE(R) between the reactants and the water surface,
indicates that those structures presents the smallest average
IE(R) value (10.6 kcal mol�1) of all the cases (see Table 1).

For this case, reaction (1) is concerted, and one TS was
located. Table 2, reports the TS energy for the structures in this
group (systems A–E), while the diagram in Fig. 5, shows only
the lowest energy value (system A, solid grey line). The average
TS barrier of 10.9 kcal mol�1 is in line with the model system
(Fig. 2), along with the small variation of the average TS barrier,
when the proton involves two water molecules (cases A–D).
It is worth noting that a proton relay mechanism with a single
water molecule, as in case E, results in a significantly higher TS
energy and a more exothermic reaction.

Reaction mechanism. In order to elucidate the mechanism of
reaction (1), the IRC procedure is used to locate the reaction
path. Energy and reaction force profiles are reported in Fig. 6,
for system A, which presents the lowest TS barrier. The analysis
of the reaction force profiles, middle panel, allows to define
different reaction events that take place along the reaction
coordinate. The TS region of the IRC profile is defined within
the minimum and maximum of the reaction force profile and
is displayed as a blue shadowed area. It has been pointed out57

that primarily electronic rearrangements occur in the TS
region, whereas outside this region, structural modifications
are predominant. However, additional inflection points in the
reaction force profile suggest that a second incipient reaction
event might be present before the TS region. In fact, the system
presents an additional critical point, located before the TS, that
can be used to define a faux TS. This event corresponds to a
visible shoulder on the IRC profile. Such events are considered
transient point along the reaction path and are associated with
hidden transition states (marked as ‘h-TS’) and corresponding
hidden intermediates (‘h-I’), which can be converted into real
TS and intermediate in the presence of a change in the
environment conditions or substitution pattern of the reactive
fragments.58 Similarly to the TS region, a h-TS region can be

Table 1 Interaction energy between the reactants and the ASW surface
(IE(R)), calculated at SAPT0 level with jun-cc-pVDZ basis, according to
eqn (3). Average (Avg) and standard deviation (Std) for each binding regime
are reported, as well. Values in kcal mol�1. The listed reactant states are
shown in Fig. S6, ESI

IE(R) Avg (Std)

ASW clusters:
Low-BE(NH3)/Low-BE(H2CO)

A 11.7
B 10.5
C 11.3
D 11.6
E 8.0

10.6 (1.4)
High-BE(NH3)/Low-BE(H2CO)

A 13.7
B 11.3
C 12.2

12.4 (1.0)
Low-BE(NH3)/High-BE(H2CO)

A 16.6
B 16.6
C 17.6
D 18.9

17.7 (0.9)
High-BE(NH3)/High-BE(H2CO)

A 21.8
B 21.7

21.7 (0.05)

Porous ASW: A 32.3

Table 2 Reaction (1) carried out on different ASW sites and inside of a nano-pore, using BHandHLYP-D4/def2-SVP geometries, computed at o-B97M-
D3BJ/def2-TZVP level of theory, for reaction on ASW, and BMK/def2-TZVP, for the nano-pore. Column two indicates the binding regime of the
reactants; column three reports the systems for each case, ordered alphabetically from the lowest TS energy, column four indicates the number X of
water molecules involved in the proton relay. The rest of the columns report energy barriers (DEEn

‡) and reaction energies (DEEn1), calculated with respect
to the energy of the reactants and including ZPVE correction, for step n of the reaction, if present, along with the overall TS and reaction energy (DE and
DE1, respectively). Values in kcal mol�1

AMeOH formation # WX DE‡
S1 DES11 DE‡

S2a DES2a1 DE‡
S2b DES2b1 DE‡ DE1

ASW clusters:
Low-BE(NH3)/Low-BE(H2CO) A 2 9.6 �7.4

B 2 10.1 �7.5
C 2 10.2 �7.3
D 2 10.3 �7.8
E 1 14.3 �12.9

High-BE(NH3)/Low-BE(H2CO) A 2 9.6 �5.8
B 2 10.1 �8.1
C 2 10.2 �6.7

Low-BE(NH3)/High-BE(H2CO) A 2 5.2 5.1 7.5 �9.1 7.5 �9.1
B 1 5.2 5.1 11.6 �8.3 11.6 �8.3
C 1 5.9 6.2 9.1 �8.1 9.1 �8.1
D 2 8.1 8.3 12.5 �7.6 12.5 �7.6

High-BE(NH3)/High-BE(H2CO) A 2 �0.6 �6.2 1.5 �11.5 1.5 �11.5
B 1 1.5 �0.1 5.1 �9.9 5.1 �9.9

Porous ASW: A 2 1.3 �5.0 �0.6 �3.4 �3.1 �10.0 1.3 �10.0
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defined as well, by means of the local minimum and maximum
of the force profile (orange shaded region in Fig. 6).

In order to correlate the bond-breaking/forming processes
of reaction (1) to the two events identified along the reaction
path, we analyzed the Wiberg bond orders61 and bond order
derivatives along the reaction coordinate, for the main bonds
involved in the reaction (Fig. 6, lower left panel). A negative sign
in the derivative indicates bond weakening or dissociation,
while a positive sign accounts for bond formation or strength-
ening. We observed that the major change in the bond order
describing the formation of C–N bond is located within the
h-TS region, while the proton transfer processes are located in
the TS region. Therefore, reaction (1) takes place in asynchro-
nous fashion and presents two reactive events (E1 and E2): E1,
C–N bond formation, is the first to happen and gives rise to a
dipolar h-I (�OCH2� � �NH3

+), which is then converted to the TS;
followed by E2, the proton relay, which connects the TS to the
product. Information about the synchronicity of the chemical
processes in E2 is also provided by the bond order derivative
plot. Carbonyl-O protonation takes place first: O–H forming
peak is found to be at the beginning of the TS region, while N–
H breaking is closer to the end.

Partition of the reaction barrier. Integration of the reaction
force profiles allows the quantification of the energy associated
with the different reactive events. The total energy barrier for
reaction (1), DE‡, is therefore partitioned as:

DE‡ = DE‡
E1 + DE‡

E2 (8)

where DE‡
E1 is the energy barrier associated to formation of the

h-TS and DE‡
E2 is the energy necessary to convert the hidden

intermediate to the TS. The different values are shown in the
inset of Fig. 6, upper left. The DE‡

E1, associated to the h-TS, is
5.4 kcal mol�1, while DE‡

E2, the barrier to convert h-I to the TS,
is 3.4 kcal mol�1. The bond order analysis indicates that the
barrier corresponding to DE‡

E2 is mostly associated with the
protonation of the carbonyl moiety of the dipolar adduct.

In summary, structures that fall within the Low-BE(NH3)/
Low-BE(H2CO) binding regime exhibit a concerted mechanism,
featuring reaction barriers of approximately 10 kcal mol�1.
However, analysis using IRC and reaction force indicates that
the mechanism takes place in a highly asynchronous manner.
Further breakdown of the reaction barrier reveals that the
formation of the dipolar adduct represents the most significant
energy expenditure in the TS barrier.

3.3.2 High-BE(NH3)/Low-BE(H2CO). This case exhibit
structures in which NH3 is strongly bound: in addition to the
water molecules involved in the proton relay, there is another
water molecule directly coordinated to NH3, serving as a
secondary H-bond acceptor. Such additional H-bond inter-
action is congruent with the higher IE(R), compared to the
previous case sites, as displayed by the average value in Table 1.

We found 3 reactant configurations that correspond to this
case, TS energy barrier and reaction energy results (systems
A–C) are reported in Table 2, and the energy diagram for the
lowest energy path (system A) is in Fig. 5, dashed grey line.
The result, in terms of energy barrier, is analog to the pre-
vious case and to the model system, with a average barrier of

Fig. 5 Energy diagram for the lowest energy pathways of each binding regime (system A, see Table 2), using BHandHLYP-D4/def2-SVP geometries and
o-B97M-D3BJ/def2-TZVP energies. Note that in the High-BE(NH3)-BE(H2CO) regime, TSS1 has a negative value after ZPVE correction. Without the
correction the value is 0.1 kcal mol�1, see Table S3 in ESI.†
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10 kcal mol�1. The reaction is exothermic by an average of
�10 kcal mol�1.

Reaction mechanism. A significant consequence of NH3 coor-
dination in the reactive complex manifests in the alteratiEon of
the reaction mechanism, evident when examining the IRC
profile for structure A, displayed in Fig. 6, right upper panel.
While the left branch of the energy curve does not show major
differences with respect to the previous case, the curve in
proximity of the region passed the TS presents the appearance
of another shoulder feature, corresponding to a second hidden

transition state, h-TS2(green solid line). This is confirmed by
the analysis of the inflection points of the reaction force profile,
Fig. 6, mid right panel, which displays the presence of three
distinct reactive events. The bond order derivative plot, Fig. 6,
lower right panel, shows that the asynchronicity in the proton
transfer steps (E2) increases to such an extent that it manifests
as two separated reactive events (E2a,b), in which the emerging
h-TS2 can be associated solely to the final step of the proton
transfer: N–H bond breaking. The result suggests it to be a
peculiar feature of such reactive sites, following from the
inductive effects exerted by the two water molecules acting as

Fig. 6 Left: Energy (upper panel) and reaction force profiles (middle panel) along the intrinsic reaction coordinate (x) for system A, Low-BE(NH3)/Low-
BE(H2CO) case. Energies are computed at BMK/def2-TZVP level of theory on geometries of BHandHLYP-D3BJ/def2-SVP quality. Blue and orange lines
represent TS and h-TS, respectively. TS and h-TS regions are displayed as orange and blue shadowed areas. The inset table reports TS energy (DE‡) and
reaction energy (DE1) extracted from the energy profile, as well as the partition of the barrier in DE‡

E1 (relative to h-TS) and DE‡
E2 (TS). Inset figures

representing R and h-TS are extracted from the IRC profile. C–N bond distances have been highlighted. The lower panel reports the bond order
derivative for the main bond distances involved in reaction (1). Right: Analogous for system A, High-BE(NH3)/Low-BE(H2CO) case. The second hidden TS
(h-TS2), present on the relaxation part of the reaction coordinate, is reported in green. The color scheme for the atoms is red for O, black for C, blue for N,
and white for H.
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H-bond acceptors on NH3. They reduce the proton donor
character of N-atom, thereby delaying the proton transfer from
it. Basically, the effect exerted by the ice on NH3 side of the
reactive complex enhances the asynchronicity of the proton
transfer processes, hence N–H breaking is located much later
with respect to O–H bond forming (E2a), and constitutes a
separate event (E2b).

Partition of the reaction barrier. The partition of the energy
barrier shows that the reaction energy associated to E2a is
3.3 kcal mol�1, which is similar to the Low-BE/Low-BE regime.
As pointed out, the additional H-bond acceptor interaction
affects the mechanism past the TS, therefore, it has a minor
effect on the TS barrier.

3.3.3 Low-BE(NH3)/High-BE(H2CO). This case includes
reactive sites where H2CO fragment is strongly bound. In terms
of coordination, it corresponds to having an additional surface
d(OH) serving as a secondary H-bond donor on the carbonyl
group. Such interaction exerts a significant effect on the
reactive site, as reflected in the average IE(R) for this group,
amounting to 17.7 kcal mol�1 (Table 1). We found four such
reactive sites; Table 2 reports the corresponding TS energy
barriers and reaction energies (systems A–D), and Fig. 5,
dashed black line, reports the energy diagram for system A.

Reaction mechanism. Unlike previous cases, reaction (1)
presents a step-wise mechanism, where the two steps, S(1,2),
correspond to events E(1,2) previously identified:

S1 H2CO + NH3 - �OCH2� � �NH3
+ (9)

S2 �OCH2� � �NH3
+ - HOCH2NH2 (10)

Once C–N bond is attained, the dipolar adduct is further
stabilized by the two H-bond interactions established by the
carbonyl-O and it emerges as a true stationary state.

Reaction barriers. S1 is associated with the formation of
a PES energy plateaux with an average energy barrier of
3.6 kcal mol�1 (before ZPVE correction, see ESI,† Table S3),
which is lower by about 2 kcal mol�1 than the partial barrier
estimated for E1 in the Low-BE(H2CO) regimes. The peculiar
arrangement of H2CO in the High-BE regime is associated with
large intramolecular polarization of the fragment, favoring the
nucleophilic addition. S2, the conversion of the intermediate to
the product, is exothermic and it is the rate-limiting step for all
the systems, with a average TSS2 energy of 7.5 kcal mol�1. The
number of water molecules involved in the proton relay (two for
systems A, D and one for B, C) seems to have little effect on the
TS energies, as both display cases with a higher and lower TS2

energy. The variation can rather be explained by analyzing the
coordination of the reactive site to the ASW cluster. Taking into
account not only the reactants but also the water molecules that
participate in the proton relay, we found that some systems
(e.g. A and D) present coordination defects in the H-bond ice
network around the site, such as lacking H-bond donor groups
acting on the assisting water molecules (see ESI,† Section S4).

Energetically, it is an unfavorable characteristic since it pre-
vents the stabilization of TS structures, increasing TS energies.

3.3.4 High-BE(NH3)/High-BE(H2CO). The last group is con-
stituted by structures which display the combination of the
characteristics of the previous cases, reaching a number of four
H-bond interactions present in the reactive complex (two
H-bonds established by each reactant). The level of insertion
of the reactive complexes into the ice H-bond network is
consequently higher, as also indicated by the IE(R) values for
this group, that are far greater in magnitude compared to the
previous cases, with an average of 21.7 kcal mol�1 (Table 1).
This group also presents the highest intramolecular polariza-
tion of both the reactants, as confirmed by the partial atomic
charges computed on the main atoms involved in the reaction,
see ESI,† Fig. S4, red, that show the largest values. We found 2
structures with such characteristics. The results are illustrated
in Table 2 (systems A–B) and Fig. 5 (system A).

Reaction mechanism. As for the previous case where H2CO is
a high-BE binding site, reaction (1) is comprised of two steps,
S(1,2), which have been listed previously. Our findings suggest
that it is indeed the H2CO arrangement in the reactive site to
determine the isolation of the dipolar intermediate, since such
a feature is absent in the case where solely NH3 is in a high BE
binding mode (Section 3.3.2).

Reaction barriers. The main difference with previous case is
that in the High-BE(NH3)/High-BE(H2CO) regime, TSS1 energies
are close to zero kcal mol�1, meaning that the PES is very flat
and the formation of the dipolar intermediate is essen-
tially barrierless. In fact TSS1 becomes negative for after ZPVE
correction, whereas before the ZPVE correction the barrier is
0.1 kcal mol�1 (Table S3 in ESI†). Such feature can be attributed
to the fact that the reactive sites are especially suitable to
undergo the reaction, as the ice surface contributes favorably
to both the geometrical orientation of the fragments and in
polarizing the bonds participating to reaction (1), via inductive
effects. Moreover, S1 involves a marked exothermic process
(reaction energy DES11 up to �6.2 kcal mol�1). This is imputed
to the fact that, upon formation, the dipolar intermediate is
strongly stabilized by the surface, as both sides of the adduct
are coordinated to two water molecules.

Regarding S2, the proton transfer is the rate-limiting step
of the process, as for the previous case, with barriers DES2

‡

ranging from 5 to 13 kcal mol�1. Despite the large barriers, it is
possible to argue that the exothermicity of S1 (especially for
system A) might supply part of the amount of energy needed to
overcome S2.

3.4 AMeOH formation inside of a nano-pore

To investigate the impact of the increased insertion of the
reactive complex into the ice H-bond network, also motivated
by the finding for reaction (1) in proximity of high-BE sites, the
reaction is conducted on a surface featuring a nano-pore.
To attain the initial geometry of the reactive site, we sampled
the inner region of the pore, applying a constraint to the

PCCP Paper

Pu
bl

is
he

d 
on

 2
1 

Ju
ne

 2
02

4.
 D

ow
nl

oa
de

d 
on

 1
/2

2/
20

26
 8

:2
1:

58
 A

M
. 

View Article Online

https://doi.org/10.1039/d4cp01865f


This journal is © the Owner Societies 2024 Phys. Chem. Chem. Phys., 2024, 26, 18692–18706 |  18701

Cartesian positions of the atoms belonging to the outer sphere,
to preserve it. In the majority of the resulting reactant com-
plexes, the docking site for the fragments was a specific d(OH)
bond located in the central-right region of the pore, thereby
such configuration was the only one selected to carry out the
reaction. An image of the reactive site equilibrium structure can
be found in the inset of Fig. 7, which also reports the energy
diagram and stationary point geometries for the process.

Reaction mechanism. We found a change in the reaction
mechanism for reaction (1), which appears to be comprised of
three steps: S1, S2a and S2b. While S1 corresponds to the very
same step previously identified, i.e. the formation of the dipolar
intermediate (IS1), the proton relay, S2, takes place in a different
manner:

S2a �OCH2� � �NH3
+ + H2O - �OH� � �HOCH2NH3

+ (11)

S2B �OH� � �HOCH2NH3
+ - H2O + HOCH2NH2 (12)

S2a, the first leg of the proton relay, leads to the isolation of a
second dipolar intermediate (IS2a). This structure is analogous
to the second hidden dipolar intermediate (h-I2) that was
detected as a shoulder on the energy profile in Fig. 6, upper
right panel, green solid line, for the High-BE(NH3) case. The
reason behind the isolation of the intermediate IS2a can be

found in the analysis of the ice H-bond network surrounding it.
Specifically, the water molecule that cedes the proton to the
carbonyl group (first leg of the proton relay) presents a peculiar
HB-coordination, being surrounded by four H-bond donor
groups – highlighted in yellow in the inset of Fig. 7 – which
counterbalance the negative charge localized on the transient
hydroxyl anion, contributing to the stabilization of IS2a. There-
fore, reaction (1) carried out inside of the nano-pore represents
an example of a ‘paused’ mechanism, where the ice environ-
ment offers such H-bond coordination which allows to accom-
modate the reactive complex along the reaction coordinate,
converting any of the events previously detected to actual
reactive steps.

Reaction barriers. The formation of C–N bond (S1) is exo-
thermic and with an overall markedly low barrier (1.3 kcal mol�1),
resembling the High-BE/High-BE case on ASW, reported in the
previous section. The most notable difference across all studied
systems on the set-of-clusters surface is that, in the case of the
nano-pore, the transition state associated with the formation of
the dipolar adduct (IS1) is practically equal in energy with the
proton relay step. Furthermore, the latter is split into two steps
with an additional intermediate, in which the TS barriers of the
protonation of the carboyl group (TSS2a) is higher than that of the
dissociation of the N–H bond to form the amino moiety (TSS2b)

Fig. 7 Energy diagram for reaction (1) inside a nano-pore. Energies values are computed at BMK/def2-TZVP//BHandHLYP-D3BJ/def2-SVP level of
theory. Inset figures representing the energy minima are included. Water ice molecules directly coordinated to the reactants are represented as balls and
sticks, while the rest as sticks. The molecules in the outer sphere of the pore are kept constrained during optimization and are represented as grey sticks.
In the inset of IS2a, the donor H-bonds stabilizing the HO� in the dipolar adduct are highlighted in yellow. The color scheme for the atoms is red for O,
black for C, blue for N, and white for H.
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In summary, reaction (1) carried out in a realistic ASW pore
presents a low energy pathway in which the highest energy on the
reaction path amounts to only 1.3 kcal mol�1 and the intermedi-
ates are all exothermic. Therefore, such a 3-step variation of the
reaction mechanism for reaction (1) seems to be the most
plausible to take place under interstellar conditions.

3.5 Binding energy distribution of AMeOH

AMeOH can establish a variety of interactions with the ASW,
owing to the amino and hydroxyl groups that can both act as
H-bond donors and acceptors. Fig. 8 displays the BE distribution
of AMeOH, which is spread over 10 kcal mol�1. A large molecule,
such as AMeOH, presents several binding modes; a complete
census of them is out of the scopes of this work. We identified
two majority modes; the main difference between them is that in
the first binding mode (BM1, green), the hydroxyl OH-group acts
as H-bond donor, whereas in the second (BM2, blue), the hydroxyl
accepts a H-bond from a d(OH) surface group. BM1 exhibits a
higher average BE (10.9 kcal mol�1) than BM2, despite being rarer
(only 15% of the binding sites). Interestingly, AMeOH formation
pathways explored in this work result in AMeOH binding modes
corresponding to the high-energy structures in BM1 (as they derive
from the protonation of carbonyl-O). This indicates that, once
formed through reaction (1), AMeOH is expected to be bound very
strongly to the ASW.

4 Discussion

The detailed analysis of the nucleophilic addition of NH3 to
H2CO, resulting in AMeOH, revealed that the presence of an

ASW surface leads to a wide variety of reaction mechanisms.
These span from a single concerted reaction exhibiting various
degrees of asynchronicity, to a total separation of the three
principal reaction events that result in the formation of
AMeOH: the C–N bond formation to establish the AMeOH
backbone, the protonation of the carbonyl group (O–H bond
formation), and the N–H bond dissociation that gives rise to
the amino group. Furthermore, such diversity significantly
affects the overall transition state energies, reducing them from
B10 kcal mol�1 to as low as 1.3 kcal mol�1.

The C–N bond formation involves a dipolar adduct
(�OCH2� � �NH3

+), which is present in all the reaction pathways.
In the concerted reactions it is a hidden intermediate, but
becomes a discernible stationary state as the interaction energy
between the ice surface and the reactive complex increases.
In the High-BE(NH3)/High-BE(H2CO) regime and inside of the
nano-pore, the large number of water molecules favorably
coordinated to the reactants, lowers the energy of the reactive
complex, as well as of the TS and dipolar intermediate, to such
extent that this step (S1) is rendered practically barrierless
(between �0.6 and 1.5 kcal mol�1). Moreover, in those limiting
cases, the formation of the intermediates is notably exothermic
(range of 3–6 kcal mol�1). Evidence of such dipolar intermedi-
ate can be found in a DFT study using PCM,19 where the
reaction proceeds on a 4-water-molecules cluster. In the study,
however, the conditions under which the intermediate was
isolated, were not investigated, as it formed barrierless. Com-
paring with the results reported herein, it is likely that the
addition of implicit solvation effects overestimates the actual
ASW stabilization on the dipolar adduct.

The second part of the reaction is constituted by proton
transfer processes. In the concerted pathways they are present
as distinct events along the reaction profile, while in the High-
BE(H2CO) cases, they represent the second step of a step-wise
mechanism. Nevertheless, only in one case (A) of the High-
BE(NH3)/High-BE(H2CO) regime, the TSS2 energy is signifi-
cantly lowered (1.5 kcal mol�1) due to the hyper-coordination
through H-bonds on the water molecules that channel the
proton relay. Hence, it is worth noting that the first TS (TSS1)
is stabilized by the H-bond network provided by water mole-
cules coordinated to the reactive complex, while the second TS
(TSS2) is stabilized by the H-bonds established by the water
molecules assisting in the proton relay, i.e. the molecules
present in the lower ice layers. When the reaction takes place
inside a nano-pore, this effect is amplified, such that the proton
relay is further divided into two distinct stationary states,
relating to first the protonation of the carbonyl moiety, fol-
lowed by N–H bond dissociation in NH3, with the new inter-
mediate (IS2a) showing exothermic character. Another aspect
that influences the height of the energy barriers is the number
of molecules involved in the proton relay step of the reaction.
Baiano et al.62 studied the HNC " HCN reaction with different
sized cluster models and found that the isomerization barrier
was lower when four water molecules where involved in the
proton-relay. As we only searched for reaction paths involving 1
and 2-water molecules, it is possible for a mechanism involving

Fig. 8 Histogram of the BE distribution of AMeOH, calculated at o-PBE-
D3BJ/def2-TZVP//BHandHLYP/def2-SVP level of theory, without includ-
ing ZPVE correction. Mean (m) and standard deviation (s) of a Gaussian fit
are reported for the main binding modes identified (BM1, where the
hydroxyl moiety of the molecule acts as H-bond donor, and BM2, where
it acts as H-bond acceptor), along with an example, as selected from the
distribution. The color scheme for the atoms is red for O, grey for C, white
for H and blue for N.
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more water molecules to further lower the reported TS barriers
for the Low-BE/Low-BE cases. However, we expect less depen-
dence on the number of water molecules for this reaction, since
the IRC analysis showed that the major part of the reaction
barrier corresponds to the addition of the two fragments and
that only the first leg of the proton relay contributes to the
barrier.

In light of these results, it seems apparent that, overall, the
prerequisite for a low energy mechanism is linked to having a
high interaction energy between the reactive complex and the
ice, driven by the specific arrangement of the H2CO moiety,
which requires the presence of a pair of d(OH) bonds. In order
to estimate the frequency of occurrence of these pair-d(OH)s
bonds, we quantified these particular sites on the large periodic
ASW surface models (see Fig. 1b). We took into account five
periodic ASW surfaces that stem from the same MD simulation,
to get a statistically relevant quantification. The census con-
sidered only the surface of the periodic slabs i.e. the molecules
at the top layer. Assuming an adsorption site to have an area of
approximately 3 � 3 Å, each periodic surface is estimated to
accommodate B100 potentially unique reactive sites, for a total
of 500 possible reactive sites. The result of this analysis
indicates that 25% over the 500 sites are estimated to harbor
d(OH) bonds, on average over the five surfaces. It is worth
mentioning that the number includes d(OH)s that are located
in concavities or pores, as those regions constitute part of the
periodic slabs. Finally, pair-d(OH)s sites – two d(OH) sites in
close proximity, below 3 Å from one another - are present in
approximately 5% of all possible reactive sites: a non-negligible
number, thus making the low energy mechanism feasible over
the vastness of a real ice-grain surface.

Astrophysical implications

One of the main results of this work is that, under specific
circumstances, concerted water-assisted reactions are con-
verted to step-wise. Specifically, a dipolar-adduct is isolated in
the first part of reaction (1), and the proton relay, taking place
in the second part, is fragmented to a sequence of isolated
events. As a consequence, the rate of the proton transfer
processes might benefit from quantum tunneling effects, allow-
ing reactions involving hydrogen atoms to occur faster than
expected from transition state theory. Tunneling effects asso-
ciated with transfer and abstraction reactions involving hydro-
gen, have been extensively studied63–65 and are known to play a
significant role in the ISM.12,66 Moreover, tunneling effects are
heavily dependent on the width of the energy barrier. Analysis
of the IRC profiles revealed that, in case of isolated or nearly
isolated proton transfer steps, e.g. High-BE(NH3)/Low-BE(H2CO)
regime, the top region of the IRC curve, that corresponds to the
proton transfer steps, gets particularly narrow, compared to the
profile of the Low-BE/Low-BE case (where the process involves
the entire set of proton relay steps) opening to the actual possibility
of tunneling effects.

An additional effect, that could influence the outcome of
the reaction under investigation in astronomical environments,
is the reaction energy dissipation rate to the ice matrix. In some

limit cases that present exothermic intermediates, the viability
of the reaction will greatly depend on the competition between
thermalization and continuation of the reaction. Estimating
the timescales for this competition is challenging, and dedi-
cated MD simulations can shed light in this particular topic.
Nevertheless, Fig. 7 shows that, inside a nano-pore, the reaction
should definitely take place, due to the overall small barriers,
which summed to the efficiency of quantum tunneling in the
proton relay mechanism (vide supra), renders thermalization of
IS1 or IS2a on the surface an unlikely event.

Our results support the proposition that AMeOH can be
formed through the initial reaction of a Strecker-type synthesis
under interstellar dense clouds condition. Furthermore, the
results presented in this work are in excellent agreement with
the experimental result Bossa et al.15 of 0.5 kcal mol�1 for the
energy barrier; especially considering the rich diversity of
catalytic sites present on ASW, which suggests that TS energies
smaller than our lower limit (1.3 kcal mol�1) might be encoun-
tered. Furthermore, our work lends support to the claim that
AMeOH is present on the ice, and has a long residence time, in
light of the range of BEs we computed (whose upper limit of
15 kcal mol�1, is in good agreement with the experimental
result by Bossa et al.15 of 14 kcal mol�1). Possible depletion
routes of AMeOH include the second step of the Strecker
synthesis, namely the dehydration to form methynimine.
However, this reaction has been found to have a significant
energy barrier.67 Moreover, the orientation of AMeOH of ASW
as synthesized via reaction (1) does not enable the dehydration,
making it unlikely that the exothermicity of reaction (1) could
be carried over, to overcome the dehydration barrier under cold
interstellar cloud conditions. Based on the presented results,
it seems more likely that the non-detection of AMeOH is
related to the identification difficulties. Infrared astronomical
spectra of AMeOH display strong absorption features, which
are blended with water and silicate bands. Furthermore the
remaining bands fall in regions where several other organic
compounds absorb. Future surveys with JWST might help
bridge the gap between experiments and observations,
although more detailed studies on both the IR spectrum of
AMeOH and its mm rotational features in the gas phase are
likely needed. These studies could facilitate the detection of
this prebiotic precursor using ALMA, in regions where warming
from newborn stars can release AMeOH into the gas phase.

5 Conclusions

In this paper, we presented a broad analysis of the catalytic
effect of an ASW surface for the reaction of NH3 and H2CO to
form NH2CH2OH. We studied the reaction on a set of different
22-water-molecules clusters and inside a nano-pore, derived
from a periodic ASW model surface containing 500 water
molecules, generated according to the initial density of
0.8 g cm�3. We sampled four catalytic sites with an approach
based on the binding modes derived from the binding energy
distribution of NH3 and H2CO molecules, and determined that
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the catalytic sites can be classified into four groups based on
the interaction of the carbonyl-end the amino group with the
ice surface, in the reactant complex, namely Low-BE(NH3)/Low-
BE(H2CO), High-BE(NH3)/Low-BE(H2CO), Low-BE(NH3)/High-
BE(H2CO), High-BE(NH3)/High-BE(H2CO). The findings about
the catalytic effect of the ASW surface can be summarized as
follows:

(1) In the cases where the interaction between the reaction
complex and the ASW surface is weak – Low-BE(NH3)/Low-
BE(H2CO) regime – the TS energy is in the range of 9.6–
14.3 kcal mol�1, the reaction takes place in a one-step con-
certed mechanism. The energy barriers are similar to the
reaction carried out on a water dimer model surface, indicating
a negligible role of the bulk water on the reaction mechanism.
However, the analysis of IRC, reaction force, and NBO bond
orders, allowed us to classify the mechanism of the reaction as
highly asynchronous: the C–N bond formation is present as a
hidden-TS in the form of an emerging dipolar adduct, which is
95% completed before the proton relay begins.

(2) When the interaction with the ASW surface increases
through the NH3-end of the reactant complex – High-BE(NH3)/
Low-BE(H2CO) – the reactions is still concerted, however, the
reaction mechanism becomes more asynchronous as both
proton transfer events that constitute the proton relay are
now present as distinct hidden-TSs.

(3) When the interaction with the ASW surface increases
through the carbonyl-end of the reactant complex – Low-
BE(NH3)/High-BE(H2CO) – the reactions transits from being
concerted with a hidden-TS to displaying a well-characterized
dipolar intermediate for the C–N bond formation, albeit within
a flat potential energy region. Furthermore, the highest TS
energy, that corresponds to the TS of the proton relay, is only
slightly lower than the single TS energy of the concerted
mechanism of the previous cases.

(4) In the case in which both ends of the reactant complex
are bound to the ASW surface in a high BE configuration –
High-BE(NH3)/High-BE(H2CO) – the effect on the TS barriers is
most significant, resulting in the nearly barrierless formation
of a exothermic dipolar intermediate. In the most effective
catalytic site of this interaction type, the highest TS energy
is also considerably lower than in all the previous cases
(1.5 kcal mol�1) and corresponds to the proton relay step of
the reaction.

(5) When the reaction takes place in a nano-pore catalytic
site, the highest TS energy corresponds to the first leg of the
proton relay and display a low value (1.3 kcal mol�1), within the
range of the High-BE/High-BE case. However, the mechanism
presents an additional fragmentation, as the proton relay is
separated into two exothermic steps for the N–H bond dissocia-
tion and the O–H bond formation. The emergence of these
intermediates can be attributed to the nano-pore environment,
which provides the stabilization of the anionic hydroxyl
intermediate in the proton relay chain, thanks to the water
molecules in the neighboring ice layers.

(6) The d(OH) and pair of d(OH) bonds on the ASW surface
are essential for the reaction to occur. A survey of these bonds

across the possible binding sites on five different 500-water-
molecules ASW periodic surfaces, revealed that d(OH) and pair
d(OH) bonds are present at a fraction of 25% and 5%,
respectively.

(7) Analysis of the main adsorption motives in the BE
distribution of AMeOH on the set-of-clusters, shows that the
orientation of the product, as generated through reaction (1),
corresponds to the binding mode of highest BE.

Our findings corroborate the hypothesis that AMeOH can be
synthesized through the initial reaction of a Strecker-type
synthesis under interstellar dense cloud conditions, aligning
with experimental results that estimated a low activation bar-
rier. Furthermore, the presence of diverse catalytic sites on ASW
suggests even lower transition state energies are feasible.
Finally, the binding energy distribution of AMeOH indicates a
long residence time on ice, supporting the idea that the non-
detection of AMeOH in the ISM may stem more from identifi-
cation difficulties than from its absence. To facilitate detection,
new experimental and theoretical spectroscopic data are
needed both on the ice and in the gas phase, which could
open avenues for detecting this molecule with both JWST and
ALMA. The effect of the ASW surface on the subsequent steps of
the Strecker Synthesis of Glycine, following from AMeOH
formation, will be addressed in a forthcoming work.
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